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Abstract

Algorithm selection and generation techniques are two methods that can be used to exploit
the performance complementarity of different algorithms when applied to large diverse
sets of combinatorial problem instances. As there is no single algorithm that dominates
all others on all problem instances, algorithm selection automatically selects an algorithm
expected to perform best for each problem instance. Meanwhile, algorithm generation
refers to combining different algorithms in a manner that allows the resulting method to
improve the efficacy of a pool of algorithms.

This thesis examines algorithm selection and generation within a single streaming
problem domain, that is Bin-Packing, where novel approaches are proposed and evaluated
on large problem sets. This research starts with presenting a novel feature-free approach
to select the best performing heuristic by capturing the sequential information implicit in
a streaming instance and using this as direct input to two Deep Learning (DL) models,
Long-Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU), to learn a mapping
from an instance to an algorithm. Results obtained using the proposed approach show that
the performance of the feature-free selectors significantly outperforms the performance
of both the single best solver and the classical feature-based approach using well-known
Machine Learning (ML) classifiers when applied to large sets of diverse problem instances.
Next, a more radical approach is proposed: bypass algorithm selection altogether by
training encoder-decoder LSTM using solutions obtained from a set of algorithms to
directly predict a solution from the instance data behaving as an automatically generated
algorithm. Experiments conducted on large datasets using problem batches of varying sizes
show that the generated algorithm is able to accurately predict solutions, particularly with
small batch sizes. Finally, the thesis develops the proposed encoder-decoder approach
by introducing a novel neural approach for generating algorithms, in which a neural
network acts as an algorithm by generating decisions. Two architectures are evaluated,
an encoder-decoder LSTM and a feed-forward Neural Network (NN), and trained using
the decisions output from existing algorithms on a large set of instances. Experiments
show that the new generated algorithms are capable of solving a subset of instances better
than the well-known bin-packing algorithms, and hence they can significantly improve the
overall performance when they are added to a pool of algorithms.
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Chapter 1
Introduction

“Life is a matter of choices, and every choice you make makes you.”
—John C. Maxwell
"Remember you always have the choice to create your own choice"
—Mohamad Alissa
While most aspects of human life involve decisions-making, (naturally) humans aim for
the best choices in daily life tasks, e.g. what is the best movie to watch tonight?, what
is the most enjoyable book to read?, what food to eat at lunch?, how to reach a specific
destination with less time and effort . .. etc. Having only one option or a clear preference
makes it easier to choose but having many choices tends to be difficult, especially when
there are bad options. Also, these best choices can not be best always as the best choice
now (given different aspects such as the mood, weather, time of the day . ..etc) might be
the worse choice in a different situation. Friends (who should be experts in the related
situation) can help to either select what is the "best" choice among others or generate a
completely new choice that might outperform the others. However, experts might not
always be available.

Computer science is no different in this respect, and it is an important part of these
human life aspects, such as what are called "Algorithm Selection" and "Algorithm Genera-
tion". These terms address similar kinds of decisions where the choice here is an algorithm
to be selected or generated. The Algorithm Selection Problem (ASP) was introduced
firstly by Rice, an American mathematician and computer scientist [1], over forty years
ago. ASP has many applications, such as meta-learning (or "learning-to-learn") [2, 3].
The Algorithm Generation Problem (AGP) can be dated back to the 1940s [4]. It has many
applications, such as the automatic generation of computer programs like intelligent agent
programs [5] and music programs [6]. Both are considered effective ways to solve many
hard problems including Combinatorial Optimization Problems (COPs) [7-9].




[Algorithm Selection and Generation]

Since different algorithms behave differently on different problem instances, no single
algorithm dominates all others on all problem instances (i.e. performance complementarity
phenomena). Given a set of problem instances and algorithms, algorithm selection
informally can be defined as the task to select the algorithm with the best behaviour for
each problem instance given a set of features extracted from the instances. However, these
features are often not intuitive and are hard to be derived. In this sense, the expert presence
is required to design and extract a set of relevant features correlated with the algorithm’s
performance. This often requires post-generation analysis to select the best set of features.

Algorithm selection relies on a pool of algorithms to address a COP. Improving the
pool with new algorithms can improve the overall performance, one way to add new
algorithms to the pool is by designing them. However, manually designing algorithms
(i.e. with the presence of an expert) is hard, tedious and time-consuming. One way to
avoid having to hand-craft an algorithm is by automatically generating it from a pool
of hand-designed algorithms (exploiting the performance complementarity phenomena),
often with using features extracted from problem instances. In this sense, algorithm
selection and generation have suffered from extra tasks (burdens), including the need to

define features to solve an optimisation problem.

[Streaming Optimisation Problems]

In addition to the issues associated with feature-deriving to build an algorithm selector or
to generate an algorithm automatically, a further challenge arises concerning the need to
deal with streaming data within combinatorial optimisation. Many practical applications
(e.g. in scheduling and packing) fall into this category in which items/jobs arrive in
a continual stream and should be packed/assigned as they arrive. In these potentially
large streams, the order of streaming data points cannot be influenced and the underlying
distribution of the data points in the stream can change over time. Due to these factors, the
statistical approaches for defining features for streaming data are complex and challenging
since these features should capture the sequential information contained in the stream
to be informative. Furthermore, the streaming decisions are highly interdependent, e.g.
the decision for packing/assigning an item/operation may influence the decision of other
items/operations in packing and scheduling problems. Therefore, there is a need for
algorithm selection and generation approaches that consider the historical data in making

such decisions in streaming problems.




[Artificial Intelligence for Automated Algorithm Selection and Generation]

Research over the last decades focused on building feature-based algorithm selectors using
Artificial Intelligence (Al) techniques such as machine learning. Similarly, algorithm
generation research makes use of techniques such as genetic programming and other
traditional machine learning approaches relying on domain-related hand-designed features
as input. Most of these Al techniques do not consider the sequential information that is
implicit in the streaming problem instances in domains such as bin-packing.

Given the recent advances of deep learning, in particular, Recurrent Neural Networks
with Long-Short Term Memory (RNN-LSTM) [10] or Gated Recurrent Units (RNN-GRU)
[11], in achieving groundbreaking results in applications where the input is formatted
as time-series data or in domains where sequences have specific orderings but without
any explicit notion of time and without defining features a priori [12]. Examples include
video and image recognition, natural language processing, music generation and speech
recognition [13—15]. The research presented in this thesis focuses on algorithm selection
and generation to address the streaming version of an optimisation problem, namely
bin-packing, using this sophisticated Al technique, deep learning.

This research is conducted within the realm of the bin-packing domain, specifically
the streaming variant of the fixed capacity One-Dimensional Bin-Packing Problem (1D-
BPP). BPP belongs to the broader class of cutting-stock and packing problems which
occur frequently in real-world applications including container loading, job scheduling
on multiple processors, distributing processing tasks in cloud computing and memory
allocation [16]. This problem is proven to be an NP-hard problem [17, 18], i.e. it is
often impossible to solve the problem instances in any reasonable time. Thus, often
approximation algorithms are used to produce near-optimal solutions in a satisfactory
time. In all the approaches proposed here, the underlying algorithm space is restricted
to simple approximation algorithms (i.e. constructive deterministic heuristics), allowing
for greater confidence when analysing the performance of the proposed approaches than
could be inferred by using sets of stochastic heuristics. It is expected that the proposed
approaches in this thesis could easily be transferred to other problem domains.

This thesis focuses on investigating the benefits to be gained by using deep learning for
algorithm selection and generation to exploit the complementary performance of sets of
deterministic heuristics. Both algorithm selection and generation approaches are presented
and evaluated on large datasets of evolved and randomly generated problem instances.
The evolved datasets are newly generated in which each instance has a distinct best-solver,
and thus the pools of heuristics exhibit complementary performance.

The following section outlines the main research questions that have driven the research

conducted and presented in this thesis.
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1.1 Research Questions

This section presents the research questions that are investigated in this thesis. It should
be noted that “to what extent” phrase implies an accuracy metric to predict the best
performing algorithm or the generated solution, however other metrics can be used to

measure the quality of the end-results, e.g. number of bins.

* Question 1: To what extent can sequential deep learning (RNN-LSTM/GRU) be
used to build a feature-free algorithm selector that selects the best performing
algorithm from a pool of well-known deterministic algorithms relying only on the

sequential information implicit in the streaming problem instances?

* Question 2: To what extent can sequential deep learning feature-free algorithm
selector outperform classical machine learning feature-based algorithm selectors to

solve a streaming optimisation problem?

* Question 3: To what extent can deep learning (encoder-decoder LSTM) be used to
generate algorithms automatically that can output solutions for streaming problem

instances directly?

* Question 4: To what extent can a pool with neural generated algorithms be im-
proved over a pool of human-designed algorithms to solve a streaming optimisation

problem?

1.2 Thesis Contribution

This thesis introduces novel approaches in the fields of algorithm selection and generation
using a single problem domain, that of bin-packing. The main contributions of this thesis
are listed below:

* The introduction of four new sets of benchmark problem instances totalling 16,000
instances for the streaming version of 1D-BPP domain, described in Chapter 3.
Each dataset has 4,000 instances, and contains 1,000 instances uniquely best solved
by exactly one of four algorithms in a pool used in the algorithm selection prob-
lem. The datasets were generated using an Evolutionary Algorithm (EA), which
maximises the performance difference between the target algorithm and the other
algorithms used in the selection problem. Thus these datasets occupy different parts
of the performance space w.r.t the considered heuristics that exhibit complementary

performance.
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* The introduction of a novel feature-free algorithm selection approach (described in
Chapter 4) using deep learning RNN-LSTM [10] or Gated Recurrent Units (GRU)
[11], that relies only on the sequential information inherent in a streaming problem

instance to select the best performing algorithm.

* A novel application of deep learning, namely encoder-decoder LSTM [11, 19], as a
generative approach for creating constructive heuristics for the bin-packing problem
(described in Chapter 5). Unlike other approaches in the literature, this approach
considers the sequential information implicit in the streaming problem instances
and avoids the need to derive high-quality, relevant features a priori. Thus, this

approach outputs solutions directly from the problem instance information.

* A novel neural approach using an encoder-decoder LSTM or a feed-forward neural
network [20] to generate constructive heuristics for the bin-packing problem with
limited available bins (described in Chapter 6). This approach builds upon the one
proposed in Chapter 5 to handle an unbounded stream with stochastic arrival of
individual items which are packed on arrival. It also examines all the available
bins and uses dynamic information regarding bins-state (i.e. the current candidate
solution) to close full bins when necessary and open new ones if required. This
approach directly outputs decisions relying on the item to be packed and the current
bins-state.

1.3 Publications Resulting from the Period of Study

The following conference papers and journal articles, listed in chronological order, were
published during the period of study resulting in this thesis. It is worth mentioning that
the first published paper has been awarded the best paper award in the ECOM track in
GECCO19.

 Alissa, Mohamad, Kevin Sim, and Emma Hart. Automated algorithm selection:
from feature-based to feature-free approaches. Journal of Heuristics, 2021. [Under

Review].

* Alissa, Mohamad, Kevin Sim, and Emma Hart. A neural approach to generation
of constructive heuristics. In 2021 IEEE Congress on Evolutionary Computation
(CEC), pages 1147-1154. 1EEE, 2021.

* Alissa, Mohamad, Kevin Sim, and Emma Hart. A deep learning approach to
predicting solutions in streaming optimisation domains. In Proceedings of the 2020
Genetic and Evolutionary Computation Conference, pages 157-165, 2020.

5
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* Alissa, Mohamad, Kevin Sim, and Emma Hart. Algorithm selection using deep
learning without feature extraction. In Proceedings of the Genetic and Evolutionary
Computation Conference, pages 198-206. ACM, 2019.

1.4 Thesis Layout

The remainder of the thesis is structured as follows:

* Chapter 2 Background: Introduces the fields of algorithm selection and generation,
mostly concentrating on the literature approaches that have been applied to the
bin-packing problem.

» Chapter 3 Benchmark Problem Instances: Introduces and analyses the newly gener-

ated bin-packing problem instances used throughout this thesis.

» Chapter 4 Automated Algorithm Selection: A novel feature-free algorithm selection
approach is proposed using deep learning (RNN-LSTM or GRU) to predict the
best performing heuristic from a pool of heuristics relying only on the sequential
information contained in the problem instance. This chapter also compares this
feature-free approach with traditional feature-based methods using machine learning

techniques with a set of hand-designed features.

* Chapter 5 A Deep Learning Approach to Predicting Solutions in Streaming Op-
timisation Domains: A novel generative heuristic approach using deep learning
(encoder-decoder LSTM) is presented that is able to output solutions directly from

problem instances without defining features a priori.

* Chapter 6 A Neural Approach to Generation of Constructive Heuristics: This
chapter develops the approach proposed in Chapter 5 by introducing a novel neural
approach (encoder-decoder LSTM or feed-forward neural network) to generating
constructive heuristics for dealing with the streaming bin-packing problem with
limited bins available that directly output decisions to pack items accounting for
current bins-state.

» Chapter 7 Conclusions: summarises the contributions of this thesis to the research
field, discusses findings, provides answers to the posed research questions and

outlines potential avenues for further research.




Chapter 2

Background

‘ Pool of
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2.1 Introduction

Performance Complementarity [7, 25]: is the phenomenon of having different problem
instances best solved using different algorithms in the field of Combinatorial Optimisation
Problem (COP). There is no single algorithm that dominates all others on all problem
instances. Instead, different algorithms with complementary strengths perform best on
different subsets of problem instances. This phenomenon has been observed for all NP-
hard optimisation problems including scheduling [26] and planning problems, Constraint
Satisfaction Problem (CSP) [27], propositional Satisfiability (SAT) [28], the Travelling
Salesperson Problem (TSP) [29]. Also, this phenomenon can be observed in a wide
range of continuous optimisation problems such as machine learning (meta-learning, i.e.
"learning about learning").

Rather than using only one algorithm, using a pool of complementary algorithms is

one effective way to solve a given combinatorial optimisation problem. The performance
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complementarity of the pool of algorithms can be exploited in various ways: parallel
algorithm portfolios/ensembles; algorithm schedules/pipelines and per-instance/per-set
algorithm selection/generation/configuration (or what is called "automated algorithm
design"). These concepts are quite close and, unfortunately, there is potential for confusion.
Parallel algorithm portfolios refer to applying an ensemble of algorithms in parallel to
solve a given problem instance and the produced solution of the entire portfolio is the
best solution achieved by any of the component algorithms at any given time [30-32].
Algorithm scheduling refers to ordering the algorithms in a sequence where a certain
algorithm at a specific time is applied [33, 34].

Automated algorithm design is the research that concerns automatically design search
algorithms or solvers which are able to solve COPs or problem instances. The taxonomy
of automated algorithm design has been formulated and classified into three lines of
research [35, 36]: (i) Automated algorithm configuration; (ii) Automated algorithm
selection and (iii) Automated algorithm composition (or generation). These three lines of
research are different ways of automating algorithm design. Per-instance/per-set algorithm
selection is the task of selecting the best performing algorithm to solve a given problem
instance or a set of problem instances [7]. Algorithm generation aims to combine existing
algorithms so that the resulting method outperforms these existing algorithms, this task of
generating algorithms automatically is an important sub-field of the Hyper-Heuristic (HH)
community, described in Section 2.5. Algorithm configuration refers to finding the best
set of algorithm parameters that achieves optimal performance for a problem instance or
set of instances [37—40]. It is worth mentioning that combining some of these concepts to
address problems more effectively is an active area of research [41].

The scope of the thesis is restricted to per-instance algorithm selection and algorithm
generation. It is worth noting the relationship between algorithm selection and generation.
Since the algorithm selection relies on a pool of complementary algorithms, improving the
pool with new algorithms can improve the overall performance, by adding new algorithms
to the pool is by generating them automatically. In the remainder of the thesis, the term
algorithm selection refers to per-instance algorithm selection and whenever algorithm
design is mentioned, it refers to algorithm generation (unless otherwise stated).

This chapter motivates this thesis research by firstly introducing the automated algo-
rithm selection problem in Section 2.2 and automated algorithm generation problem in
Section 2.3, before introducing bin-packing problem as an Np-hard problem in Section
2.4. Some of the algorithm selection and generation approaches that have been applied
to the BPPs are reviewed in Section 2.5 and Section 2.6 respectively. Finally, sequential
deep learning architectures are introduced in Section 2.7 before reviewing some of the
deep learning approaches to address a COP in Section 2.8. Subsequent chapters provide

additional specific background information that is relevant to the presented approaches.
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2.2 Automated Algorithm Selection Problem

Algorithm selection - the process of selecting the best performing algorithm to solve a given
problem instance - is motivated by the potential to exploit the complementary performance
of different algorithms on sets of diverse problem instances. However, determining the
best-performing algorithm for an unseen instance has been shown to be a complex problem
that has attracted much interest from researchers over the decades [8, 7, 42]. Algorithm
selection has been intensely explored over the last decades, leading to significant state
of the art advances in solving an increasing number of discrete combinatorial problems
including bin-packing problems [43], the Job Shop Scheduling problem (JSSP) [44], TSP
[45, 46], SAT [47], graph colouring [48] and Al planning. Algorithm selection also holds
a lot of promise for improving performance in continuous and mixed continuous/discrete
optimisation problems [49, 50].
Originally formulated by Rice [1], the per-instance ASP can be defined as:

Definition 2.2.1 (per-instance Algorithm Selection Problem (ASP)). "Given a set .
of instances of a problem P, a set & = {ay,...,0,} of algorithms for P and a metric
m: a X % — R that measures the performance of any algorithm oy, € A on instance set
A, construct a selector S that maps any problem instance I € .Z to an algorithm S(I) € A

such that the overall performance of S on ¥ is optimal according to metric m" [7].
A schematic of the ASP is shown in Figure 2.1 [1]. In Rice’s definition:

» The problem space & represents a potentially infinite sized set of instances for the

problem domain.

 The feature space .# describes a set of characteristics derived using feature extrac-
tion from Z.

* The algorithm space 7 is the set of algorithms available for the problem domain.

* The performance space % maps each algorithm to a set of performance metrics
[48].

The objective is to identify a mapping between & and .o/ that maximises %. Although
Rice’s framework is a useful approach for describing ASP, it provides no advice about
the mapping from problem space Z to the feature space .%#, and it clearly shows that the
effectiveness of the algorithm selection process for solving a particular problem domain
relies on the quality of the problem’s features [46, 51].

Definition 2.2.2 (Heuristic). A heuristic is a "rule of thumb" which is derived based on

human intuition for a particular domain. A heuristic can be a deterministic or stochastic

9
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Fig. 2.1 Schematic of the Algorithm Selection Problem [1]

constructive procedure to build a solution or a stochastic perturbative (i.e. local search)
operator to improve an existing solution. The direct outputs of a heuristic are decisions
that formulate a complete solution to the problem being tackled [52-54].

Definition 2.2.3 (Virtual Best Solver (VBS)). For a finite set of problem instances .#,
a fixed set of heuristics .7 and a single performance metric m, the Virtual Best Solver
(VBS) is defined as a perfect mapping between .# and 7.

Definition 2.2.4 (Single Best Solver (SBS)). For a finite set of problem instances .#, a
fixed set of heuristics .7 and a single performance metric m, The Single Best Solver
(SBS) is the heuristic € .77 that achieves the best performance over .#.

A common way of evaluating the algorithm selection systems is by comparing them
against the two baselines defined above, SBS and VBS. Where SBS denotes what can
be achieved without algorithm selection and VBS makes perfect decisions and chooses
the best-performing algorithm on each instance without any overhead (e.g. extracting
features) [55, 56].

Based on the selector decision time, ASP systems can be classified as follows:

* Offline algorithm selection: where algorithm selectors are built using a collection of

training instances before being applied to new problem instances.

* (Dynamic) online algorithm selection: which adapts an algorithm selector as it

solves a series of problem instances.

The offline trained selectors can be saved and reapplied to replicate the solutions
attained due to the deterministic nature of the heuristics used in the pool. The online

algorithm selection is outwith the focus of this thesis.
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Fig. 2.2 Schematic of the Algorithm Generation Problem

2.3 Automated Algorithm Generation Problem

Algorithm Generation - the process of generating a new algorithm to solve a given set
of problem instances - is motivated by the fact that there is no single algorithm that
dominates all others on all problem instances. Thus, potentially exploiting the comple-
mentary performance of different generated algorithms to solve sets of diverse problem
instances. However, hand-crafting algorithms is hard, tedious and time-consuming. Alter-
natively, generating algorithms automatically from a pool of hand-designed algorithms
(exploiting the Performance Complementarity Phenomena) has attracted much interest
from researchers over the decades. Algorithm generation has been intensely explored over
the last decades, leading to significant state of the art advances in solving an increasing
number of discrete combinatorial problems including bin-packing problems [57], the JSSP
[58], TSP [59] and SAT [60]. AGP can be defined as:

Definition 2.3.1 (Algorithm Generation Problem (AGP)). "Given a set .# of instances
of a problem P, a set o« ={,...,04} of algorithms (or their basic components) for P,
construct an algorithm ¢ that is built using a set of & € A to solve any problem instance
I € 7 such that the overall performance of 4 (%) is optimal and outperform any of the
individual oy, € A according to metric m: 4 x ¢ — R that measures the performance of

the generated algorithm ¢4 on instance set .9 ".

A schematic of the AGP is shown in Figure 2.2, the spaces are as described in the
previous ASP section 2.2. The objective is to generate an algorithm ¢ (using a set of
low-level algorithms o € A) that has maximum performance % on an instance set .#.
Similar to ASP, it is clear that the effectiveness of the algorithm generation process for
solving a particular problem domain relies on the quality of the problem’s features. Similar

to ASP, based on the generation process, AGP systems can be classified as follows:

* Offline algorithm generation: The generation takes place by gathering knowledge

in the form of rules or programs, from a set of representative training instances

11
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before solving unseen problem instances, the generated algorithms using this way
are called reusable algorithms.

* Online algorithm generation: The generation takes place while the algorithm is
solving an instance of a problem, the generated algorithms using this way are called

disposable algorithms.

The offline generated heuristics can be saved and reapplied to replicate the solutions
obtained due to the deterministic nature of the heuristics used in the pool. This provides
a higher level of assurance in the performance of the generated heuristics as opposed to
the variable solution quality achieved with stochastic heuristics. The online generation is
outside the concern of this research.

As mentioned before, both ASP and AGP have been used in a wide range of opti-
misation problems. The next section describes the bin-packing problem as a standard

optimisation problem and some of its constructive deterministic heuristics.
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2.4 One Dimensional Bin-Packing Problem

The Bin-Packing Problem (BPP) is a standard combinatorial optimisation problem that
belongs to the broader class of cutting-stock and packing problems which occur frequently
in real-world applications. These applications include industrial manufacturing, container
loading, job scheduling on multiple processors, distributing processing tasks in cloud
computing and memory allocation [16]. In all these applications, the general objective of
BPP is to pack/assign a number of items/tasks into the minimum number of resources,
e.g. containers, bins or machines. This problem has been researched intensely over the
last century with dozens if not hundreds of publications [61-69] and thus it is an ideal
domain to use as an example to explore the Algorithm Selection and Algorithm Generation,
Sections 2.2 and 2.3, respectively. The abbreviation BPP is used throughout the remainder
of this thesis in relation to the one dimensional class of bin-packing problem, unless stated

otherwise, that is defined below.

Definition 2.4.1 (One-Dimensional Bin-Packing Problem (1D-BPP)). The problem is
well known to be NP-hard [17, 18]. The objective of the One Dimensional Bin-Packing
Problem (1D-BPP) is to find a packing which minimises the number of containers, b, of
fixed capacity C required to accommodate a set of n items with weights @; : j € {1,...,n}
falling in the range 1 < ®; < C, @; € Z* whilst enforcing the constraint that the sum of
weights in any bin does not exceed the bin capacity C. The lower and upper bounds on
b, (b; and b,,) respectively, are given by Equation 2.1. Any heuristic that does not return

empty bins will produce, for a given problem instance, /, a solution using b; bins where
by < by < b, [63].

1 n
by = {Ej;a)j},bu:n (2.1)

The general objective of BPP is to pack/assign a number of items/tasks into the
minimum number of resources, e.g. containers, bins or machines. In practical contexts,
many variants of BPP arise based on dimensionality and the availability of the items that
make up the problem instance. Regarding the dimensionality, bin-packing in the literature

has been classified into the following:

* One-Dimensional: in this group only one variable is considered that is the size of
the items to be packed and thus minimise the number of bins required to pack the
items [16].

* Two-Dimensional: It is the generalisation of the one-dimensional problem. In this
group, the width and the height of the items are variables so the free space of the

container is minimised [16]. This version has many real-world applications such
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as cutting glass, wood or metal and packing in the context of transportation or
warehousing [70, 67].

* Three-Dimensional: the width, height and depth are variables and thus mainly
the volume of the containers is targeted to be minimised [16]. Many real-world

applications exist for this version such as air cargo application [71].

Another way to classify BPPs is using the availability of the BPP items. It can be
classified into:

* Online or streaming: in the online problems, the items arrive as stream (one by
one) to be packed immediately, knowledge about the future items is not known
and the order of the items can not be changed. This version can be considered
as streaming BPP [72] when the decision can be delayed at the end of checking
all the problem instance items, however, the order of these items still can not be
changed. The decisions of online/streaming algorithms are irrevocable, i.e. once the
item is packed in a bin then it is not possible to move it to another bin [73]. The
online/streaming BPP variant is a very active field in the community [74].

* Offline: all the items are known before starting the packing, so the items ordering
plays no role [72].

Theoretically, the containers used to pack the items that make up an instance of BPP
are available (i.e. remain open) for the duration of this procedure, i.e. whilst there are still
items remaining to be packed. This later classification (i.e. the availability of the BPP
items) affects the choice of the algorithms (heuristics) to solve the problem. The next

subsection describes some of the online and offline heuristics that are used to solve BPP.

2.4.1 BPP Approximation Algorithms

As BPP is an NP-hard problem; hence polynomial-time exact optimisation algorithm is
unlikely to be found for its solution. So approximation algorithms are used to generate
a near-optimal solution as these do not guarantee an optimal solution for every instance
within polynomial time [72, 17]. There have been numerous studies over the decades that
have investigated simple approximation algorithms for the online and streaming variants

of the BPP [75, 76] such as these deterministic constructive heuristics:

— First Fit (FF): Places each item into the first feasible bin that will accommodate it.

— Best Fit (BF): Places each item into the feasible bin that minimises the residual

space.
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— Worst Fit (WF): Places each item into the feasible bin with the most available
space.

— Next Fit (NF): Places each item into the current bin.

NF is different to the other 3 online algorithms in that it only ever considers the most
recently opened bin. If an item cannot fit in the current bin that bin is closed and removed
from the problem. Streaming and online algorithms are similar in the sense of dealing with
one item at a time, i.e. item by item. Online algorithms must make decisions immediately,
i.e. pack the items directly as they arrive, while streaming algorithms can postpone
such decisions to the very end [77]. Also, some studies used many offline deterministic

constructive heuristics such as:

— Best Fit Descending (BFD) [66]: The offline version of BF where BFD sorts the
unpacked BPP items in descending order, then packs each item in turn into the open

bins with the less free space.

— First Fit Descending (FFD) [66]: The offline version of FF where FFD sorts the
unpacked BPP items in descending order, then packs each item in turn into the first
open bin that has free space for it. Bins are traversed in the same order as they are
opened.

For all the algorithms listed, if no feasible bin is available to accommodate the next item
then it is placed into a newly opened bin. The supply of bins is unlimited and all items must
be packed. It is worth mentioning that all the listed above heuristics are hand-designed
heuristics, i.e. hand-crafted by experts.

These heuristics will be used to (a) evaluate the performance of the different algorithm
selectors in Chapter 4, (b) compare the solutions of these hand-designed heuristics with
the solutions predicted using the automatically generated heuristics in Chapter 5 and
(c) compare these hand-designed heuristics performance with the performance of the

automatically generated heuristics that are developed in Chapter 6.

2.4.2 Performance Metrics

The performance of an algorithm o on instance / refers to the quality of the solution
which is produced using algorithm . The BPP solution is how to pack the items that
make up the BPP instance in bins. The quality of this solution can be measured using
different metrics such as the number of bins. The number of bins is a natural measure to
examine solutions generated using different heuristics, however, it is not a precise measure

alone as many heuristics can produce different solutions with the same number of bins
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[78]. A more precise metric is Falkenauer’s fitness function [79] given in equation 2.2.
Falkenauer’s fitness function rewards the solutions with free space that is restricted to
as few bins as possible rather than having this free space sparse across all bins. In other
words, Falkenauer’s fitness emphasises providing as large free space as possible in fewer

bins. This metric seems a sensible choice as it rewards heuristics that fill bins early on.

_ 1 & fill;
Fitness = ; i;( c ) (2.2)

Throughout this thesis, Falkenauer’s fitness equation is used with k = 2 as it was
originally presented in the literature. With k > 1, the equation provides a distinction
between different solutions to the same problem instance that use the same number of bins.
Using Falkenauer’s fitness, solutions are rewarded if any free bin capacity is restricted
to as few bins as possible. C is the bin capacity, fill; is the sum of the item sizes in bin;
and b is the number of bins used. Both of these metrics (i.e. number of bins used and
Falkenauer’s fitness) will be used to examine the solutions generated using the different
approaches proposed in this research.

The performance of an algorithm o on instance / is denoted by o/(I). OPT(I) is the
optimal solution for that instance. The worst-case performance ratio (WCPR) of o is
Of)(TI()I) < r(a) for all possible
instances. The WCPR of NF is known to be 2 [76] and it was recently concluded after
many theoretical studies that the WCPR of FF and BF is % [80]. The listed heuristics in

the previous section have different performances on different benchmark datasets [52].

defined as the smallest real number r(¢t) > 1 such that

Through the literature, BF has been shown to have the best possible average and worst-case
performance over all possible problems [81].
Algorithm selection and generation approaches observed in the literature can be

broadly split into two main categories:

* Top-down approaches [35]: Automated algorithm selection belongs to this type
where the human knowledge provides a template or a grammar (i.e. a structural
basis) and the selection process attempts to select the best possible algorithm based

on this structure.

* Bottom-up approaches [82—-87]: Automated algorithm generation or composition
belongs to this type where heuristics are crafted using little human insights and
heavily relying on automatically discovered knowledge. The scope of this type has
been traditionally restricted to the design of simple heuristics by flexibly composing

heuristics components such as using Hyper-Heuristics (HHs), Section 2.5.

Also, depending on the learning techniques used, automated algorithm selection and

generation approaches observed in the literature can be broadly split into the following:
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» Approaches with unsupervised learning: These have been used for a while to select
or generate heuristics automatically in the context of HHs. Traditionally, these
approaches use Genetic Programming (GP) [88] and its variations to select or
learn the most effective heuristic for an optimisation problem with using objective
function and without providing the expected outputs for the input features, e.g. GP
has to discover both the heuristic structures as well as the corresponding parameters
[89]. While this type of learning does not require labelled data, it takes a longer

learning time and it is harder for the learner to converge.

» Approaches with supervised or imitation learning [90]: These approaches use
learning algorithms such as machine learning or deep learning to select or learn
a heuristic using pairs of inputs and desired outputs (oracle, even though it is not
necessarily optimal). The learner (i.e. the selector or the generated heuristic) is not
trained to optimise a performance measure, but to blindly mimic the expert who
provides the expected behaviour to the ML/DL model. Apart from having labelled
data is a hard task and not always available, the performance of the learned selectors
or heuristics using supervised learning is limited to what the expert provided,
especially when the expert is not optimal. However, this type of learning is faster

than the other two types and easier for the learner to converge.

» Approaches with Reinforcement Learning (RL) (or learning through experience)
[91]: Without assuming any expert knowledge, the selector or the heuristic is learned
through trial and error with a reward signal. These approaches are used when the
expert knowledge is not satisfactory and it is required to find better ways of making
decisions. This type of learning has a well-known problem, namely exploration and
exploitation dilemma [92]. If exploration is not sufficient, the learning process may
get stuck around poor solutions or solutions which do not generalise well are found.
Similar to unsupervised learning, defining a reward signal might be not an easy task
where different reward shapes can value different accomplishments. Despite these
drawbacks, the learner using RL can potentially outperform any expert, at the cost

of a much longer learning time.

The RL is outside the review of this thesis. So far this point in this chapter, ASP
and AGP have been described, then the bin-packing problem has been presented as one
standard COP with its heuristics. The next section reviews some of the literature research

of algorithm selection on the bin-packing problem.
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2.5 Algorithm Selection Approaches

A comprehensive review of different approaches towards algorithm selection can be found
in a number of survey papers in this active area of research [7, 8, 42]. Over the literature,
ASP has been addressed as either a regression, clustering or classification problem. ASP
as a regression problem aims to build a regression model (S, in Rice’s notation) to predict
the run-time performance % of the algorithms .7 using the problem characteristics .7,
especially when dealing with computationally hard problems &, such as CSP [93-95],
SAT [96, 97] and TSP [98]. As a clustering problem, the problem instances are clustered
based on some extracted features and all the cluster instances are best solved using one
heuristic, then the un-seen problem instance is assigned to one of these clusters based on a
distance metric, the meta-learning domain is one example of this type [99, 100]. ASP as a
classification problem aims to map characteristics .% of problem instances to algorithms
themselves .<7. The research presented in this thesis focuses on ASP as a classification
problem. Some of the most relevant ASP approaches are described here, grouped by the
approach type.

Before diving into ASP approaches from the literature, the hyper-heuristics field that
includes both algorithm selection and generation concepts is introduced briefly.

[Hyper-Heuristics]

Definition 2.5.1 (Hyper-Heuristic (HH)). “an automated methodology for selecting or

generating heuristics to solve computational search problems [54].”

The rationale behind Hyper-Heuristics is to combine low-level human-designed heuris-
tics in a manner which allows the generated heuristic to outperform any of the individual
heuristics when solving a combinatorial optimisation problem. According to [54], HHs
can be classified into selective and generative. Selective HH methods select pre-defined
low-level heuristics in new sequences to construct or improve an existing solution where
the aim is to find good sequences of low-level heuristics.

Low-level heuristics are categorised as constructive heuristics, which are usually used
to create an initial solution to a problem, or perturbative (local search) heuristics which
are iteratively applied to improve an existing initial solution created either randomly
or by using a constructive heuristic. In this sense, hyper-heuristics are classified as
being selection constructive, selection perturbative, generation constructive or generation
perturbative [54, 101]. The next section reviews some of the selection constructive HHs

approaches and the generative HHs is described in Section 2.6.
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2.5.1 Feature-based Selective HHs Approaches

Typical approaches to ASP is to identify features using expert knowledge, and then
use a learning method to find the best performing algorithm(s) for a problem instance
from its feature-profile. However, identifying features that are significant in determining
performance is complex, usually requires hand-crafting [102, 103, 46, 104], and often is
not intuitive. Often the approach must also be combined with a feature-reduction method
to simplify learning, e.g Principal Component Analysis (PCA) [48, 105], and understand
the correlations between features and algorithm performance.

Lopez-Camacho et al. [105] studied ASP in the packing domain using a wide range of
23 features and six heuristics within an evolutionary selective HH framework. They studied
the correlation between the structure of 1D- and 2D-BPP instances and the performance of
the solvers using PCA [106] as a knowledge discovery method. After the feature-reduction,
a subset of nine features is used that is strongly correlated with the heuristics performance
(most of them are related to 2D-BPP), including means and standard deviation (std) of the
item sizes. They analysed the distribution of feature values across the PCA map and their
analysis suggested that there are indeed correlations between instance characteristics and
heuristic performance.

Given a problem instance and a set of pre-defined low-level heuristics, selective HHs
aim to select and apply an appropriate low-level single heuristic at each decision point
based on a set of features that can be derived from the current instance state each time a
heuristic is applied. Selective HHs aim to build a solution incrementally, thus this process
is repeated until the task is over, e.g. all bin-packing items are packed and a complete
solution has been constructed.

A similar approach was proposed by Ross et al. [107] to use a selective HH in the
1D-BPP. A learning classifier system XCS [108] was used to learn rules that map a set of
problem-states to specific heuristics. The problem state is defined using the percentage
of items in each of four “natural” ranges relating to item size, given as a ratio of the bin
capacity, namely small, medium, large and huge. The approach is tested using a large
set of BPP instances and a set of eight heuristics. Their results showed that the evolved
rule-set can find an optimal solution in over 78% of cases. An approach that tries to avoid
having to hand-craft good features was described in [109] who evolve the parameters of a
feature design method for 1D bin-packing problems to that best improve the performance
of k-Nearest Neighbours (KNN) classifier [20]. As expected from a HH approach, their
developed system was able to achieve results substantially better than any individual
heuristic on the unseen problem instances.

In addition to the issues associated with feature-deriving, a further challenge arises

with respect to the need to deal with streaming data within combinatorial optimisation,

19



2.5 Algorithm Selection Approaches | 20

particularly given the many practical applications that fall into this category (e.g. in
scheduling and packing). The next section reviews some of the literature approaches to

deal with streaming problems.

2.5.2 ASP with Streaming Problems

Although feature-based approaches have been shown to work well in domains in which
there is no sequential information associated with an instance description', domains in
which data arrives in a continual stream are more challenging. Statistical approaches to
defining features for streaming data are complex, and developing algorithm selectors to
tackle streaming data poses considerable challenges due to potentially large streams, the
fact that the order of data points cannot be influenced and that the underlying distribution
of the data points in the stream can change over time. A recent survey article describing
the state-of-the-art in algorithm selection [50] highlighted a pressing need to develop
automated algorithm selection methods that are capable of learning in the context of
streaming data. A supervised-learning approach was used by van Rijn et al. [110, 111] to
predict which classifier performs best on a (sub)stream. Unsupervised learning approaches
such as stream-clustering have been used to identify, track and update clusters over time
[112, 113]. However, due to the huge space of parameter and algorithm combinations,
clear guidelines on how to set and adjust them over time are lacking [114-116].
Recently, machine learning algorithms have gained some traction in the ASP field
due to their ability to learn from extremely large datasets in a reasonable time. The next

section reviews the most relevant supervised ML-based approaches with ASP.

2.5.3 ASP with ML-based Approaches

One of the most common approaches to ASP is to identify features using expert knowledge,
and then train machine learning methods to predict the best performing algorithm(s) for a
problem instance from its feature-profile [7]. The input of these techniques essentially is a
vector of hand-crafted features and the output is the predicted best performing heuristic.
Mao et al. [117] proposed a heuristic performance predictor using a neural network trained
on a large set of instances of variable-sized 1D bin-packing problems using 16 features as
input. Their prediction system has achieved up to 72% validation accuracy to select the
best performing heuristic that can generate a better quality bin-packing solution.
Cruz-Reyes et al. [118] have proposed a methodology to solve ASP in the domain of
1D-BPP. Their methodology relies on data collected from past experience to characterise

lalthough it could be argued that some sequential information is implicit in those approaches just
mentioned that dynamically calculate problem state and use this to select heuristics [109, 107].
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algorithm performance and it is divided into three phases: initial training, prediction, and
training with feedback. The output of the training phase is a trained model that relates the
problem characteristics to the algorithms’ performance — this model is used to predict the
best algorithm for a new given instance in the prediction phase. The new solved instances
are then incorporated into the knowledge base to improve the selection quality. They used
five deterministic heuristics and two non-deterministic algorithms with 1D-BPP. Three
machine learning methods are compared — Discriminant Analysis (DA) [119], a decision
tree (a classical model in machine learning) to build the selectors and a Self-Organizing
Map (SOM) [120] to implement the selection system with feedback. Five features were
used as input. Their method obtained 76% accuracy with DA and 81% accuracy with a
decision tree to select the best algorithm. Also, the accuracy increased from 78.8% with
initial training up to 100% when using SOM with feedback and the number of problem
characteristics was the minimum.

So far this point in this chapter, ASP as one way to exploit the complementary perfor-
mance has been described. Also, the most relevant ASP approaches have been reviewed.
Rather than selecting the best performing algorithm from a pool of complementary al-
gorithms, the next section describes generating a new algorithm from a pool of existing

algorithms as another way to exploit the performance complementarity.
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2.6 Algorithm Generation Approaches

As mentioned earlier in Section 2.1, the performance complementarity of a pool of heuris-
tics can be exploited in many ways such as algorithm selection and algorithm generation.
In the previous section, ASP with some traditional ASP works have been reviewed and
showed that ASP relies on a pool of heuristics to select the best performing heuristic for a
given combinatorial optimisation problem instance. Improving this pool by adding good
heuristics may lead to better overall performance. However, as mentioned before, COPs
are NP-hard problems and thus state-of-the-art algorithms rely on hand-crafted heuristics.
Designing such heuristics is hard, tedious and time-consuming. Therefore, there is a need
to generate heuristics automatically, then these generated heuristics can be used to enrich
a pool of heuristics to solve a COP. This section reviews the most relevant approaches in
the AGP literature, grouped by the approach type.

As described in the previous Section 2.5, HHs are high-level strategies that operate
on a search space of low-level heuristics which in turn operate on the solution space.
Generative HH methods produce new low-level heuristics from components or building
blocks of human-designed heuristics where the aim is to explore the heuristics space (or a
space of heuristic components) to generate good heuristics [54, 121].

2.6.1 Feature-Based Generative HHs approaches

The aim of generation constructive HH is to produce new low-level constructive heuristics,
rather than designing them manually based on human intuition, which is a time-consuming
and laborious process [122, 101]. Automating this process reduces the man-hours involved
in deriving low-level heuristics and may lead to the induction of new constructive heuristics
that humans would not think of [101].

For a while GP [88] with its variations have held the monopoly with respect to gener-
ation constructive hyper-heuristics including: tree-based GP [123-126, 122], grammar-
based GP [60, 122], gene expression programming [127, 128] and grammatical evolution
[129, 130, 83]. This employs the high level methodology of selection, combination and
mutation to evolve a population of constructive heuristics for robust problems [121]. Some
studies have investigated other techniques for this purpose including, genetic algorithms
[131, 132], single-node genetic programming [133] and artificial immune systems com-
bined with genetic programming [134, 58]. The next sub-section reviews some of the

generation constructive HH approaches.
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[Deriving Features from the Problem Instances]

As explained earlier in this chapter, deriving features is not an easy task. Typical ap-
proaches to generation constructive heuristics using GP rely on high-quality features that
are derived from the problem instance. Brownlee et al. [57, 135] have used ten 1D-BPP
features that are related to the distribution of item sizes within each instance and perfor-
mance features to analyse the relationship between the training data and automatic design
of algorithms. They investigated the distributions of values for features over the instances
in benchmark sets, and how these distributions relate to the performance of algorithms
built by automatic design of algorithms. They concluded that high variation in some of
these features, including mean, standard deviation and maximum of item size, is a strong
indicator for good fitting to the training instances and to achieve good performance for
automatic design of algorithms.

Another generative constrictive HHs approach that does not explicitly rely on feature
identification and extraction was proposed by [133, 134] for the offline version of 1-D
BPP. Here, a GP-based system (in specific Single Node Genetic Programming (SNGP)
[136, 137]) continuously generates novel heuristics which are maintained in an ensemble,
and samples multiple problem instances from the environment. Heuristics that "win" an
instance (perform best) are maintained. This was shown to rapidly produce solutions and
generalise over the problem space, but required a greedy method of actually selecting

between generated heuristics and hence does not fit with the classical ASP definition.

[Deriving Features from Both the Problem Instance and the Current Candidate
Solution]

On the other hand, approaches to generation constructive heuristics using GP rely on high-
quality features that are derived from both the problem instance and the current candidate
solution such as the approach proposed by Burke et al. [138]. Focusing more on generating
general constructive heuristics that can address one-, two-, or three-dimensional knapsack
and bin-packing problems, Burke et al. [138] proposed a tree-based GP methodology to
evolve constructive heuristics using a set of 18 benchmark knapsack and bin-packing
datasets. Each combination of item, orientation and corner, in every bin, is evaluated by
the generated heuristic. The generated heuristic returns a score for each combination and
the actual allocation performed is the one that receives the maximum score. They used
a set of 8 features as terminals including the volume of the item, the value of the item
(for the knapsack problem), three waste features (XY, XZ, YZ) indicates how good a fit
the item is to the corner under consideration, and the relevant coordinate (X, Y, Z) of the
corner. Falkenauer function is used as a fitness function in BPP. Their results showed that
the generated heuristics are highly competitive with the state of the art human-created
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heuristics and meta-heuristics. They showed that without sacrificing the quality of the
results, they were able to automatically create a general packing heuristic that can solve
any packing problem.

The task of identifying appropriate features that correlate to algorithm performance is
far from trivial in many domains: in some domains, specifying features is not intuitive, and
it can be difficult to create a sufficient number to train a model such as bin-packing domain,
while in others in which there are many features, it is necessary to invoke feature-selection
methods to choose appropriate features such as the scheduling domain[139, 58, 123, 124,
122, 140]. In this domain, HHs are used to generate dispatching rules automatically that
support the sequencing decisions of the jobs on the available machines. Here, the terminal
set of GP consists of global or system attributes, job attributes, and machine attributes,
and the function set includes basic operators that are used in existing heuristics [89].
[122] listed a set of promising job and shop features that have been commonly used in
the development of effective dispatching rules in the literature. This work emphasised
the importance to choose the features carefully as it should match the objective function
the generated heuristic is evolved for. Otherwise, the search space could be either too
restrictive or unnecessarily large, which both hinder the HH ability to generate effective
heuristics. Also, it highlighted the problem of using the features with their basic or
aggregated form and how this restricts the hyper-heuristic in its search for a better priority
function and thus affects the performance of the generated heuristics (i.e. dispatching
rules). [89] highlighted the challenge of the real-world production systems with many
technical constraints, many attributes need to be considered to construct effective heuristics
and thus the search space of scheduling heuristics can be very large.

Deriving features is not only a hard task, it requires post-generation analysis to
determine and select features that are more relevant and important for evolving dispatching
rules using GP. Removing the irrelevant features can lead to improving the GP-evolved
heuristics significantly as the features should match the objective function used in the
investigated approach [141]. Many works in the scheduling domain conducted feature
analysis and they concluded that the quality of the generated heuristics relies greatly on
the quality and relevance of the features derived from both problem instances and the
candidate solution. [142] have analysed the importance of the features that appear in the
priority functions of their evolved dispatching rules by leaving out each one of them one-
by-one without the respective feature and examine the performance of these dispatching
rules. Their analysis showed that the effectiveness of the generated dispatching rules relies
substantially on some features more than the others. This sheds the light on the importance
of selecting and constructing suitable features automatically (using GP) to build effective
hyper-heuristics as have been investigated in other works such as [143]. Generally, these
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challenges of extracting and analysing features can be mentioned for other domains such
as CSP [60] and TSP [59].

It is worth mentioning that there is a recent trend to design general methodologies
that are applicable to solve across many combinatorial optimization problems, e.g. Ochoa
et al. [144] proposed a Hyper-heuristic Flexible framework (HyFlex) for developing
cross-domain search methodologies that are implemented four COPs, namely maximum
satisfiability, 1D-BPP, permutation flow shop and personnel scheduling.

Similar to ASP, in addition to the issues associated with feature-deriving, a further
challenge arises with respect to the need to deal with streaming data within combinatorial
optimisation, particularly given the many practical applications that fall into this category
(e.g. in scheduling and packing). The next section reviews some of the generative

heuristics literature approaches to deal with streaming problems.

2.6.2 AGP with Streaming Problems

Real-world streaming problems (e.g. packing or production lines) typically appear in
a dynamic environment with stochastic events such as container fullness or machine
breakdowns and random item/job arrivals. This requires flexible responses to the changes
in the conditions and constraints. The packing domain has attracted much previous
attention: for example, generation constructive HH using tree-based GP approaches are
particularly prevalent in the 1-D online BPP [145, 146], which take into account the size of
the current item, the full capacity and the load of a bin. These attributes have been reduced
to the size of the current item and the residual capacity of a bin (i.e. how much space is
remaining in the bin) later in [78]. The research conducted by [145] shows that a simple
GP tree can be used to discover human-designed heuristics such as first-fit by examining
each bin in turn and place the item in the first suitable bin, while the research in [78, 146]
evolved heuristics whose performance was comparable with best-fit by examining all
of the bins and place the item in the bin which receives the maximum score. Also, the
research in [146] sheds the light on the trade-off between the performance and generality
of the generated heuristics and their robustness to new problems, where the choice of the
training instances (categorised according to the item size distribution) is vital in the area
of automatic heuristic generation.

Other techniques have also been employed to solve the 1-D online BPP. For example,
genetic algorithms have been used to evolve low-level constructive heuristics in the form
of policy matrix [131, 132]. Depending on the residual space of the bin and the item size,
a policy matrix indicates the weight for packing an item in a bin where the item is packed

in the bin with the highest weight. This research shows that the generated heuristics are
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specialised to the distribution of item sizes and outperform the existing human-designed
heuristics.

The streaming decisions might be highly interdependent, e.g. the decision for pack-
ing/assigning an item/operation may influence the decision of other items/operations in
packing and scheduling problems. Therefore, approaches that consider the historical
data in making such decisions are needed to deal with streaming problems. In the field
of scheduling, since it is hard to find a dispatching rule that is capable of providing
optimal decisions for all situations, a sequential GP-based approach has been proposed
by Nguyen et al. [147] to address order acceptance and scheduling problems. Rather
than generating a single priority rule using the existing GP method, their proposed GP
method generates, using a terminal set of eight scheduling features, a set of priority rules
from optimal scheduling decisions at different decision moments. Unlike the existing GP
methods, the fitness of a rule depends on how well the rule performs at each decision
point rather than on the final objective values of the schedule. Thus, these generated
rules can cope with different situations and also compensate each other when they are
used later in a new forward construction heuristic (FCH). FCH aims to choose which
rule to be used in a certain situation by estimating the effectiveness of rules at a decision
moment using a backbone rule. Their results show that the proposed forward heuristics are
significantly better than the generated heuristics using the existing GP methods, they are
competitive with existing meta-heuristics and able to deal with large problem instances.
To some extent, this approach is considered as a combination of generative and selective
HH approaches where the FCH orders a list of complementary generated rules. However,
this approach requires intensive problem domain knowledge, e.g. optimal decisions for
training and specialised construction procedure, which may not be always available.

Most of the GP-based HHs approaches presented so far used unsupervised learning to
learn the most effective heuristics for optimisation problems. The next section describes
some of the generation constructive heuristics approaches using machine learning that
learns new heuristics with providing the expected output and hence they are considered as

supervised learning approaches.

2.6.3 AGP with ML-Based Approaches

The application of machine learning to address the discrete optimisation problems can
be dated back to the 1980s and 1990s [148]. However, this area of research is left nearly
inactive at the beginning of this century with very limited success is ultimately achieved.
Therefore, these optimisation problems (as NP-hard problems) have traditionally been
solved using heuristic methods [149]. Recently, Machine Learning for Combinatorial

Optimisation (MLCO) has become a trending research topic. There is a growing trend
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adopting modern data-driven approaches to solve combinatorial optimisation problems
that achieve better and faster results [150].

A recent survey [9] about ML with COPs has distinguished between two types of
generating heuristics automatically, using learning algorithms such as ML or DL. (i) The
generated heuristic is trained to output solutions directly from the input instances ("End
to end learning"), thus calling the heuristic once for each problem instance. (ii) Building
a heuristic that can be frequently called, by a master algorithm controls the high-level
structure, to assist in lower-level decisions, thus using repeatedly the same heuristic to
make the same type of decisions. Both of these types can use supervised and reinforcement
learning.

[Generated Heuristic to Produce Solutions Directly]

Approaches for generating heuristics to produce solutions directly from instances can be
found in the load planning domain. Larsen et al. [151] used NN to solve stochastic load
planning problem (LPP) [152] where containers are loaded optimally onto double-stack
rail-cars, i.e. this is kind of similar to the offline bin-packing problem with the size
and weight constraints. The load planning problem can be defined as "Given a set of
containers and a set of rail-cars, determine the subset of containers to load and the exact
way of loading them on a subset of rail-cars". The aim is to reduce the overall cost of
containers left behind and partially loaded rail-cars. The solution is determined by the
characteristics of individual containers and rail-cars. Containers are characterised by their
length, height, standardised type, content and weight. Rail-cars are characterised by the
weight, capacity, tare of each platform and by the specific loading capabilities associated
with their standardised type.

Focusing more on predicting the solution directly under incomplete information (i.e.
when container weights are still unknown) and rather than propose a heuristic solution
for the LPP, [151] used two classical NN models (one for classification and the other
for regression) to predict descriptions of solutions for the discrete stochastic version of
this optimization problems. Their LPP version depends on features of both rail-cars (e.g.
weight holding capacity and length of slots) and containers (e.g. weight and size). and the
problem is to predict the solution without knowledge of the container weights since this
information is not available at the time of booking.

Mainly, they trained NN models using only as input problem instances with missing
information and the targets being obtained from solving the integer linear programming
(ILP) formulation of this problem using commercial solvers with the full problem instances.
They used features such as total numbers of available rail-cars of each type and the number

of available containers of each length. Both of these models have been trained using
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supervised learning. They compare the performance of the trained models against logistic
regression, linear regression and two simple greedy heuristics solutions.

The results show that they were able to predict solutions with high accuracy and in
very short computing time (fraction of a second) comparing to solve a single deterministic
instance with a traditional solver (seconds to minutes). Their results show that regression
feed-forward neural network presented the best performance overall and could generalise
reasonably well to harder instances. However, this approach generates solutions with
intermediate-level of details, i.e. it just shows which containers will be assigned and does
not provide to which rail-car. In other words, their solution shows the number of rail-cars
of each type that are used in the solution and the number of containers of each size that

are assigned.

[Generated Heuristic to Produce Decisions Directly]

Approaches that call a trained ML model to make low-level decisions rather than solutions
can be found in the scheduling domain. [153, 154] used a decision tree to learn new
scheduling rules from existing schedules obtained by some simple dispatching rules.
Their newly learned rules improved significantly upon the underlying scheduling rules
rather than mimicking existing practice. While [155] have described a framework to learn
decision tree-based scheduling rules from high-quality schedules produced using Tabu
Search [156]. Other ML techniques have been used such as logistic regression [157] and
artificial neural networks [158, 159, 44, 160, 161, 142]. These approaches used NN to
learn a priority function that can then be used as part of a heuristic, e.g., a dispatching rule,
to solve other problem instances. These approaches do not rely on a pool of low-level
heuristics (or their basic blocks) where the ML models outputs are optimal schedules
that are generated using e.g. EA. The generated heuristic then serve as a scheduler to
reproduce the optimal schedules as closely as possible. All these approaches still rely on
domain-related hand-designed features as input to the NNs and they all emphasised how
critical the feature selection task is to generate effective dispatching rules.

Most of the ASP and AGP works presented so far use techniques that rely on high
quality hand-designed relevant features and/or do not consider the sequential information
implicit in the problem instances in the online/streaming problems, e.g. online BPP
or scheduling. As described so far, the extracted features should be correlated with
the algorithm performance in the case of algorithm selection and match the objective
function in the case of algorithm generation. Also, since the streaming decisions are highly
interdependent, thus techniques that are able to consider and learn from the historical data
in making such decisions are needed to deal with streaming problems. The next chapter

reviews techniques from the deep learning field that tackles sequential data specifically.
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2.7 Sequential Deep Learning Architectures

As described in the previous sections, streaming problems are challenging and tradi-
tional approaches to select or generate algorithms to deal with streaming instances are
not effective enough. Most of the research in the literature is used techniques without
considering the sequential data that is implicit in the problem instances. Also, these
approaches rely greatly on hand-designed features which are not easy to derive and require
further processing like features-selection. Even though some of these approaches use
sophisticated machine learning techniques such as neural networks, they are not able
to deal with sequential-data in the streams let alone relying heavily on hand-designed
features. Therefore, there is a need to find a technique that can deal with sequential-data
and avoid using features.

One solution to dealing with sequential data can be found in the field of deep learning,
where the use of recurrent neural networks with long short-term memory [10] or gated
recurrent units [11] to classify sequential data has become widespread in recent years.
Deep learning has achieved groundbreaking results in applications where the input is
formatted as time-series data or in domains where sequences have specific orderings but
without any explicit notion of time [12]. Examples including video and image recognition,
natural language processing, music generation and speech recognition [13—15]. From the
learning scheme perspective, generally, deep learning is very flexible and can be used in

supervised, unsupervised or reinforcement learning.

2.7.1 Recurrent Neural-Networks

A recurrent neural-network is a deep learning method designed to learn from sequence data.
RNNs are one of the two most common architectures described under the umbrella term
"Deep Learning", namely RNNs and Convolutional Neural Network (CNN) [162]. They
differ from feed-forward neural networks [120] due to the presence of cyclic connections
from each layers’ output to the next layers input, with feedback loops returning to the
previous layer (Fig 2.3-a) [163, 12]. This structure prevents traditional back-propagation
from being applied since there is not an endpoint where the back-propagation can stop.
Instead, Back Propagation Through Time (BPTT) is applied: the RNN structure is unfolded
to several neural networks with certain time steps and then the traditional back-propagation
is applied to each one of them (Fig 2.3-b) [163]. RNNs are specifically designed to learn
from sequence data where temporal information explicit in the order of sequences is used
to identify relationships between the data and the expected outputs from the network.
More precisely, RNNs operate on sequence data by sharing parameters across different
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sequence steps where the same neural network block (i.e., with the same architecture and
parameter values) is applied at each step of the sequence [9].

— ——» Edge to next
(a) time step t=1

Fig. 2.3 (a) a Simple RNN and (b) an example of unfolded RNN with two time steps [12]

[LSTM and GRU]

Specialised RNNs are known as a long short-term memory [10] and gated recurrent unit
[11] have been shown to be efficient and effective in learning long-term dependencies
from sequences of ordered data. LSTM neural networks incorporate additional gates that
can retain, retrieve and forget information (i.e. the network states) over long periods of
time [13]. These gates are simply a combination of addition, multiplication and non-linear
functions [164]. Three main gates are used in the LSTMs input, output and forget gates
and three main states input, hidden and internal cell states. Internal states are the “memory”
of the LSTM block, hidden states represent values that come from the previous time step,
and the input state is the result of the linear combination between the hidden state and the
input of the current time step. In the LSTM network, the classic neurons in the hidden
layer are replaced by memory blocks. Fig 2.4a shows that the LSTM’s input comes from
the network through the input gate and the only outputs from the LSTM to the rest of
the network emanate from the output gate multiplication. The input gate determines how
much of the new memory content is added to the memory cell, the output gate modulates
how much of the internal state would be exposed to the external network (higher layers
and the next time step), while the forget gate defines how much of the existing memory
is forgotten. GRU is a recent variation on LSTM with only two gates, update and reset
gates which decide what information should be passed to the output. The update gate
decides how much of the past information would be passed to the future while the reset
gate determines how much to be forgotten. Also, GRU does not use the internal state
and instead uses the hidden state to transfer information through the time steps [165]. A
more comprehensive description of the rapidly expanding field of DL, which has many
competing, but no prevalent architectures, is outwith the scope of this study. The reader is
referred to [166] for a deep learning textbook.

RNNs have been successfully used to learn over sequences for more than three decades

[167]. However, RNNs are not able to deal with certain complicated problems such
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(a) Long Short-Term Memory (b) Gated Recurrent Unit

Fig. 2.4 Graphical illustration of (a) LSTM, where i, f and o are the input, forget and
output gates, respectively. ¢ and c~ denote the memory cell and the new memory cell
content. (b) GRU, where r and z are the reset and update gates, and & and h~ are the
hidden stat and the new hidden stat, respectively [165].

as sequence-to-sequence problems [11, 19], where the input and the output can have
different sequences lengths. One solution has been proposed recently by [11, 19] called
encoder-decoder in which uses one RNN (LSTM or GRU) to map an input sequence to
an embedding, i.e. a fixed-sized vector, and another (possibly the same) RNN to map the
embedding to an output sequence. The next section describes this deep learning topology,
encoder-decoder LSTM.

2.7.2 Encoder-Decoder LSTM

Encoder-decoder LSTM [11, 168] is a deep learning architecture dedicated to solving what
is commonly known as a sequence-to-sequence problem (or seq2seq). These problems are
challenging due to the fact that the number of items in the input and output sequences can
be arbitrary and even from different spaces (e.g. in example statistical machine translation
[169]). Seq2Seq problems have been tackled in other domains using encoder-decoder
LSTM that has proven very effective and achieved state-of-the-art performance. Encoder-
decoder LSTM has received much attention in the natural-language domain in tasks such
as text-translation which generate a translated sentence directly from an input consisting
of a stream of words [11, 19]. Other example applications including question answering
[170], image caption [171] and summarization [172].

An encoder-decoder LSTM architecture contains two models as shown in Fig 2.5.
The encoder is used for mapping an input sequence into a vector of fixed dimensionality,
and the decoder for outputting a predicted sequence based on the encoder output. The
encoder-decoder LSTM uses a training technique known as teacher forcing [173]. This
has been shown to train RNNs quickly and effectively where the decoder model receives

the ground truth output y,) as input at time t + 1 as shown in Fig 2.5. This approach
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Fig. 2.5 The training process of the encoder-decoder LSTM

was originally described and developed as an alternative technique to BackPropagation
Through Time (BPTT) for training RNNs architecture that have lacking hidden-to-hidden
connections [174, 173]. A detailed explanation of the model is outside the scope of this
chapter, the reader is referred to the original Google paper [19] and watching Stanford
University lecture [175] for more details. However, a brief outline of how it works is

provided below.

Training

Fig 2.5 provides a conceptual overview of how the encoder-decoder LSTM works. During
training, the encoder produces a vector that represents the input sequence (window of
words or items) to initialise the state of the decoder. Triggered by the encoder’s state, the
decoder produces each output in the target sequence in a one-shot manner (i.e. rather than

recursively), as the entire target sequence is known during training.

Testing

Similar to training, the encoder provides a fixed vector from the input. As shown in Fig
2.6, the main difference with the testing phase is that the whole target sequence is not
known beforehand, so the decoder will be called recursively for each output until the
end of the target sequence. Using the encoder’s state and the starting sequence value
(SS), the decoder starts to predict the first output in the target sequence and feed the first
predicted output with the first decoder unit’s cell state back to the next time step unit. This
process will end when reaching the maximum size of the target sequence. If the network

predicts a target sequence before reaching the maximum size then it will predict the End
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Fig. 2.6 The testing process of the decoder

Sequence (ES) value until reaching the max target sequence size. ES refers to the end of
the sequence and it is an unused value to make it out of the input range.

The process of prediction starts when the encoder initiates the decoder state with a
vector representing the problem instance. Given the encoder state, alongside a trigger to
indicate the start of a sequence, the first decoder unit tries to predict the first output of the
target sequence, to provide the first decoder unit state. The first decoder unit state, along
with the first predicted output in the target sequence then feedback into the second decoder
unite to predict the second targeted output, thus providing the second decoder unit state
and so on. Note that once the target sequence is predicted, the network will predict ES
until the end of the sequence is reached.

2.8 Deep Learning with Combinatorial Optimisation Prob-

lems

Very few approaches have been proposed using deep learning (especially with supervised
learning) for ASP and AGP, here some of these works are reviewed.

2.8.1 Deep Learning for ASP

Recently, deep learning algorithms have gained some traction in the ASP field due to
their ability to learn from extremely large datasets in a reasonable time. To eliminate
the arduous task of manually designing features, Loreggia et al. [176] proposed a deep
learning approach to automatically derive features in SAT [177] and CSP [178] assuming
that any problem instance can be expressed as a text document. Unlike previous works
e.g. [48, 105] that derive features from features automatically using PCA, their approach
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automatically derives features from a visual representation of the problem instances (i.e.
converting the text files into grey-scale square images), which can be used to train a CNNs
to predict the best solver for the instance. Although their approach obtained better results
than the SBS, it was not able to outperform the approaches that use regular manually
crafted features.

A recent conference paper, Seiler et al. [179] addressed the ASP in the Euclidean TSP
domain, using an evolved (and balanced) dataset (1000 instances) with two TSP solvers.
They compared a feature-based approach using four different classical ML classifiers to a
feature-free approach using deep learning CNNs. Due to the large TSP-related feature sets,
they conducted data analysis and automatic feature selection to choose an adequate set of
15 most relevant features. Their results show that the feature-based approach improved
over the SBS performance but still quite far away from the performance of the oracle-like
VBS. The feature-free approach matches the performance of the quite complex classical
ML approaches, despite being solely based on the raw visual representation of the TSP
Instances.

2.8.2 Deep Learning for AGP

Recently some researchers start to investigate using deep learning to solve COPs, Vinyals
et al. [180] have introduced a new neural architecture named Pointer Net (Ptr-Nets) as the
first attempt of using supervised deep learning for solving a combinatorial optimisation
problem, such as the planar TSP. Pointer network is a specific attention mechanism
motivated by the neural encoder-decoder sequence model (described in section 2.7.2) to
solve sequence-to-sequence combinatorial problems where the size of the output dictionary
depends on the length of the input sequence. It learns the conditional probability of an
output sequence with elements that are discrete tokens corresponding to positions in an
input sequence. However, the problems that have been tackled in [180] are graph-type
problems and can be argued that their inputs are not a temporal sequence (it is more a
spatial sequence), e.g. set of Cartesian coordinates for TSP. Their research shows that
Ptr-Nets can be used to learn approximate solutions to TSP using training examples of
inputs and desired outputs given by an approximate solver. Similar to [180], [181] have
used supervised pointer network to solve TSP as part of their research. However, their
results were not as good as the results presented in [180]. They conclude that learning
from optimal tours is harder for supervised pointer networks due to subtle features that
the model cannot figure out only by looking at given supervised targets.

Although it is outwith the scope of this thesis, it is worth mentioning that currently RL
for combinatorial optimization has become a trending research topic. Deep RL has been
used to learn a policy rather than a heuristic for domains such as BPP [149, 182-184],
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TSP [181, 185, 186], JSSP [150, 187, 188] and vehicle routing [189, 190]. More related
works in this active area of research can be found in these surveys [9, 191, 192].

2.9 Summary

Algorithm selection refers to the task of selecting the best performing heuristic from a
pool of existing heuristics to solve a combinatorial optimisation problem. This pool of
heuristics can be improved by adding new good heuristics that are generated automatically
and thus improve the overall performance of the pool. This chapter reviewed the research
related to algorithm selection and generation with a variety of approaches.

Both algorithm selection and generation have suffered from extra tasks (burdens)
including the need to define features. Feature design is not an easy task, not intuitive and
requires expert input. Often it requires post-generation analysis to determine the best
set of features to the task at hand as the features should be high-quality, relevant and
important for the task, e.g. features should be correlated with the algorithm performance
in the case of algorithm selection and match the objective function in the case of algorithm
generation.

These burdens become more challenging when building algorithm selectors or gener-
ating algorithms automatically in domains with streaming nature including bin-packing
and scheduling where items/jobs arrive in a continual stream and should be packed/as-
signed as they arrive. The statistical approach to extract features from streaming problem
instances needs to derive features that capture the sequential information contained in
the stream in order to be informative. The streaming decisions are highly interdependent,
e.g. the decision for packing/assigning an item/operation may influence the decision of
other items/operations in packing and scheduling problems. Therefore, approaches that
consider the historical data in making such decisions are needed to deal with streaming
problems. While typical approaches in the algorithm selection and generation literature
used techniques, such as machine learning and genetic programming, relying greatly on
high-quality extracted features as input and without considering the sequential information
in the stream. One solution to address these burdens can be found in the field of deep
learning, where the use of RNN-LSTM or RNN-GRU to classify sequential data or make
sequential decisions has become widespread in recent years.

The key points emerging from this review that have guided the research presented in

the remainder of this thesis include:

* Most of the research related to algorithm selection and generation rely on hand-
designed features. However, deriving features is hard, complex task and requires

further processing like feature selection.
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* Most of these approaches use techniques that don’t consider the sequential informa-

tion that is implicit in the streaming problem instances.

* There is a dominant use of GP and its variations to select or generate heuristics
automatically.

* In general, there is lacking to use the sophisticated techniques including supervised
deep learning in these two areas of research, i.e. algorithm selection and generation.

As will be seen in the subsequent chapters, the research presented in this thesis differs
substantially from the previous work described in that it abandons the need to derive
features from problem instances, circumventing the associated issues. Also, the proposed
approaches make use of deep learning techniques, in particular LSTM or GRU, to capture
and learn the sequential information when learning an algorithm selector or generate a new
heuristic automatically for streaming problems. In this thesis, the underlying algorithm
space is restricted to constructive deterministic heuristics that provide a thorough analysis
of the merits of the proposed approaches without being influenced by the stochasticity in
the case of using the perturbative heuristics. All this research is in the realm of the 1D-BPP.
It is expected that the proposed approaches in this thesis could easily be transferred to
other problem domains.

The remainder of this thesis concentrates on addressing the research questions outlined
in Chapter 1 in the streaming version of 1D-BPP. Chapter 4 proposes a novel feature-
free algorithm selection approach using a RNN-LSTM or RNN-GRU that relies only on
the sequential information inherent in a streaming problem instance to select the best
performing algorithm. Chapter 5 proposes a novel approach to generating constructive
heuristics automatically using an encoder-decoder LSTM that is able to predict solutions
directly from problem instances (i.e. without deriving features). Finally Chapter 6
develops the approach proposed in Chapter 5 by proposing a neural approach using an
encoder-decoder LSTM or a feed-forward neural network that is able to output decisions
to address streaming 1D-BPP with limited bins.

Since instance diversity, in regards to heuristics performance, plays a crucial role in
developing good algorithm selectors that exploit the complementary performance, the
next chapter 3 describes preparing the bin-packing problem instances that are used for the
approach proposed in Chapter 4.
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Chapter 3

Benchmark Problem Instances

3.1 Introduction

This chapter describes the BPP instances that are used to build feature-free algorithm
selectors proposed in Chapter 4. There are many sets of benchmark problem instances
available in the literature for the domain of 1D bin-packing. However, relying on well-
studied benchmark instances, or randomly generated instances, limits the ability to study
ASP [46]. Instance diversity plays a crucial role for ASP in terms of learning from the
instances’ characteristics [193—195]. As noted in [42], while benchmark problems are
suitable for comparing different algorithm’s performances, they are often unsuitable for
investigating the ASP due to being similar in structure and often tailored towards the
abilities of specific solvers, e.g. Falkenauer instances [196, 197]. Furthermore, Ross [198]
discusses specific examples of heuristics that have been shown to be ‘friendly’ on many
benchmark bin-packing problems that are generally considered to be hard, but that produce
very poor results on easy problems. As a practical illustration, consider the following:
taking 5 well-researched datasets totalling 1370 instances from the literature [79, 199], it
is noticed that if an instance is treated in the order that the item-size data is published, FF
is the dominant heuristic solving 955 instances better than any of the other heuristics. BF
wins on 414 instances and WF wins on 1. The success of FF on many benchmarks is due
to the fact that many of the published benchmarks provide instance data in the order found
in the best-known solution, hence FF simply recreates that solution. If the item orders are
randomised then BF, as expected, becomes the single best solver winning on 926 instances.
FF wins on 381, WF wins on 61 and NF wins on 2. Clearly using these relatively small
sets of benchmark problems would lead to dramatically unbalanced datasets and hinder an
investigation into the ASP with DL and ML. To counter this, one solution is to generate

instances that serve the aim of the research.
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3.2 Contribution

The introduction of four new sets of benchmark problem instances totalling 16,000
instances for the streaming version of the 1D-BPP domain. Each dataset has 4,000
instances, and contains 1,000 instances uniquely solved best by exactly one of four
algorithms in a pool used in the algorithm selection problem. The datasets were generated
using an Evolutionary Algorithm (EA) [200] which maximises the performance difference
between the target algorithm and the other algorithms used in the selection problem. Thus
these datasets exhibit complementary performance.

Through the literature, many works in different domains have generated their datasets

and the next section reviews some of these works.

3.3 Study the Correlation Between Solver Performance

and Instance Characteristics

Due to the limitation of an algorithm selectors’ ability to generalise over new problems
which are not similar to those used during their construction, and in order to construct
informative benchmark sets that provide the required diversity to build selectors, several
researchers [46, 193, 201, 202, 179, 203] have focused on generating problem instances
that are either hard or easy for specific solvers, or that maximise the performance difference
between given solvers. These instances can provide insights into the correlation between
performance differences of the solvers and instance characteristics. For instance using an
EA, Smith-Miles and van Hemert [46], Smith-Miles et al. [193] evolved TSP instances that
are easy or hard to solve for a certain algorithm, and also uniquely hard or easy for a given
algorithm within a portfolio containing two heuristics. Bossek and Trautmann [201, 202]
have used an evolutionary approach to evolve TSP instances with maximal performance
difference of two heuristics in both directions, i.e. instances are easier for solver A but
much harder for solver B as well as the opposite case. Seiler et al. [179] and Bossek
et al. [203] have recently evolved TSP instances that are diverse in both performance
and feature spaces using EA with respect to two TSP solvers. Gao et al. [194] generated
TSP instances using EAs that are hard or easy to be solved by a given solver and diverse
with respect to different features of the TSP (i.e. feature-based diversity). Neumann et al.
[195] used a discrepancy-based evolutionary diversity optimization approach to construct
diverse sets of images as well as TSP instances.
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3.4 Description of Datasets Used

A streaming version of a 1-d bin-packing problem is considered in which items arrive in
a stream, one at a time, and must be packed in the order that they arrive. In the specific
version that is considered here, all items to be packed are known before packing starts (i.e.
they constitute a fixed-length batch) but the order that items in the batch are presented to
the packing heuristics is fixed and cannot be changed. In contrast to other types of packing
problems, the sequence cannot be re-ordered to find an ordering that provides an optimal
packing with respect to a given heuristic. The function of the algorithm selection method
is therefore to select a heuristic to apply to pack the entire batch, considering the items in
the fixed order given. As described in Chapter 2, there have been numerous studies over
the decades that have investigated the performance of simple approximation algorithms for
the streaming variant of the BPP [75, 76]. A pool of four simple approximation algorithms
(i.e. heuristics) is considered for the approach described in Chapter 4. These heuristics are
selected from the literature specifically designed for this variation of the BPP [204]: BF,
FF, WF and NF, described in Chapter 2.

These are the datasets used to investigate the feature-free algorithm selection approach
proposed in Chapter 4. These datasets were created by Dr Kevin Sim, while the analysis
were conducted by the author of this thesis. The next section describes the datasets

creation process and the datasets analysis:

* Evolved Datasets DS(1-5).

¢ Random Datasets RDS(1-8).

3.4.1 Description of Evolved Datasets

As mentioned in the Introduction Section 3.1, using either benchmark or random instances
will result in unbalanced datasets with respect to the performance of the best-solving
heuristics. Therefore, in order to address this problem and create balanced data sets for
ASP investigation, EA is used to generate four datasets, each with 4,000 instances and
using the bounds and distributions shown in Table 3.1. Each dataset comprises of four
sub-classes of 1,000 instances that are uniquely solved best (according to Falkenauer’s
performance Equation 3.1) by one of the four algorithms under investigation. Algorithm 1
describes how each sub-class of instances is generated. For each instance, a population of
candidate sequences is initialised with nj,,s and weights randomly drawn from the desired
distribution. The EA then attempts to evolve the order of items such that the performance
of the target algorithm 4,4 €xceeds the performance of the other algorithms € 7.
Unlike in [205], who used a binary representation and evolved the weights of items,

an integer representation is used: a chromosome is simply the sequence of 7,5 defining
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Table 3.1 Dataset Generation Parameters. Bin Capacity is fixed at 150

Dataset Nitems Lower - Upper Bounds Distribution &
DS1 120 [40-60] Gaussian
DS2 120 [20-100] Uniform
DS3 250 [40-60] Gaussian
DS4 250 [20-100] Uniform

DS5  (120,250) [20-100, 40-60] (Uniform, Gaussian)

that instance. Item weights are randomly initialised at the start, then do not change. Only
the order of items is evolved, preserving the desired weight distribution.

Algorithm 1 EA Pseudo Code

Require: o7 = :The set of algorithms

Require: 0,4 = :The target algorithm

Require: %4, = :The target distribution
Require: .7 = :The set of instances being evolved

Require: 7j,5qnces = : The number of instances to generate
Require: 7j.,s = : The number of items in each instance
1: repeat

2:  population < initialise(popSize, Ritems, Diarget)
3 for i < 1,maxlIter do

4 parent| <— select(population)

5 parent, < select(population)

6: child < crossover(parent,, parent,)

7 child < mutate(child)

8 child fipess < evaluate(child)

9: population < replace(child)
10:  end for

11:  if evaluate(populationp.s) > 0 then
12: I« I + populationp,s
13:  end if

14: until |.7| = niygrances
15: return .

In the pseudo-code shown, the target algorithm O, is the algorithm o € 7 that
this method is attempting to evolve instances for, such that the solution fitness (defined
by Equation 3.1) using « is better than the solutions produced by all the other algorithms
€ . Drarger 1s the distribution from Table 3.1 that is used to initialise the population
(line 2). When using a Gaussian distribution, item weights are generated using a Gaussian
distribution with standard deviation (ub — Ib) =2 and mean [b + (ub — Ib) +2. Items
generated with weight w < [b or w > ub are discarded. The lower and upper bounds on

item weights are given in Table 3.1. For each data set, Algorithm 1 is run once for each
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Oarger € &7 USING Ningances— 1,000 resulting in 4 balanced data sets of 4,000 instances
where for each data set 1,000 instances are solved best by each o € o7

1 & fill;
Fitness = Elzi(flcl

)¢ 3.1)

As describes in Chapter 2, Falkenauer’s performance metric [79] (Equation 3.1) is used
to measure the quality of a solution produced by an individual algorithm o € 7. In this
study k is fixed at 2. C is the bin capacity which is fixed at 150, fill; is the sum of the item
sizes in bin; and b is the number of bins used. The evaluation function used in Algorithm 1
assigns a score to each algorithm using Equation 3.1 and then orders the algorithms from
best to last oy 4. The fitness of a chromosome is then evaluation = fit(Oyarger) — fit( ).
i.e. The fitness of a chromosome turns positive when the target algorithm has the best
fitness on that instance. The population size is fixed at 500. Tournament selection is
used with a tournament size of 2. Crossover is a single-point crossover applied with
99% probability and mutation (applied with 2% probability) simply swaps the order of
two items in the chromosome. The child produced replaces the worst member of the
population if it has higher fitness. The algorithm is run for maxIter = 1X10° iterations.
At the end of that time, the population best is kept only if the target algorithm is the best
performing algorithm on that instance.

[The Evolved Datasets Analysis]

Each of the Figures 3.1 a-c shows the performance of all algorithms on the subset of 1,000
instances from DS2 identified in the caption by the target class. In all cases, the target
algorithm significantly outperforms the other algorithms. Figure 3.1d shows that for NF
the difference in performance between the target class and the other algorithm appears less
pronounced although it is still highly significant (comparing BF and NF using a paired
Wilcoxon Signed-Rank Test [206] gives a p — value of 2.2¢716). NF is known to have the
lowest WCPR of all the algorithms investigated and the task of evolving these instances
required many more attempts than for the other algorithms, taking around 3 times the
computational effort to find 1,000 instances for each data set. Plots for the other data sets
show similar patterns but are omitted due to space limitations.

Figure 3.2 shows the performance of all algorithms on the full set of 4,000 instances in
DS2. Best Fit is the Single Best Solver across all 4,000 instances (this is the same for the
other data sets). The plot labelled VBS shows the Virtual Best Solver i.e. the performance
of the Oracle that greedily selects the best algorithm for each instance. The objective of
the ASP is to achieve the same performance as the VBS.
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Fig. 3.1 Each plot shows how the 4 heuristics perform on the sub-class of 1000 instances
evolved for each target heuristic (DS2 120 items U[20, 100])
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Fig. 3.3 t-SNE and PCA plots of the performance of all heuristics on all 4,000 problem
instance from DS2

To further illustrate the diversity in performance on the evolved instances, linear and
non-linear dimensionality reduction techniques have been used to visualise the perfor-
mance space, namely PCA [207] and t-Distributed Stochastic Neighbour Embedding
(t-SNE) [208] techniques, respectively. In order to assess the trustworthiness of the t-SNE
plots, the metric proposed in [209] is used. Conceptually, the trustworthiness score cap-
tures errors in the preservation of neighbourhoods or proximity relationships in the new
projection of the data, and is quantified by the metric defined by [209] on a scale of O to 1,
where 1 represents maximum trustworthiness. The trustworthiness value TW is noted on
each of the plots presented in the figures.

Figure 3.3 shows the performance of each algorithm on DS2 reduced from 4-dimensional
performance space to 2 dimensions using t-SNE and PCA. Clearly, a set of instances has
been successfully generated that cover the performance space from the perspective of
the algorithms and the metric investigated. Figure 3.4 emphasises this showing t-SNE
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and PCA plots of the performance of each algorithm on the full set of 16,000 instances
reduced from 4 to 2 dimensions.

From PCA plots 3.3b and 3.4b, BF and FF are the closest in terms of their eigenvectors
but are clearly still disparate. NF is isolated as the worst-performing heuristic — as
expected due to its poor WCPR. If the orders of instances are shuffled to destroy the
evolved sequences and replot with PCA (Figure 3.5b) it is clear that there is now no
identifying structure apparent in the PCA plot that a selection method might exploit. On
the randomised instances, BF wins for 10875 instances, FF wins on 4586, WF wins on 539
and NF fails to win on any instance. Although PCA failed to identify a useful structure
of this randomised version of the data, t-SNE (Figure 3.5a) successfully differentiates
between the performance of the different heuristics (a reason might be t-SNE is a non-
linear technique that works by minimising the distance between the points). Based on these
plots, it seems using t-SNE is more suitable for the data in this research as a dimensionality

reduction technique and thus it will be used instead of PCA.
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Fig. 3.4 t-SNE and PCA plot of the performance of all heuristics on all 16,000 evolved
problem instances

A further dataset is created by combining instances selected from all four datasets
just described (identified as DS5 shown in Table 3.1). This facilitates an investigation
into whether the feature-based and feature-free models generalise across a mixed set
of instances of different lengths with item weights drawn from different probability
distributions and bounds. DS5 contains 4,000 instances with 1,000 instances selected
from each dataset DS1-DS4. For each dataset, 250 instances were selected at random for
each class (FF, BF, WF and NF), resulting in a balanced dataset containing equal numbers

of instances from each class and each distribution. Table 3.1 provides a description of
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Fig. 3.5 t-SNE and PCA plot of the performance of all heuristics on all 16,000 instances
after the ordering of items is randomised

each dataset. These datasets are available for other researchers working in the field of

ASP to compare approaches?.

3.4.2 Description of Random Datasets

1,000 new instances were randomly generated from each of the distributions that define
datasets DS(1-4), denoted RDS(1-4). As just noted, these random instances are not
evolved to be tailored for targeted heuristics. A further dataset RDS5 combines the
instances in RDS(1-4). In addition, three additional datasets RDS(6-8) are created with
new distributions, each containing 4,000 instances and 250 items per instance. RD6 is
generated from a Poisson distribution with a mean equal to 50, as this has been previously
suggested as a natural alternative to normal distributions for generating BPP instances
[210-212]. RDS(7,8) are generated from a Weibull distribution [213] with shape parameter
k equal to 0.454 and 1.044 respectively, as this distribution has been cited in the literature
as more closely modelling the structure of real-world BPP benchmarks [210, 214].
Table 3.2 shows how many of the randomly generated instances are best solved by
each of the 4 heuristics. It is immediately clear that a) the BF heuristic wins the majority
of instances in all datasets while the NF heuristic fails to win a single instance in any
dataset. The WF heuristic only wins instances in three random datasets RDS(1,3,5): all of
these instances were generated from a Gaussian distribution with range [40-60]. The table
also highlights that on the same datasets, the BF and FF heuristic tie as winners on large
numbers of instances. A possible explanation for this is that the narrow range of values

allowed results in similar instances. Fig 3.6 shows the t-SNE plot of the performance

Zhttps://github.com/Kevin-Sim/BPP.
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space using the different heuristics on RDSS5, it is worth noting that this plot is similar

to Fig 3.5a that shows the performance space of the randomised version of the evolved

instances.

Table 3.2 Number of instances are best solved by each heuristics for RDS(1-8)

FF BF NF WF BF=FF
RDS1 216 587 0 45 152
RDS2 265 735 O 0 0
RDS3 327 643 0 10 20
RDS4 178 822 0 0 0
RDS5 986 2787 O 55 172
RDS6 617 3382 O 1 6
RDS7 1407 2593 O 0 1
RDS8 1028 2972 O 0 0
10-
- 0 BF
O rF
O wr

-20

0
X

Fig. 3.6 t-SNE plot (TW = 0.94) of the performance of all heuristics on all 4,000 random

instances from RDS5

All datasets are significantly skewed toward BF: 73% of the instances are best solved
by BF, 25% solved best using FF, and 2% using WF. However, these 25% FF instances
produce results that are only very slightly higher than BF in terms of performance, so they

can be solved using BF with minimal loss in performance.
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3.5 Conclusions

Using either benchmark or random instances will result in unbalanced datasets with respect
to the performance of the best-solving heuristics which hinders an investigation into the
ASP using deep- and machine learning techniques. Therefore, this chapter introduced
new and large streaming bin-packing datasets that are designed to facilitate the training
when investigating the feature-free algorithm selection approach described in the next
Chapter 4. This chapter made use of an evolutionary approach which maximises the
Falkenauer’s fitness performance difference between the target algorithm and the other
algorithms used in the selection problem. Four datasets were generated for this purpose,
each with 4,000 instances, in which each dataset contains exactly 1,000 instances uniquely
solved best by each of the four heuristics (BF, FF, WF and NF) considered in the ASP
pool. This provides balanced datasets that occupy different parts of the performance space
w.r.t the heuristics chosen which in turn exhibit complementary performance. Having
complementary performance is crucial to building good algorithm selectors as will be
seen in the next Chapter 4. Also, 8 randomly generated datasets were introduced for
investigating the generalisation ability of the proposed approach in the next chapter. All
these datasets were analysed here, furthermore, the next chapter will provide more analysis
in the light of the proposed feature-free ASP approach results.
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Chapter 4

Automated Algorithm Selection: from
Feature-Based to Feature-Free
Approaches

Algorithm 1 Algorithm 2 Algorithm 3

As explained in Chapter 2, ASP refers to the task of automatically selecting an
algorithm from a given pool. Although intensely studied over recent years, the vast
majority of previous work in the ASP domain follows the cycle first outlined by Rice
[1], shown in figure 2.1, in which an important first step is the extraction of a feature-set.
However, as Rice himself, noted: “The determination of the best (or even good) features
is one of the most important, yet nebulous, aspects of the algorithm selection problem.”.
Extracting good features that correlated to algorithm performance remains a complex and
hard task [102, 103, 46, 104].

This chapter proposes a novel feature-free approach for algorithm selection, applicable
to optimisation domains in which there is implicit sequential information encapsulated
in the data, e.g., in streaming bin-packing. Specifically, two types of recurrent neural

networks are trained to predict a packing heuristic in streaming bin-packing, selecting
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from four well-known heuristics. As input, the RNN methods only use the sequence
of item-sizes. This contrasts to typical approaches to algorithm selection (presented in
Chapter 2) which require a model to be trained using domain-specific instance features
that need to be first derived from the input data. In this research, restricting the algorithm
space to a set of constructive deterministic heuristics allows for greater confidence when
analysing the performance of the algorithm selectors than could be inferred by using sets

of stochastic heuristics.

4.1 Contribution

The proposed approach provides the first example of applying a recurrent-neural network
as an algorithm selection to data which has sequential characteristics. Although such
networks have demonstrated ground-breaking performance on a variety of tasks that
include image captioning, language translation and handwriting recognition [12], their
applicability has not been exploited within the ASP domain. The contributions of this

chapter are as follows:

* A novel feature-free algorithm selection approach using a recurrent neural network
with either LSTM or GRU that avoids the need to identify features through training,

using only the sequential information defining a problem instance.

* An extensive comparison of the feature-free approaches to feature-based approaches,
using a wide range of features as input to six well-known classifiers, each tuned to

ensure optimised performance.

* An investigation of the capability of both methods to generalise over new datasets

with different characteristics to those on which they were trained.

» New insights into the structure of the feature-space and performance-space of a
broad range of datasets from the 1D bin-packing domain that shed some light on

the likely ability of a classifier to accurately perform algorithm selection.

4.2 Background and Motivation

A common approach to tackling the ASP is to treat it as a classification problem where
each instance is described in terms of a vector of hand-designed features, and an instance’s
class indicates the best performing algorithm. Although there have been a number of
successful studies using this method, e.g. [43, 215, 47, 50], the task of identifying

appropriate features that correlate to algorithm performance is far from trivial in many
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domains: in some domains, specifying features is not intuitive, and it can be difficult
to create a sufficient number to train a model, while in others in which there are many
features, it is necessary to invoke feature-selection methods in order to choose appropriate
features [45, 48] as the noisy and uninformative features prevent the selection techniques
making intelligent decisions [176].

Feature-design is even more complex in domains in which the data has sequential
characteristics. For example, in streaming bin-packing [216, 217] and streaming job-shop
scheduling problems [44, 218], items/tasks arrive in a stream (one at a time) and have to
be packed/assigned to a container/machine exactly in the sequence that they arrive. In such
cases, it would be appropriate to derive features that capture the sequential information
contained in the stream in order to be informative, but deriving such features is even more
challenging than in the cases mentioned above.

As described in Chapter 2, one solution to dealing with sequential data can be found in
the field of deep learning, where the use of RNN-LSTM [10] or RNN-GRU [11] to classify
sequential data has become widespread in recent years; example applications include
text classification [219], scene-labelling [220] and time-series classification [221]. Such
networks directly use a sequence of data as input (e.g the size of the next item to be packed
in bin-packing). In this sense they are ‘feature-free’ in that it is not necessary to derive
auxiliary features from the data to train the network. The addition of the LSTM/GRU to the
network enables a model to learn the long-term context or dependencies between symbols
present in an input sequence, and also handles variable-length sequences of information.
Therefore, this chapter proposes that an RNN-LSTM or RNN-GRU could be used as
a feature-free classification technique to perform algorithm selection in optimisation
domains in which there is sequential data’. In contrast to some previous research which
extends Rice’s diagram to encapsulate a broader agenda relating to the relative power of
algorithms (e.g. Smith-Miles et al. [48]), the proposed method shrinks Rice’s diagram
through bypassing the feature extraction block. To be clear, in the context of this thesis, the
term feature-free refers to the use of raw input data defining a problem instance as input to
a selector, where there is no pre-processing of data required or a need to define and derive
features a-priori from the problem data. This therefore addresses the associated issues
outlined above. Also, this research restricts the algorithm space to a pool of deterministic
heuristics, however, this document uses the phrase "algorithm selection" as it is the familiar
phrase of this problem in the literature.

This chapter compares two RNN architectures, LSTM and GRU, to six different
classical machine learning techniques that use derived features as input to provide better
insight into the relative merits of deep learning RNN vs classical machine learning.

3in fact, it is possible to re-cast some optimisation problems that do not contain sequential information
in sequence form; more details in the Conclusion.

50



4.3 Streaming 1D-BPP Problem Instances | 51

An extensive evaluation is conducted using 5 benchmark datasets. Following this, the
trained models are evaluated on four new datasets generated from distributions that are
suggested in the literature to be more indicative of real-world instances [210]. Finally,
this chapter conducts an analysis of the instance-space, feature-space and performance-
space investigated by projecting the data into a low-dimensional space that can be easily
visualised. This provides new insights into the structure of instances in each dataset, and
sheds light on why some spaces are more likely to facilitate classification than others.
The approach proposed in this chapter is considered offline algorithm selection where the
selectors are trained offline before testing them on unseen before problem instances. The
BPP scenario considered in this ASP approach has been described in the previous Chapter

3, however, the next section presents it again as a reminder.

4.3 Streaming 1D-BPP Problem Instances

To remind the reader, in the previous Chapter 3, new and large datasets totalling 16,000
instances for the streaming version of the 1D-BPP domain have been produced via an
evolutionary approach in which each instance is solved best by exactly one of four
heuristics in a pool used in the algorithm selection problem, showing that the new instance
elicits diverse behaviour with respect to the performance space. These datasets were
created in accordance with the commonly accepted view in the literature that in order
to develop better algorithm selection methods, datasets should exhibit complementary
performance with respect to the solvers in question [7]. These benchmark BPP datasets
DS(1-5) and RDS(5-8) are used in the research presented in this chapter.

4.4 Models: A Deep Learning Model and a set of Classical
Machine Learning Models for Algorithm Selection

As outlined in Chapter 2, conventional machine learning techniques used for the ASP tend
to consider vectors of features as input to classical machine learning models. Candidate
features typically describe spatial or statistical characteristics, with little consideration to
ordering or sequential information describing an instance. On the one hand, this ignores
potentially valuable sequential information that could improve algorithm selection, while
on the other, limits the applicability of standard approaches on streaming data where
features need to be calculated dynamically.

This chapter proposes a model applicable to domains in which data has a fixed ordering
that explicitly considers the ordering as input to an algorithm selection technique, that

uses a method borrowed from the deep learning literature. Deep learning has achieved
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groundbreaking results in applications where the input is formatted as time-series data or
in domains where sequences have specific orderings but without any explicit notion of
time [12]. Examples including video and image recognition, natural language processing,

music generation and speech recognition [13-15].

4.4.1 Deep Learning Feature-Free Model

As RNNs are specifically designed to learn from data where sequential information explicit
in the order of the stream is used to identify relationships between the data (a sequence of
bin-packing items) and the expected outputs from the network, i.e. the predicted packing
heuristic from the pool. In this chapter, a specialised RNNs is known as a LSTM [10] and
GRU [11] are used where they have been shown to be efficient and effective in learning
long-term dependencies from sequences of ordered data, as described in Chapter 2.

4.4.2 Feature-based machine learning models

Six well-known classical machine learning techniques [20] from the literature are eval-
uated: Neural Network (NN); Decision Trees (DT); Random Forest (RF); Naive Bayes
(NB); k-Nearest Neighbours (KNN) and Support Vector Machine (SVM). Each is used in
its standard form, parameterised using grid-search and Bayesian optimisation as described
in section 4.5. The success of ASP methods that rely on feature extraction depends
critically upon the chosen features [51] and on the classification method used to learn
the correlation between the features and best-performing heuristic. The next subsection
outlines a set of 10 features that are used in the research presented in this chapter.

4.4.3 Definition of features

The traditional method of dealing with ASP is to hand-design features and then extract
them from the instance data. Here, a set of features collated from multiple papers in the
literature is used where algorithm selection methods have been applied to bin-packing
[118, 105, 57], discussed in Chapter 2. The features are given below:

1. Mean item size divided by bin capacity C [57, 105, 118, 117];

2. Standard Deviation (std) in the item sizes divided by bin capacity C [57, 105, 118,
117];

3. Maximum item size divided by bin capacity C [57, 117];

4. Minimum item size divided by bin capacity C [57, 117];
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5. Median item size divided by bin capacity C [57];

6. Maximum item size divided by minimum item size [57];
7. The ratio of small items of size @ < C/4 [107];

8. The ratio of medium items of size C/4 < @ < C/3 [107];
9. The ratio of large items of size C/3 < 0 < C/2 [107];

10. The ratio of huge items of size @ > C/2 [107].

It should be clear that these features do not provide any information about the sequen-
tial characteristics implicit in the data-stream that describes each instance (i.e. the order of
items to be packed). Rather, they describe statistical properties relating to the distribution
of the item sizes. The ten features were extracted for each of 16,000 instances contained

in DS(1-5) and used as input to the classical machine learning models.

4.5 Experiments and Results

Both the Keras* and the Sklearn > libraries are used to implement the models used in
the DL and classical ML experiments. A Keras implementation of LSTM and GRU
is used in “sequence-to-one mode” where input is an ordered list of item weights and
output is a “one-hot” encoding using 4 bits to identify the best heuristic (1000 = BF, 0100
= FF, 0010 = NF, 0001 = WF). The Sklearn library is used to implement the classical
ML models, with the exception of the NN model which is implemented using Keras
using a one-hot encoding output. All the classical models take 10 features as input as
defined in section 4.4.3. Experiments are conducted on Google Colab® with Tensor
Processing Unit (TPU) run-time used to execute the experiments. A preliminary empirical
investigation was conducted to tune both the LSTM and NN architectures and hyper-
parameters. Also, Fig A.1 in the appendixes shows a schematic description for the GRU
model (LSTM has a similar schematic) with its layers and the trainable parameters number.
The "Adam" optimiser [222] was selected due to its reported accuracy, speed and low
memory requirements.

Due to the time limitation and the large number of hyper-parameters for LSTM/-
GRU and NN, preliminary investigations (i.e. manually/empirically) were undertaken to

“https://github.com/fchollet/keras.
>https://github.com/scikit-learn/scikit-learn.
Ohttps://colab.research.google.com/notebooks/welcome.ipynb.
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optimise the LSTM’ and NN approaches. LSTM and GRU experiments used 300 and
700 learning iterations for DS(1,2) and DS(3-5) respectively, since the longer instances
were found to require more learning iterations. On the other hand, both grid search and
Bayesian optimisation are used to optimise the remaining traditional machine learning
techniques to choose the best set of hyper-parameters for each ML model. Tables A.1 and
A.2 in the appendix show the range of hyper-parameters evaluated and the final selected
parameters for each of the LSTM, GRU, NN and ML models.

This chapter conducts independent experiments using each of the 5 datasets to train
and test the LSTM, GRU and classical ML models to predict the best heuristic for each
instance. Each dataset was shuffled (i.e. the order of the instances in each set was
randomised) and then split into training (80%) and test (20%) sets while maintaining the
balance in the size of each target class (each test set has 800 instances where 200 are solved
best by each heuristic). Each model was trained using 10-fold cross-validation using 10%
of the training instances to verify each fold. The best model from each experiment was
then tested on the corresponding test set comprising 800 unseen instances®.

The best model from the 10 trained models is selected for evaluation on the test set
based on the accuracy to select the best performing heuristics on the validation set. The
best model selected from the training models is evaluated on an unseen test set in terms of
the four following aspects ( these aspects also described in details in the next section 4.6),

1. Comparison of algorithm classification accuracy, i.e. the percentage of instances
classified correctly.

2. Comparison of selectors’ performance to SBS and VBS using Falkenauer’s perfor-
mance metric (Equation 2.2).

3. Comparison of selectors’ solution quality using the number of used bins b’ by the
predicted heuristic.

4. Evaluate the ability to generalise based on the above criteria with a wide range of
different unseen datasets.

In addition to evaluating the accuracy, the total number of bins in a solution is also
reported, summed over all instances in a dataset, when the heuristic returned by the model
for each instance is used to create the solution. As the number of bins per instance in

a given dataset can vary widely, to avoid issues that occur when summing data that has

7GRU has not been tuned: the best LSTM hyper-parameters are used with GRU since LSTM and GRU
are very similar.

8 A better way might be to re-train on the full training set after assessing the generalising error using
cross-validation.
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different scales, the total number of bins is normalised according to equation 4.1 and sum

the normalised values.

/

PercentageO fBins = ,where b = {Z (Ef)w ,and b < b <2b 4.1)
j=1

As described in Chapter 2 in Section 2.4.2, the worst-case performance ratio for the
heuristics considered is equal to double the lower bound, then Equation 4.1 returns a
value between 0 and 1.

Friedman test [223] followed by Nemenyi post-hoc test [224] with 5% confidence level
are used to evaluate significance in a pairwise fashion for all comparisons of Falkenauer’s
performance and bins used. Friedman test has been chosen since it is a distribution-free
test (non-parametric version of ANOVA) used to determine whether group of dependent
samples (i.e. sets of performance or number of bins for the same instances) were selected
from populations having the same distribution. Nemenyi post-hoc test has been chosen to
calculate pairwise comparisons for sets of data that differ significantly based on results

from conducting Friedman test.

4.6 Results

This section discusses in details the four aspects that are used to evaluate each best model
selected from the training models on an unseen test set.

4.6.1 Accuracy of Algorithm Selection

As mentioned in section 4.5, 10-fold cross-validation is used to train the models taking
10% of the training instances to verify each fold. Table A.3 in the appendix shows results
achieved on the validation sets® used during training for the DL models (LSTM and GRU)
and all 6 ML models. Table 4.1 shows the results achieved on each test set with the best
model obtained from training. The classification accuracy is reported as an indicator of
the LSTM’s, GRU’s and ML’s predictive abilities. Significance is calculated in a pairwise
fashion using Friedman test followed by Nemenyi post-hoc test between the DL techniques
and VBS, SBS and best of the ML techniques for each dataset, and between the best
ML technique and the SBS. p-values are shown in table A.4 in the appendix. Table 4.2

9Significance has not been tested between the folds results since the same hyper-parameters are used for
each fold. It might be required to check the significance when using cross-validation for hyper-parameter
tuning which is not the case here.
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additionally shows the comparison between the LSTM, GRU, the best ML technique and
the SBS over the different test sets.

Table 4.1 Classification accuracy of the best model in each experiment from the test set,
values in italic indicate the best ML results and values in bold the best overall result per
dataset. Significance at the 5% confidence level is indicated as follows (using Falkenauer’s
performance): * indicates that the DL model performed significantly worse than the VBS;
¢ indicates that the DL model performed significantly better than the SBS; § indicates that
the DL model performed significantly better than the best ML model; e indicates that the
best ML model performed significantly better than the SBS.

DL ML
Dataset LSTM GRU NN DT RF SVM NB KNN
DS1 82.38% "% 81.38%*% | 65.38% 63.38% 67.50%° 66.13% 61.63% 64.50%
DS2 91.50%*%  92.75%° | 56.88% 54.50% 57.75% 58.63%° 55.63% 54.50%
DS3 83.38%*%  82%*% 67.37%°* 67.37% 65.50% 66.50% 54.25% 64.13%
DS4 95.75%%  96.25%°° | 72.13% 67.50% 73% 73%°*  64.25%  66%
DS5 83.38%*%  85.37%"% | 61.62% 61%  64.12%°* 53.25% 43.12% 57.38%

Results obtained from deep learning LSTM and GRU approaches are significantly
better than the results using classical ML techniques. It has been observed that the DL
results on DS2 and DS4 are better than on the other datasets suggesting that the sequential
correlations are easier to find in the datasets comprised of item weights generated from a
wider range of values following a uniform distribution. It might be that the instances that
are evolved with items in the range [40-60] may have fewer distinct patterns (i.e. sequential
information) than instances generated with items in the range [20-100], regardless of the
length of the instances. It is well known that problems with an average weight of % are
more difficult to solve [79] and it is interesting that problems with those characteristics
are more difficult to classify using LSTM or GRU, i.e. instances from DS(1,3) with item
weights generated from a narrow range of values [40,60] which is an average of one-

Table 4.2 The comparison between the LSTM, the best ML technique and the SBS over the
different test sets in terms of performance using the Friedman test followed by Nemenyi
post-hoc test with 5% confidence level. The T means the left-hand approach of the given
pair has a better median; + indicates significance (< 5%) and — indicates no significance
> 5%).

Falkenauer’s Performance
LSTM-SBS LSTM-ML GRU-SBS GRU-ML ML-SBS

DSI T+ T+ T+ T+ T+
DS2 T+ T+ T+ T+ T+
DS3 T+ T+ T+ T+ T+
DS4 T+ T+ T+ T+ T+
DS5 T+ T+ T+ T+ T+
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third of bin capacity 150. Although all the ML results show relatively poor performance
compared to the DL methods, it does comparatively better, in most cases, on the two
longer datasets DS3 and DS4 than the shorter ones DS1, DS2 on the validation and test
sets. It might be that the longer instances result in more distinct values for the extracted
features, hence increasing the ability of the ML techniques to classify correctly.

Although training the LSTM and GRU on the longer instances requires significantly
more learning iterations before the models converge!?, it is interesting to note that for
both distributions the results obtained by the LSTM and GRU on the longer instances
(e.g. DS4) exceed those reported on the datasets with smaller numbers of items (e.g.
DS2). It has been conjectured that the longer instances provide the DL models with
more sequential information, hence increasing the ability to determine patterns in the
item sequences. The ML results partially concur with the LSTM and GRU results in
this respect, i.e. results on DS3 are more accurate than DS1 (apart from RF, NB and
KNN) and those for DS4 are more accurate than for DS2. The results of the LSTM and
GRU experiments conducted on the combined DSS5 set show intermediate results with
accuracy between that achieved on the experiments on instances with uniform distribution
and those with Gaussian distribution. These models are able to generalise over instances
sampled from all of the problem lengths and the different weight distributions investigated
without any apparent loss of precision. In contrast, the ML experiments conducted on
the combined DS5 sets show worse results than most of the other experiments. This
demonstrates that the feature-based approach is weak in its ability to generalise over
instances with different characteristics and highlights its reliance on the quality of the
designed features, in contrast to the LSTM and GRU approaches.

Table 4.3 presents confusion matrices of the LSTM, GRU and best ML techniques
extracted from the experiments conducted on the test set DS5, the rest of the confusion
matrices are shown in table A.6 in the appendix. In most cases, the DL models were most
frequently confused when attempting to classify the sequences identified as being solved
best by FF and BF. It is interesting to note that the analysis in the previous chapter 3
showed that these two algorithms are extremely close in terms of their two largest principal
components in a space defined by a 4-d vector containing the performance metric of each
of the 4 heuristics for each instance. Similarly, instances labelled as NF appear to be the
easiest to identify and correspondingly are the most isolated in the performance-space. As
noted previously in Chapter 3, it appears that the patterns shown by conducting a PCA
of the performance space are correlated with the ability of LSTM to identify the best
performing algorithm from the raw instance sequences. On the other hand, the ML models
are frequently confused between FF and BF (similarly to LSTM and GRU), but the ML
models are also confused between FF and WE. In terms of the accuracy to classify NF,

10Convergence has been assessed manually, i.e. without using early stopping.
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Table 4.3 The Confusion Matrix of the LSTM, GRU and Best ML models in experiments
on DS5 from the test set

LSTM GRU RF
Heuristic || BF FF NF WF | BF FF NF WF | BF FF NF WF
BF 160 36 O 4 1162 37 0 1 [ 145 39 1 15

FF 48 133 O 19 | 45 136 O 19 | 46 94 13 47
NF 0 0 198 2 0 2 195 3 9 25 147 19
WF 2 13 9 176 | 2 4 4 190 12 40 21 127

ML results partly concur with the DL results, in that NF instances are easier to classify
only in DS1 and 3.

Purely out of curiosity and for comparison purposes, the feature-free proposed ap-
proach is compared to conventional machine learning techniques using the ordered list
of item weights as input. The purpose of this is to investigate whether conventional
ML classifiers can learn anything from feature-free input. 10-fold cross-validation is
conducted on DS4 using only the item sizes information defining the original instances
(i.e. without knowledge-driven feature extraction) directly supplying all item sizes at once
to two of the classical ML techniques: the Multi-Layer Perceptron (MLP) and the Random
Forest (RF) classifiers. The ML techniques were used directly from Weka [225] without
altering any of the default parameters. The RF achieved 67.55 % accuracy. MLP was
equally successful, achieving 67.08% accuracy. Although better than expected, results
show that a DL approach that has been designed to work with sequential data provides

more informative results.

4.6.2 Comparison to SBS and VBS

Figure 4.1 shows cumulative distribution plots over the test sets of 800 instances from
each DS(1-5) in terms of Falkenauer’s fitness: the plots show the percentage of instances
that are solved with a distance d), of the oracle-like VBS (the perfect mapping) given the

solver predicted by a model. The distance d, is calculated as:

dp = (VBSFalkenauer’sfitness - SeleCtorFalkenauer’sfitness) >0, and dp = 0 is the optimal
4.2)
For all experiments the DL selectors significantly improve on both the SBS (BF for
all datasets) and the classical ML techniques, and are very close to the VBS, P-values
are shown in table A.4 in the appendix. Results show that the RNN-LSTM/GRU solves
between 81.5%-97.1% of the instances within 5% of the VBS performance, compared
to 50%-62.2% using the SBS. This represents a 27.5% to 35% improvement on DS(1-5).

The best ML technique solves 68%-81.5% instances with a 5% performance difference in

58



4.6 Results | 59

all the datasets which is an 11.5%-19.3% improvement over the SBS. Using either LSTM
or GRU, between 99.6% and 100% of the instances can be solved within 30% of VBS
for DS(1-5): in contrast, using the best ML technique, this is only true on DS(1,3). From
the figure, it is clear that the best ML technique can only solve 100% of instances if a
performance difference of 40% is considered in DS(2,4,5). It is interesting to note that
although the SBS solves a lower percentage of instances than both the DL and the best
ML technique if a threshold of 5% of the VBS performance is considered, it manages to
solve all the instances at 20% of the VBS in all the datasets. Although the ML techniques
improve over the SBS in most cases, they are not as good as the LSTM/GRU and are not
as close to the VBS as the DL methods.

It is noticeable from the evolved instances in Chapter 3 that the performance of the
heuristics is skewed towards FF and BF, i.e. these heuristics are either the best or second-
best choice for all instances. This means that even if the selector misclassified most of
the NF and WF instances by choosing FF or BF, it will still achieve high performance.
Therefore, as well as comparing the two approaches based on the performance metric and
classification accuracy, they are additionally compared in terms of the number of bins

used to pack a set of items to get a clearer understanding of their relative performance.

4.6.3 Evaluation of Solution Quality

The overall objective of the BPP is to minimise the number of bins used to pack a set of
items. Ultimately, the number of containers defines the cost of any real-world solution.
Table 4.4 shows the number of bins required to pack all 800 test instances for each DS(1-5)
and contrasts this against the lowest possible number of bins used by the VBS and the
number of bins needed using the algorithms predicted by LSTM, GRU and traditional ML
selectors. The LSTM and GRU use between 1.2% and 2.3% fewer bins than the SBS and
between 0.2% and 1.4% more than the VBS. On DS4, GRU uses over 1000 bins fewer
than the SBS and only 192 (0.2%) more than the VBS which uses 83,823 bins. While the
ML techniques use between 1.6% more bins and up to 0.9% fewer bins than the SBS and
1.6% to 4.5% more than the VBS.

After normalising the number of bins 5" used by the predicted algorithm (described
at the end of section 4.5), Friedman test followed by Nemenyi post-hoc test are used to
evaluate significance in a pairwise fashion for all comparisons of bins. Table A.4 in the
appendices shows the p-values of b’ in a pairwise fashion to the bins used by the SBS and
the VBS. Based on these p-values, Table 4.5 shows the comparison between the LSTM,
GRU the best ML technique and the SBS over the different test sets in terms of bins.

Figure 4.2 shows the cumulative distribution plots over the test sets of 800 instances from
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Fig. 4.1 Cumulative distribution plots over the test sets of 800 instances of each DS(1-5)
to evaluate LSTM and GRU predictors VS classical ML techniques, SBS and VBS on
performance space using Falkenauer’s fitness metric
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each DS(1-5) in terms of the number of bins, where the difference d,, is calculated as:
dp = (Selector,seapins — V BSyseapins) = 0, and dj, = 0 is the best. 4.3)

In terms of the percentage of instances that are solved by each method, LSTM/GRU
solves 81%-98.2% within 5% VBS while the best ML technique solves 69%-86% and
53%-89% by SBS for DS(1-5). For higher values of differences from the VBS, the results
depend on the dataset used. On DS(1,3), 99.1%-99.8% of the instances are solved by
LSTM/GRU compared to 94% solved by ML within 10% of VBS and both techniques
solve all the instances within 20% VBS. On DS(2,4,5), 99.3%-100% instances solved by
LSTM/GRU while 92%-98.2% by best ML technique within 20% VBS that solves all the
instances within 40% VBS. The SBS manages to solve 99.6% to all instances within 10%
VBS on DS(1,3) and within 20% VBS on DS(2.,4,5).

Table 4.4 Total Bins required to pack instances in the test set for the LSTM predictor,
GRU predictor, classical ML techniques, traditional heuristics and VBS, values in italic
indicate the best ML results and values in bold the best overall result per dataset and BF
is the SBS over all the datasets.

Heuristics DL ML
DS FF  BF(SBS) WF NF VBS | LSTM GRU NN DT RF SVM NB KNN
DS1 34815 34722 35357 38357 | 33439 | 33908 33929 | 34417 34552 34379 34423 34489 34427
DS2 41494 41062 43031 47961 | 39929 | 40133 40128 | 41735 41593 41349 41317 41062 41502
DS3 71839 71741 73312 79498 | 69638 | 70359 70441 | 71264 71341 71410 71345 71562 71425
DS4 85677 85166 89435 100439 | 83823 | 84061 84016 | 85241 85982 85455 85349 85750 85736
DS5 58536 58242 60345 66672 | 56772 | 57525 57371 | 58683 58689 58273 58773 58577 58481

Table 4.5 The comparison between the LSTM, the best ML technique and the SBS over
the different test sets in terms of number of bins using the Friedman test followed by
Nemenyi post-hoc test with 5% confidence level. For each given pair, the T means the first
approach’s median is better, + means there is significance, | means the first approach’s
median is worst and — means there is no significance.

Bins
LSTM-SBS LSTM-ML GRU-SBS GRU-ML ML-SBS
DS1 T4+ T+ T+ T+ T+
DS2 T4+ T+ T+ T+ T+
DS3 T+ T+ T+ T+ T+
DS4 T4+ T+ T+ T+ T—
DS5 T+ T+ T+ T+ T+
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Fig. 4.2 Cumulative distribution plots over the test sets of 800 instances of each DS(1-5)
to evaluate LSTM and GRU predictors VS classical ML techniques, SBS and VBS on
performance space using number of bins metric
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4.6.4 Evaluation of the ability to generalise

In the previous section, the novel feature-free and the traditional feature-based approaches
of ASP were compared using balanced instance sets tailored for targeted heuristics. This
section aims to investigate how well the trained models produced from these approaches
generalise to completely new instances, generated at random from the same distributions
as the evolved datasets. Hence, there is no a-priori knowledge of which heuristic will
best solve them — or whether there is even a uniquely best solver for each instance. The
datasets RDS(5-8), described in Chapter 3 are used in this set of experiments. Features
are extracted from these datasets exactly as described in section 4.4.3 in order to train the
classical ML models.

Table 4.6 shows the classification accuracy obtained from each model on RDS(5-8),
while figure 4.3 shows the cumulative distribution plots of the performance difference
between the VBS and the predicted heuristic of each of the SBS, LSTM, GRU and best ML
selectors in terms of both Falkenauer’s fitness and the number of bins for 800 randomly
chosen instances from dataset RDS5 (to be consistent with the previous experiments).
The same pattern is observed on all the random datasets and hence the remainder of the
results are omitted. It is clear that although the classification accuracy results are very
poor in comparison to those obtained on the evolved datasets, in fact, the performance
in terms of Falkenauer’s fitness of the LSTM and GRU is very close to the VBS, where
80.5%, 89% of the instances are solved within 5% of VBS using the LSTM and GRU
respectively on RDS5. The accuracy is affected by the fact that FF and BF have very
similar performance, therefore it is easy to predict the incorrect heuristic; on the other
hand, as their performance is so similar, in terms of actual bins needed to pack the items,
confusing these two heuristics makes little difference to overall performance. From the
classical models, the Naive-Bayes method also obtains very good performance(the best
ML technique on RDS5) where it solves 65.5% of the instances within 5% of the VBS in
terms of Falkenauer’s fitness. It is interesting to note that the best ML technique solves all
the instances within 20% of the VBS superseding a bit the used DL models where they
solve 98.8% of the instances in terms of the number of bins on RDSS5.

Table 4.6 The classification accuracy obtained from each model on RDS(5-8) on a test set
of 4000 unseen instances

DL ML

LSTM GRU NN DT RF SVM NB KNN

RDS5 31.32% 39% | 18.778% 21.02% 24.03% 21.86% 33.49% 28.10%
RDS6 4% 249% | 5.1% 4.4% 49%  0.02% 0.62%  8.1%
RDS7 275% 227% | 17.8% 179% 21.3% 11% 199% 21.3%
RDS8 21.8% 22.1% | 8.6% 11% 12.6% 122%  28.5% 11%
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Table 4.7 (constructed based on p-values of tables A.4 and A.5 in the appendices)
conducts statistical testing to evaluate three hypotheses:

» J(1): the LSTM/GRU and best ML method produce equal results with respect to
a) Falkenauer’s fitness metric b) total bins utilised.

» J(2): the LSTM/GRU and SBS produce equal results with respect to a) Falke-
nauer’s fitness metric b) total bins utilised.

o J)(3): the best ML method and SBS produce equal results with respect to a)
Falkenauer’s fitness metric b) total bins utilised.

Friedman test obtains p-values = 0 < 5%, i.e. reject the null hypothesis that the
median performance is the same for all the methods mentioned. Then the p-values of
Nemenyi post-hoc test determine exactly which methods have different medians. In
terms of Falkenauer’s fitness metric, using GRU, in two out of four of the randomly
generated datasets RDS(5,6), 74 (1) can be rejected and median testing shows that the
GRU outperforms the best ML method, while it can not be rejected on RDS(7). Using
LSTM, ##(1) can be rejected only on RDS7 and it outperforms the best ML method,
while it can not be rejected on RDS(5,6). On RDSS, the null hypothesis is rejected but
the ML method is superior to LSTM/GRU. However, on all four random datasets, both
%) (2) and .7(3) are rejected: both the ML/DL methods are out-performed by the single
best-solver. In terms of the number of bins, then the same pattern is observed w.r.t the
SBS. J#(1) can be rejected in two out of four random datasets with the LSTM and
GRU providing superior results. (1) can not be rejected on RDS(6) (for LSTM) and
RDS(7) for GRU. Similar to Falkenauer’s fitness, on RDSS, the null hypothesis is rejected
but the ML method is superior to LSTM/GRU. For clarity, this table also repeats the
results obtained on the evolved datasets, to indicate the stark contrast between the results
obtained.

In summary, the results presented indicate that a deep learning method is clearly supe-
rior to using a classical prediction method trained with extracted features. Furthermore,
it has been inferred that the choice of the deep method itself has no significant effect (as
shown in Table 4.8), i.e. it is the switch to a learning method that captures sequential
information that provides the gain in performance. Most of the cases in Table 4.8 (which
is created based on the p-values in Tables A.4 and A.5) have no significant difference
between the LSTM and GRU performance on the test set in terms of Falkenauer’s Fitness
and number of bins used. Thus, the subsequent chapters in the thesis will use the original

LSTM network to investigate the proposed approaches.
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Fig. 4.3 Cumulative distribution plots over 800 random instances from RDSS5 to evaluate
LSTM and GRU predictors VS classical ML techniques, SBS and VBS using number of
bins and Falkenauer’s fitness metrics

Table 4.7 The comparison between the feature-free approach using LSTM/GRU, the
feature-based approach using traditional ML techniques and the SBS over the different
datasets in terms of performance and number of bins using Friedman test followed by
Nemenyi post-hoc test with 5% confidence level. For a given pair of tests, the T means
the first approach’s median is better, + means there is significance, | means the first
approach’s median is worst and — means there is no significance.

Falkenauer’s Performance Bins
LSTM-SBS LSTM-ML GRU-SBS GRU-ML ML-SBS | LSTM-SBS LSTM-ML GRU-SBS GRU-ML ML-SBS
DS1 T+ T+ T+ T+ T+ T+ T+ T+ T+ T+
DS2 T+ T+ T+ T+ T+ T+ T+ T+ T+ T+
DS3 T+ T+ T+ T+ T+ T+ T+ T+ T+ T+
DS4 T+ T+ T+ T+ T+ T+ T+ T+ T+ T—
DS5 T+ T+ T+ T+ T+ T+ T+ T+ T+ T+
RDS5 1+ T— 1+ T+ 1+ 1+ T+ L+ T+ I+
RDS6 L+ T— L+ T+ L+ L+ T L+ T+ L+
RDS7 1+ T+ l+ T— 1+ l+ T+ L+ - 1+
RDS38 1+ l+ I+ 1+ 1+ I+ l+ L+ 1+ I+

65



4.7 Analysis and Discussion | 66

Table 4.8 The comparison between the feature-free approaches using LSTM and GRU
over the different datasets in terms of performance and number of bins using the Friedman
test followed by Nemenyi post-hoc test with 5% confidence level. For a given pair of tests,
the 1 means the first approach’s median is better, + means there is significance, | means
the first approach’s median is worst and — means there is no significance and <= means
both approaches have same median.

Falkenauer’s Performance Bins
LSTM-GRU LSTM-GRU

DS1 T — = —
DS2 1 — = —
DS3 T — = —
DS4 = — = —
DS5 1= 1 —
RDS5 L+ 1+
RDS6 1+ 1+
RDS7 T+ T+
RDSS8 T — = —

4.7 Analysis and Discussion

Referring to the spaces in Rice’s diagram (Fig 2.1) and to the commonly accepted view
in the literature [50] that in order to develop better algorithm selection methods, datasets
should exhibit complementary performance with respect to the solvers in question, this sec-
tion evaluates the datasets’ diversity with respect to three elements: (1) the feature-space
created by extracting the 10 described features from each instance; (2) the instance-space
defined by the fixed order of item-sizes defining an instance; (3) the performance-space,
defined by a four-dimensional vector of the Falkenauer fitness metric obtained by each of
the 4 heuristics applied to the instance. These spaces are visualised using t-SNE technique
[208] for non-linear dimensionality reduction. In order to assess the trustworthiness of
the t-SNE plots, the metric proposed in [209] is used. Conceptually, the trustworthiness
score captures errors in the preservation of neighbourhoods or proximity relationships in
the new projection of the data, and is quantified by the metric defined by [209] on a scale
of 0 to 1, where 1 represents maximum trustworthiness. The trustworthiness value TW is

noted on each of the plots presented in the figures.

4.7.1 Insights from performance space

In figure 4.4, visualisations using t-SNE on two datasets are provided. The first is DS3 (see
table 3.1), which was specifically evolved to be diverse with respect to the performance

space. For contrast, this subsection also visualises a dataset in which instances are
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generated at random, but using the same descriptors as DS3 in terms of length and
distribution. Instances are coloured according to the heuristic that obtains the best result
on the instance. In the case of the randomly generated instances, BF wins on 643 instances,
FF 327, WF 10 and NF fails to win on any instances, therefore only 3 colours are visible
on these diagrams.

It is clear from figure 4.4b that the performance-space is diverse with respect to
the 4 heuristics from the evolved dataset with TrustWorthiness TW=0.99. Also, the
randomly generated instances (Fig 4.4d) exhibit some separability (but less diversity)
at least between two classes (TW=0.85). Although the performance-space is much as
expected and underlines the need to evolve separable instances for training, these plots
give no insight into whether LSTM/ML models might be able to classify using the

instances/features data as input.

4.7.2 Insights from Feature-space and Instance-space

Figures 4.4a and 4.4c¢ visualise the feature-space of the two sets of instances using t-SNE.
There is an observable structure in the feature-space of hand-designed features using the
non-linear embedding technique t-SNE with both sets, TW = 0.97 and 0.90 for DS3 and
RDS3 respectively. This non-linear projection might explain why the ML techniques,
which are linear techniques, cannot discriminate between the instances using these features.
Also, depending on the datasets used e.g. DS4 (Fig 4.5d) and RDS6 (Fig 4.5b), there are
multiple distinct clusters per heuristic which might make it harder for the ML methods to
map a heuristic to multiple different parts of the space.

These figures suggest that a fruitful line of future work would be to move towards
automatic feature-design methods such as auto-encoders [226] and parametric t-SNE
[227]. The feature-space shows that it is possible to auto-design features from hand-
designed features (i.e. with the presence of expert input) and create separability using a
non-linear approach e.g. t-SNE. On the other hand, the instance-space shows it is possible
to auto-design features from the raw instance data but this gives less separability than the
"features from features" method. Although both methods suggest the possibility of training
a feature-based method for ASP with appropriate effort in creating useful auto-designed
features, the LSTM/GRU works without any effort in this respect. Note that t-SNE 1is also
applied to the instance-space of the respective datasets using distance-measures explicitly
designed to capture the distance between sequences. However, a projection has not been
obtained in which the trustworthiness TW was greater than 0.62. Hence, these plots have
been omitted from the thesis. However, it is interesting to remark that LSTM/GRU (which
uses only instances as input) can discriminate between the instances even though the

t-SNE can not find any discernible separability in the instance-space.
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Fig. 4.4 t-SNE Visualisation of Feature space and Performance space. Each point repre-
sents an instance, coloured by the heuristic that best solves it. First row: DS3 — instances
evolved by [24] with 250 items generated from a Gaussian distribution with lower/upper
bounds 40-60. Second row: instances generated at random, with same length and from
same distribution as DS3. Datasets are indicated as RDS3.
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Fig. 4.5 t-SNE of Instance space and Feature space for the randomly generated datasets
(RDS4, Weibull, Poisson) and for the evolved dataset DS4 as comparison

4.7.3 Generalisation

In general, the results show that the randomly generated instances are not very discrim-
inatory, as has previously been reported for other problems [228, 46]. The proposed
approach findings concurred with [228] and [46] that randomly generated instances have
limitations in terms of diversity and therefore, they are often quite restrictive as a means
of developing new ASP methods. Fig 4.5 shows how the feature space moves from less
structured instances to more structured ones. Table 4.7 provides an overall summary that
clearly illustrates the comparison between the feature-free approach using LSTM/GRU,
the feature-based approach using traditional ML techniques and the SBS over the different
all datasets in terms of Falkenauer’s fitness performance and the number of bins. It is clear
that the novel approach using LSTM or GRU proposed in this chapter outperforms the
classical approach using ML techniques in the majority of cases.

4.8 Conclusions

This chapter has described a novel approach to algorithm selection for sequential optimisa-
tion problems that exhibit an ordering with respect to the elements of the problem and how
they should be dealt with. Unlike most ASP techniques, the approach does not require

69



4.8 Conclusions | 70

the design and selection of features to describe an instance. Two deep-neural networks
(RNN-LSTSM and RNN-GRU) were trained using the sequence of items representing
an instance directly as input to predict the best algorithm to solve the instance. This
chapter has compared this feature-free approach with traditional feature-based approaches
using ten hand-designed features and six classical ML techniques. Both the novel and the
traditional approaches were thoroughly evaluated on 5 different large datasets, exhibiting
different numbers of items and different distributions of item-sizes. All classifiers were
trained using a large database of instances in which each instance has a distinct best-solver,
previously described in Chapter 3.

On the artificially generated datasets using EA!'! (described in Chapter 3), the accuracy
of the LSTM and the GRU models ranges from 82-96% while the accuracy of the ML
models ranges from 43%-73%, depending on the dataset used. In terms of the percentage
of the instances that are solved using DL predictors within a small difference of the VBS
Falkenauer’s performance (< 5%), results show between 27.5%-35% improvement over
the Single Best Solver (SBS), depending on the dataset used. On the other hand, the best
ML predictor ranges from 11.5%-19% improvement over the SBS. This is the first time
that such an approach has been used, and represents a significant step forward in algorithm
selection for problems with sequence information, where the difficulties associated with
defining suitable features and selecting from large sets of potential features are well
understood.

It is worth mentioning that the proposed approach can also be applied to domains
that do not naturally have sequence information through artificially transforming them
into sequences. For example, in the TSP domain, an instance is defined by a set of
coordinates while a solution is a sequence (ordered series of visits). In order to use
the proposed approach, a TSP map could be scanned in a fixed pattern providing a
sequence of coordinates representing the order of the cities that appear on a map, implicitly
encapsulating spatial information. Sequences produced in this manner could then be used
to train an LSTM or GRU.

The analysis also revealed that a promising line of future work would be to move
towards automatic feature design methods using non-linear techniques such as parametric
t-SNE. Results found that automatically designing features from hand-designed features
provides a good separability in feature-space. On the other hand, auto-designing features
from the raw instance data using t-sne provides less separability than applying t-sne
directly to the hand-designed features. Note however that although these auto-designed
features can be used to train feature-based methods for ASP, the proposed approach works
without any effort in this respect.

I'These datasets have been generated using EA to have maximum performance difference of the heuristics
under investigation in the performance space which might be not the case in the real-world datasets.
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As described so far in this thesis, the vast majority of previous work in the ASP domain
follows the cycle first outlined by Rice [1], shown in figure 2.1, in which an important
first step is the designing of a feature-set then determining algorithms and the final step
is to learn a mapping between the feature-space .# and the algorithm-space 7. In this
chapter, the first step (i.e. feature designing) has been bypassed. In addition to bypass the
feature designing step, the next chapter bypasses the need to select the best performing
algorithm by predicting the best solution directly from the problem information. Having
this shortcut in the ASP diagram transfers the research from algorithm selection into
algorithm generation. The next chapter introduces a preliminary study of a novel approach
to generate heuristics automatically using deep learning.
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Chapter 5

A Deep Learning Approach to
Predicting Solutions in Streaming
Optimisation Domains

Algorithms

Solutions

In the field of combinatorial optimisation, per-instance algorithm selection remains a
challenging problem, particularly with respect to streaming problems such as packing or
scheduling. As shown in Chapter 2, the vast majority of previous work in the ASP domain
follows the cycle first outlined by Rice [1], shown in figure 5.1, in which an important
first step is the designing of a feature-set then determining algorithms and the final step
is to learn a mapping between the feature-space .# and the algorithm-space .o#. The
previous chapter 4 addressed both the issue of feature-extraction and that of streaming
data in proposing a deep learning approach (RNN-LSTM or RNN-GRU) that learned
from implicit sequential information present in the problem instances to predict the best

performing heuristic. The approach was “feature-free”, i.e. it did not require the design
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and selection of features to describe an instance. The approach was shown to provide
promising results in the domain of 1D-BPP.

The proposed approach in this chapter goes beyond that of the previous chapter in
further pursuing the goal of abandoning the need to derive features in describing a deep
learning model that directly predicts a solution from the instance data rather than the
algorithm that best solves it. This radical approach bypasses algorithm selection altogether
by training a deep learning model, encoder-decoder LSTM, using solutions obtained from
a pool of heuristic algorithms!?. Bypassing algorithm selection transfers the research from
algorithm selection into algorithm generation where the trained deep learning models
behave as heuristics that are generated automatically using solutions obtained from a pool
of hand-designed heuristics from the literature. To validate the concept, experiments were
conducted using a simplified version of the packing problem in which items arrive in
batches where the generated heuristic produces solutions by making implicitly decisions

per batch as a distinct problem.

5.1 Contribution

The major contribution of this chapter is to describe a radical approach that bypasses
algorithm selection altogether by training a deep learning model using solutions obtained
from a pool of heuristic algorithms to directly predict a solution from the instance-data.

The new method is rigorously evaluated on a streaming bin-packing problem by:

1. Conducting an investigation of the ability of an encoder-decoder LSTM to behave
as a generated heuristic that directly predicts an optimised solution from a stream of

data describing a problem-instance.

2. Conducting an investigation of the scalability of the proposed approach with respect

to the length of the stream.

3. Conducting an investigation of the accuracy of the trained model (i.e. generated

heuristic) with respect to the diversity of the solution-space used to train the model.

4. Conducting an investigation of the capability of the generated heuristics to generalise
to new datasets containing randomly generated instances with similar characteristics

to those on which they were trained.

121t should be clear that the approach still requires greedy selection of the best heuristic in the pool
for each problem instance in order to collect the solutions. However, once the models are trained on the
solutions, then there is no need for algorithms.
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Fig. 5.1 The traditional schematic of the Algorithm Selection Problem [1], with proposed
modifications shown in green

5.2 Background and Motivation

For a representative set of problem instances .#, the algorithm selection process normally
includes three main tasks: (1) extracting useful features f; (2) determining/designing
good algorithms(s); (3) selecting an appropriate mapping technique S (f(-#)). However,
as shown in previous Chapter 4, it is well known that obtaining useful features is not an
easy task and often requires expert input which is not always available [102, 103, 46, 104].
This is even more challenging with problems that have a sequential nature, for instance,
job-shop scheduling [44, 218] and streaming bin-packing [216, 217], where tasks/items
continually arrive to be assigned to a machine or packed in a particular bin in the same
sequence that they arrive. In such cases, features should capture the sequential information
present in the stream, which cannot be achieved using classical statistical approaches
for feature definition. Step (2) (determining/designing algorithms) is generally more
straightforward, particularly given recent advances in the field of automated algorithm
design [40], for instance using genetic-programming or grammatical-evolution to design
new algorithms and heuristics. However, the final step of learning a mapping between
the feature-space .# and the algorithm-space <7 is also non-trivial, usually involving
feature-selection and tuning of a classification model.

Although the difficulties associated with feature-selection can be partially mitigated
by the approach proposed in the previous Chapter 4 to bypass the feature-designing
task by capturing the sequential information implicit in a stream and using this as direct
input to a deep learning algorithm to learn a mapping from instance to algorithm, here
a more radical solution is proposed: train a deep learning algorithm to directly predict
the solution to an instance from the instance-data itself. The approach is illustrated in
Figure 5.1, which shows Rice’s original diagram modified according to this proposal.
Rather than constructing a feature-space from the instance-data and then mapping this to
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the algorithm-space, the proposed approach learns a mapping directly from problem to
solution for a given performance metric. The model is trained using solutions obtained by
greedy selection of the best algorithm from the algorithm space <7 (which does not require
the construction of the feature-space .#). The approach represents a paradigm-shift in
the way in which algorithm selection is approached, in removing the need to select an
algorithm altogether, and instead directly returning the best solution.

This shortcut in the traditional Rice Diagram moves the research from ASP into
algorithm generation. As described in Chapter 2, approaches to generate heuristics
automatically using ML or DL can be divided into (from the generated heuristics output)
i) approaches to output solutions directly from the problem instance at once and ii)
approaches to output decisions iteratively at each decision point when dealing with the
problem instance. The proposed approach in this chapter follows the former type where
the trained model behaves like an automatically generated heuristic that produces solutions
directly from the problem instances.

Learning this direct mapping takes inspiration from the natural-language process-
ing field in which an encoder-decoder LSTM'? model has been demonstrated to give
state-of-the-art performance on tasks such as text translation [11, 19], image captioning
[229], conversational modelling [230], learning to execute programs [231] and movement
classification [232], as described in Chapter 2. Unlike Vinyals et al. [180] who used a
pointer network, which is an encoder-decoder LSTM with attention mechanism, to predict
solutions directly ( the optimal visited cities sequence) from spatial sequences as input,
e.g. set of cartesian coordinates in TSP domain, the proposed approach predicts solutions
from sequences (i.e. items to be packed in the order they arrive). Before describing
how encoder-decoder has been adapted for use as a solution predictor, the next section

describes the streaming BPP scenario considered in this chapter.

5.3 Streaming 1D-BPP Problem Instances

To prove the proposed approach is viable, a simplified version of a streaming problem
is considered in the domain of bin-packing, in which items arrive in fixed-size batches.
Once a batch is packed, the next batch is treated as a new sub-problem. Items have to
be packed into a set of empty bins. Two datasets DS(1,2) that are described in Chapter
3 are used which have 120 items per instance that are initialised with item sizes drawn
from two different distributions as shown in table 5.1. Note that these instances were

specifically evolved to maximise the difference between the fitness of the best-solving

3Long Short Term Memory
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heuristic and the next best heuristic, therefore each subset of instances that are best-solved

by a particular heuristic are likely to have similar characteristics.

Table 5.1 Data set details. Bin Capacity is fixed at 150 [24]

DS  njems Lower - Upper Bounds Distribution  total

DS1 120 [40-60] Gaussian 4000
DS2 120 [20-100] Uniform 4000

For the specific type of streaming problem considered, each instance is split into
batches of size 6, 12 and 18 items per batch, resulting in 80,000, 40,000 and 24,00014
batches respectively per dataset. The duplicate batches are deleted where those are found
only using DS1 with a batch size of 6 items (=~ 1,000 cases). Then each batch is solved
using each of n chosen heuristics (depending on the experiment). The solution with the
best fitness according to the Falkenauer fitness [79] given in equation 2.2 is added to a
training set. To generate solutions to these batches to use as training data for the model,
this chapter considers the four hand-designed heuristics that were used in the previous
Chapter 4 (BF, FF, NF and WF) which pack one item per time-step in the order they arrive
(i.e. online heuristics), plus two additional hand-designed heuristics Best-Fit-Descending
(BFD) and First-Fit-Descending (FFD) [105] from the literature that consider each batch
in its entirety (i.e. offline heuristics), as described in Chapter 2.

For reference, Table 5.2 shows the percentage of the solutions solved best by each
heuristic under investigation on DS(1,2) with window sizes 6, 12 and 18. The table also
highlights the SBS, i.e the heuristic that achieves the best performance in solving solutions
than any other heuristic in the pool. BF and BFD are the SBS in DS1'> and 2 respectively,
regardless of batch size. The next section provides a brief outline of how encoder-decoder
has been adapted for use as a solution predictor with a numerical example.

5.4 Encoder-Decoder LSTM Architecture for Solution

Prediction

This section describes the proposed model for providing a mapping from instance-data
directly to a solution. Predicting a solution for a given problem instance is what is
commonly known as a sequence-to-sequence problem (or seq2seq). As described in

Chapter 2, these problems are challenging due to the fact that the number of items in the

14120 items =+ 18 items per batch = 6.66 so 6 batches per instance are considered with batch size of 18
items x 4,000 instances = 28,000 batches.

15 Although BF wins fewer solutions than the BFD on DS1 using batches of 6 and 12 items, BF achieves
the best overall performance.
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Table 5.2 Percentage of solutions solved best by each heuristic H per dataset and per batch
size (BS), e.g. DS1-6H-6 means using DS1, six hand-designed heuristics and batch size
of 6 items. Values in bold show the single-best-solver in the related dataset

DS-#H-BS H1 H2 H3 H4 H5 Hé6
BF FF NF WF BFD FFD
DS1-6H-6 34.85% 0.03% 0.14% 2.08% 62.89% 0.00%
DS1-6H-12 39.77% 0.33% 2.14% 7.75% 50.02% 0.00%
DS1-6H-18 44.60% 1.00% 3.28% 13.58% 37.54% 0.00%
DS2-6H-6  32.63% 121% 209% 1.08% 62.98% 0.02%
DS2-6H-12 1295% 1.69% 287% 2.24% 80.16% 0.09%
DS2-6H-18 7.72% 191% 193% 2.89% 85.48% 0.07%

input and output sequences can be arbitrary and even from different spaces (e.g. statistical
machine translation). However, Seq2Seq problems have been tackled in other domains
using a deep learning architecture known as an encoder-decoder LSTM [11, 168] that has
proven very effective and achieved state-of-the-art performance.

As described in Chapter 2, an encoder-decoder LSTM architecture contains two
models. The encoder is used for mapping an input sequence (batch of items) into a vector
of fixed dimensionality, and the decoder for outputting a predicted sequence (a solution)
based on the encoder output. The whole process of encoder-decoder training and testing
has been explained in Chapter 2. Training input data is represented as a fixed-length list
of item-sizes in a batch and the provided output data is a fixed-length list of item-indexes.
For a batch of size, e.g. n = 6, the network output is of the form shown below, which
indicates which item in the batch is placed in which bin:

e Batch of items = [47, 54, 56, 50, 53, 59]
* Solution = [6, 3, Sep, 2, 5, Sep, 4, 1, ES]

The output is interpreted as follows: place the 6th and 3rd items in bin 1, the 2nd and
Sth items in bin 2, and the 4th and Ist items in bin 3. A separator value is used to indicate
breaks between bins. ES refers to the end of the sequence. Any values outside the range 1
to n (where n is the batch-size) could be chosen to represent the separator and ES. Here
ES =152 and Sep = 0 are selected; ES is a large value to make it out of the batch-size
range, and the difference between the ES and Sep values is maximised to make it easier
for the network to learn. Once the deep learning model is trained, the model behaves like
a generated heuristic that is able to predict a solution for a given batch of items. Fig 5.2
shows two numerical examples of how the predicted solution would be when the model
trained on solutions collected from either i) only online hand-designed heuristics (Fig

5.2a) or ii) a combination of online and offline hand-designed heuristics (Fig 5.2b). Fig
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5.2 shows how the generated heuristic behaves differently depending on the solutions that
are used for training. Also, the figure shows the teacher forcing technique to train this
kind of networks as has been described in Chapter 2.

Predicted Solution
End
1 2 sep 3 4 sep 5 6 Sequence

1

Start 1 2 sgp 3 4 sgP 5 6

B E-EEH-EE

Encoder State

47 54 56 50 53 59

LSTM Encoder to encode a problem instance  LSTM Decoder to predict a solution

(a) A Generated heuristic from solutions produced by only online hand-designed heuristics
Predicted Solution

End
6 3 sep 2 5 sgp 4 1 Sequence

1

Start 6 3 sgp 2 5 sgp 4 1

B EE-E-E-E e

Encoder State

47 54 56 50 53 59

LSTM Encoder to encode a problem instance  LSTM Decoder to predict a solution

(b) A Generated heuristic from solutions produced by combination of online and offline hand-
designed heuristics

Fig. 5.2 The trained deep learning models behave as generated heuristics to predict
solutions directly from a batch of six bin-packing items

5.5 Experiments and Results

The Keras functional API !¢ is used as an implementation of the LSTM where the input is

a list of item weights and the output is a solution. The input and output are both one-hot

16https://github.com/fchollet/keras
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encoded [168]. As the predicted solutions vary in length due to the variable number of
separator tokens used to delineate bins, solutions are padded to a fixed length by repeatedly
appending the value End sequence ES = "152". Table B.1 in the appendixes shows the
input and output length of the encoder-decoder after the padding process. Experiments
are conducted on Google Colab!” with GPU run-time used to execute the experiments. A
preliminary empirical investigation was conducted to tune the encoder-decoder LSTM
architecture and hyper-parameters using the ranges shown in table B.2 in the appendixes.
Also, Fig B.1 in the appendixes shows a schematic description of the encoder-decoder
LSTM model (used in experiment #1 in Table 5.3 as an example). The "Adam" optimiser
[222] was used in all tuning experiments due to its reported accuracy, speed and low
memory requirements. Note that further preliminary investigation considered various
options for the representation of the output other than that described in the previous section.
These included predicting the list of items per bin at each time step and predicting the
size of the item to be packed per time step. However, based on these early experiments, it
was clear that predicting the item’s index per time step using separators to delineate bins
provided the most promising results.

Each dataset was split into a training set (80%) and a test set (20%). Training sets
were created for DS(1,2) using batches of size (6, 12 and 18), i.e. 64,000, 32,000 and
19,200 batches respectively. Similarly, testing sets were created for DS(1,2) using the
same batches sizes, i.e. 16,000, 8,000 and 4,800 batches respectively. Each training set
contains a list of input-output pairs in which the input is a list of item-sizes in the batch,
and the output is a solution represented as a list of indices of items, with a separator
delineating bins. For training, the solution associated with an input is the best solution
found from greedily applying H heuristics, according to Falkenauer’s fitness function.
Experiments were conducted that varied both the size and composition of the pool of H
heuristics used to select a solution. All experiments were repeated ten times. For each
experiment, the model that provides the lower error from the training phase is saved. The
trained models are tested on the test set, and additionally on two new random datasets each
of which includes 800 randomly chosen instances (i.e. 16,000, 8,000 and 4,800 batches
for 6, 12 and 18 batch sizes respectively) from datasets RDS(1,2) (described in Chapter 3)
that are created from the same properties of the original datasets, see Table 5.1.

To evaluate the results, the following metrics are considered:

* Accuracy: The percentage of solutions that are exactly the same as the solutions in
the test set.

7https://colab.research.google.com/notebooks/welcome.ipynb
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 Validity: The percentage of solutions that are valid in the sense that (1) all items
in the batch are represented exactly once in the solution and (2) no constraints

regarding bin-capacity are broken.

* Bilingual Evaluation Understudy (BLEU): This metric is commonly used in
the natural language processing field for evaluating the quality of translated text
[233]. It measures the overlap between the predicted solution and the ground truth,
returning a value between 0 and 1 indicating the similarity between 0%(0) and
100%(1).

* LSTM >BSS: How many valid solutions are better than the Best Solver Solution
(BSS) (in terms of the Falkenauer fitness metric or number of bins used). This
metric provides insight into whether the model is ‘creative’ in the sense that it
can produce novel, high-quality solutions not generated by the heuristics used in

training.

* LSTM <BSS: How many valid solutions are worse than the Best Solver Solution

(BSS) (in terms of the Falkenauer fitness metric or number of bins used).

5.6 Results

This section describes the results to the questions posed in the introduction in turn.

5.6.1 Encoder-Decoder LSTM Performance

The first experiment conducted uses the simplest possible training set in which only one
heuristic in the pool is used to create solutions for a batch, i.e. the model only has to learn
a mapping between instance and the solutions generated by a single specific heuristic.
This is motivated by the idea that a given heuristic follows the same pattern in solving a
set of instances, and therefore provides a simpler task for the model to learn. the BFD
heuristic is used in these experiments as it wins the majority of instances in each dataset
(Table 5.2). Results are shown as experiment #1 in Tables 5.3 and 5.4.

The results show that the encoder-decoder LSTM model can be used as a learner (or
an automatically generated heuristic) to predict an accurate solution for a given problem
instance obtaining 97% and 88% accuracy for test sets of DS(1,2) respectively. One
notices that the results from experiments on DS2 (Table 5.4) are lower than the ones
on DS1 (Table 5.3). One reason might be that the DS2 instances are created using a
wider range of item-size values [20, 100] compared to the DS1 instances which have

item-sizes in the narrower range [40, 60]. This wider range makes the problem instances
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Table 5.3 The mean and std over ten runs on the test sets from DS1 using models trained
using different combinations of the heuristics H[1-6] and different window or batch sizes
in terms of Falkenauer’s performance and number of bins used

Falkenauer’s performance Number of Bins
# Window size #Heuristics Heuristics Acc Valid BLEU LSTM >BSS LSTM <BSS LSTM >BSS LSTM <BSS
| 6 | s 97.69% 98.66% 98.24% 2 140 0 25
) (+/-0.53%) (+/- 0.49%) (+/- 0.38%) (+/-2) (+/-21) (+/- 0) (+/- 12)
2 6 2 H(L. 5] 91.41% 95.89% 92.83% 10 564 1 83
? (+/-0.27%)  (+/- 0.40%) (+/- 0.25%) (+/-4) (+/- 56) +-1) (+/- 18)
3 6 5 HIL, 4] 98.85% 99.40% 99.18% 5 66 1 12
’ (+/- 0.55%) (+/- 0.55%) (+/- 0.40%) (+/-3) (+/-42) (+/- 1) (+/- 6)
4 6 4 H{1-4] 98.76% 99.29% 99.13% 3 64 1 16
(+/- 0.68%) (+/- 0.52%) (+/- 0.46%) (+-1) (+/- 45) (+-1) (+/- 14)
5 6 6 H[1-6] 90.71% 95.63% 92.05% 10 633 1 79
(+/- 1.12%)  (+/-0.711%)  (+/- 0.94%) (+/-2) (+/- 60) (+/- 1) (+/- 18)
6 12 4 H[1-4] 63.00% 80.31% 79.89% 67 1222 3 185
(+/- 1.01%)  (+/-2.08%) (+/- 0.59%) (+/- 13) (+/- 180) (+/- 1) (+/- 51)
7 18 4 H[1-4] 27.56% 48.51% 60.75% 50 919 2 191
(+/- 1.49%)  (+/- 1.69%) (+/- 0.96%) (+/-5) (+/-52) (+/-2) (+/-25)

Table 5.4 The mean and std over ten runs on the test sets from DS2 using models trained
using different combinations of the heuristics H[1-6] and different window or batch sizes
in terms of Falkenauer’s performance and number of bins used

Falkenauer’s performance Number of Bins
# Window size #Heuristics Heuristics Acc Valid BLEU LSTM >BSS LSTM <BSS LSTM >BSS LSTM <BSS
1 6 1 H5 88.12% 94.48% 91.78% 7 937 0 169
(+/-0.43%)  (+/- 0.47%) (+/- 0.26%) (+/-3) (+/- 44) (+/- 0) (+/- 20)
2 6 2 H[1, 5] 68.47% 87.10% 77.58% 29 2436 1 273
’ (+/-0.72%) (+/- 0.89%) (+/- 0.48%) (+/-7) (+/- 112) (+/-1) (+/- 41)
3 6 2 HIL. 4] 85.59% 93.14% 89.95% 46 1087 1 229
’ (+/-0.51%) (+/- 0.61%) (+/- 0.36%) (+/-7) (+/- 38) (+/- 1) (+/-24)
4 6 4 H[1-4] 84.42% 92.57% 89.12% 25 1189 0 233
(+/- 0.79%)  (+/- 1.29%) (+/- 0.50%) (+/-5) (+/- 88) (+/- 0) (+/- 36)
5 6 6 HI1-6] 66.17% 86.59% 75.90% 26 2686 1 278
(+/-0.51%) (+/- 0.56%) (+/- 0.37%) (+/- 6) (+/-91) (+/- 1) (+/- 29)
6 12 4 H[1-4] 25.21% 53.41% 58.51% 105 2089 1 478
(+/-2.35%) (+/- 2.89%) (+/- 1.64%) (+/-13) (+/- 125) +-1) (+/- 44)
7 18 4 H[1-4] 4.14% 20.31% 41.63% 33 736 1 253
(+/-0.62%) (+/-2.62%) (+/- 1.17%) (+/-4) (+/-95) (+/- 1) (+/- 48)

more difficult for the encoder to summarise and thus potentially the model requires more
encoder layers.

98% and 94% of the predicted solutions are valid in DS1 and 2 respectively. On both
datasets, the BLEU metric returns values in between the accuracy and validity values.
Perhaps surprisingly, a very small number of ‘creative’ solutions are produced, i.e solutions
that outperform the hand-designed heuristic used to generate the training set in terms of
Falkenauer’s performance metric and the number of bins used; however, the models (i.e.
generated heuristic) also produce some solutions that are lower in performance than the
BSS.

5.6.2 Impact of Training with Diverse Heuristics

Experiments #2 to #5 in Tables 5.3 and 5.4 aim to study how the various metrics are

influenced by the diversity of the heuristics used to create the training set, i.e. whether
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training on a dataset created using multiple diverse heuristics makes it harder or easier to
learn an effective model. 4 different hand-designed heuristic pools are considered:

* (BF, BFD): this pool contains two heuristics that have very different characteristics
(the former packing a single item in the order of appearance, the latter sorting the

entire batch before packing).
* (BF, WF): these heuristics have similar characteristics, both packing a single item.
* (BF, FF, NF, WF): all the heuristics that pack a single item in order of appearance.
* (BF, FF, NF, WF, BFD, FFD): all heuristics.

Note that as (BF, FF) produce very similar results these experiments did not test this
combination (with the same applying to (BFD, FFD)). Also, the combination (BF, NF) is
not evaluated given that NF solves only a few of the instances.

These experiments show that training with solutions created from diverse heuristics that
have different characteristics in terms of the methods they use to create a solution reduces
the ability of the learner (generated heuristic) to predict accurate and valid solutions (e.g.
comparing experiment #2 to #1 ) — a learner with more memory units is likely required to
cover this diversity. In contrast, solutions that are created using hand-designed heuristics
with similar characteristics (experiments #3,4) obtain similar results to experiment #1.

From the evaluation metrics perspective, these experiments show that accuracy and
validity appear correlated. The decrease in accuracy for experiment #2 (c.f. experiments
#1,3,4) is accompanied by a small increase in the number of new solutions found that are
better than any produced by the heuristics used to create the test data'®. However, this also
appears to be accompanied by a significant increase in the number of solutions obtained
that are worse than the best solver used to create the test data.

Fig 5.3 shows the performance distributions achieved by the VBS (i.e. the greedy
selection of the solution created using the best heuristic for each batch) and by the proposed
encoder-decoder LSTM learner for all valid solutions on the test sets DS(1,2), using batch-
sizes of 6 items and considering a pool of 4 heuristics (i.e. experiments #4). For these two
experiments, the trained learner obtains a very similar performance to the VBS.

Table 5.5 shows the comparison based on the p-values (in Table B.3 in the appendixes)
obtained from applying a Wilcoxon Signed-Rank Test [206] with 5% confidence level
to evaluate significance in a pairwise fashion of the encoder-decoder LSTM approach to
VBS. Falkenauer’s performance metric (equation 2.2) and the number of bins are used to
evaluate solutions quality. The null hypothesis that the VBS and encoder-decoder LSTM

80bviously a model that generates novel solutions that are better than those contained in the test set must
have reduced accuracy as this metric measures the percentage of solutions that are identical to those in the
test-set.
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(b) DS2 using 4H and batch of 6 items, i.e. experiment #4 in Table 5.4

Fig. 5.3 Evaluating encoder-decoder LSTM predictor VS VBS for the test set from DS(1,2)

achieve the same results on DS1 in terms of the number of bins cannot be rejected, while
the null hypothesis is rejected otherwise. It should be noted that Wilcoxon Signed-Rank
Test is a rank-sum test (not median tests) and thus it is possible for the ranks to differ but

the medians to be the same.

Table 5.5 The comparison between encoder-decoder LSTM and VBS for the test set from
DS(1,2) (experiments #4 in Tables 5.3 and 5.4) in terms of Falkenauer’s performance and
number of bins using Wilcoxon Signed-Rank Test. For LSTM-VBS pair of test, the |
means the first approach’s median is worst, — means there is no significance and <=
means both approaches have same median.

Falkenauer’s performance Number of bins used
DS1 1+ — —
DS2 1+ — +
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5.6.3 Effect of batch-size

Experiments #4, #6 and #7 in tables 5.3 and 5.4 aim to analyse the effect of the batch size
on the solution prediction. These experiments use batches of size 6, 12 and 18 items per
instance'®. These experiments are trained using solutions obtained from the pool of 4
heuristics [1-4] given that this setting returned the best result in the previous experiments.

The results show that the larger batch-size in both DS(1,2) reduces the ability of the
learner to produce accurate and valid solutions: a more complex encoder( i.e. more layers)
is required to address this. However, although the accuracy is decreased with the larger
batches, the results show a corresponding increase in the models’ creativity (especially in
terms of Falkenauer’s performance metric), i.e. its ability to produce better solutions than
the heuristics it was trained on. As in previous experiments, this is also accompanied by a
significant increase in solutions which are worse than BSS however. Unlike in experiments
#2 to #5, the Bleu metric has better values than accuracy and validity in experiments #6
and #7 which means although the solutions do not map exactly to those produced by the

training heuristics, there is good overlap with the original solutions.

5.6.4 Generalisation to new instances

The final series of experiments investigates the ability of the trained models (generated
heuristics) from the experiments in Tables 5.3 and 5.4 to generalise to a new dataset of
unseen instances. These instances are generated at random from a distribution with the
same parameters as DS1, DS2 respectively. However, recall that the instances in DS,
DS2 were specifically evolved to maximise the difference between the fitness of the best-
solving heuristic and the next best heuristic, so are likely to have particular characteristics
that are not apparent when a random ordering of items is used to generate the instance.

Tables 5.6 and 5.7 show the results of testing the previously trained models on new
unseen instances. Experiments #1 to #6 in these tables show that the models trained on
the non-random datasets DS1 and DS2 have excellent ability to generalise over the new
problem instances RDS1 and RDS2, obtaining results that only deviate by a maximum
of 2% in terms of accuracy when compared to the previous results presented in tables
5.3 and 5.4. Experiments #7 and #8 using the larger batch-size show accuracies that are
reduced by up to 7% in comparison to the non-random datasets, although it is noted that
these models performed relatively poorly on the original datasets.

In general, the results presented here concur with what Vinyals et al. [180] concluded
in their research using pointer network to predict solutions (i.e. optimised tours) for TSP
instances. Similar to the work here, they found that the trained pointer network would

19These sizes are chosen as on average each bin can fit two or three items
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Table 5.6 The mean and std results of the trained models on RDS1 (120-N-40-60-Random)
using different combinations of the heuristics H[1-6] and different window or batch sizes
in terms of Falkenauer’s performance and number of bins used

Falkenauer’s performance Number of Bins
# Window size #Heuristics Heuristics Acc Valid BLEU LSTM >BSS LSTM <BSS LSTM >BSS LSTM <BSS
| 6 | s 97.19% 98.39% 97.83% 1 171 0 26
) (+/-0.32%) (+/- 0.36%) (+/- 0.21%) (+/-2) (+/- 36) (+/- 0) (+/-9)
2 6 2 H(L. 5] 88.91% 94.42% 90.73% 6 683 0 66
? (+/- 0.50%) (+/- 0.61%) (+/- 0.36%) (+/-4) (+/- 56) (+/-0) (+/-19)
3 6 5 HIL, 4] 98.79% 99.37% 99.11% 9 66 1 10
’ (+/-0.53%) (+/-0.57%) (+/- 0.38%) (+/-2) (+/-37) (+/- 1) (+/-5)
4 6 4 H{1-4] 98.58% 99.17% 98.98% 5 72 1 10
(+/- 0.57%) (+/- 0.47%) (+/- 0.38%) (+/-2) (+/- 35) (+-1) (+/-9)
5 6 6 H[1-6] 88.62% 94.36% 90.27% 9 731 1 56
(+/-0.63%) (+/- 0.49%) (+/- 0.53%) (+/-3) (+/- 60) (+/- 1) (+/- 8)
6 12 4 H[1-4] 60.42% 76.94% 78.88% 67 1178 5 137
(+/- 1.19%)  (+/- 2.96%) (+/- 0.69%) (+/-7) (+/- 154) (+/-2) (+/- 38)
7 18 4 H[1-4] 23.79% 43.24% 59.84% 51 852 3 174
(+/- 2.46%) (+/-3.36%) (+/- 1.25%) (+/-5) (+/- 54) (+/-2) (+/- 16)

Table 5.7 The mean and std results of the trained models on RDS2 (120-U-20-100-
Random) using different combinations of the heuristics H[1-6] and different window or
batch sizes in terms of Falkenauer’s performance and number of bins used

Falkenauer’s performance Number of Bins
# Window size #Heuristics Heuristics Acc Valid BLEU LSTM >BSS LSTM <BSS LSTM >BSS LSTM <BSS
1 6 1 H5 88.84% 94.21% 92.44% 6 793 0 114
(+/- 0.56%) (+/- 0.63%) (+/- 0.33%) (+/-3) (+/- 58) (+/- 0) (+/-19)
2 6 2 H[1, 5] 66.81% 85.39% 76.87% 27 2449 1 176
’ (+/-0.83%) (+/- 1.13%) (+/- 0.64%) (+/- 6) (+/- 661) (+/-1) (+/-31)
3 6 2 HIL. 4] 85.34% 92.22% 90.17% 62 989 0 157
’ (+/-0.70%)  (+/- 0.57%) (+/- 0.50%) (+/-5) (+/- 45) (+/- 0) (+/-21)
4 6 4 H[1-4] 83.69% 91.02% 88.98% 30 1074 0 152
(+/- 0.95%) (+/- 1.45%) (+/- 0.53%) (+-4) (+/-91) (+/- 0) (+/-29)
5 6 6 HI1-6] 63.82% 84.41% 74.711% 25 2751 1 186
(+/- 0.64%) (+/- 0.70%) (+/- 0.46%) (+/-5) (+/- 106) (+/- 1) (+/- 29)
6 12 4 H[1-4] 18.67% 45.36% 54.78% 105 2010 1 443
(+/- 1.79%)  (+/- 3.18%) (+/- 1.32%) (+/- 14) (+/- 134) +-1) (+/- 44)
7 18 4 H[1-4] 2.57% 13.97% 39.58% 27 518 1 175
(+/-0.43%) (+/-2.10%) (+/- 1.08%) (+/-5) (+/-79) (+/- 1) (+/-32)

sometimes output an invalid tour — for instance, it would repeat two cities or decided
to ignore a destination. This procedure was relevant for wider pointer network, i.e. the
number of cities >20, where at least 10% of TSP instances would not produce any valid
tour; and this is similar to the results presented in Section 5.6.3 in which the larger the

batch-size the worse the accurate and the valid solutions.

5.7 Conclusions

This chapter has proposed a radical approach which uses a deep learning model, encoder-
decoder LSTM, to directly predict a solution from instance-data. This bypasses the typical
processes of ASP first defined by Rice [1] in which features need to be derived from
instances and mapped to an algorithm-space via a learner of some kind. The trained deep
learning models can be considered as automatically generated heuristics that can make

decisions implicitly in order to generate the solution.
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In order to show the potential benefits of pursuing this line of research more deeply,
this chapter has evaluated the approach on a simple type of streaming problem in the
packing domain in which items arrive in batches, and each batch must be packed before
moving to the next. This chapter has provided the first description of a model that is
capable of predicting a solution in the bin-packing domain and then studied two questions
in depth. The first concerns the influence of the stream length on performance, while the
second aims to understand whether the diversity of the heuristics in a pool used to create
the training data influences performance.

Experiments showed that the proposed approach is able to predict very accurate solu-
tions with smaller batches, particularly using solutions produced by a pool of heuristics
with similar characteristics. Also, the models trained on the non-random datasets have ex-
cellent ability to generalise over the new datasets containing randomly generated instances
with similar item size distributions to those on which they were trained. Furthermore, and
perhaps surprisingly, all of the trained models were able to produce a small number of
novel solutions that had better performance according to the Falkenauer fitness metric and
the number of bins than any of the heuristics used to train the system.

Clearly, the work presented here only represents the first steps into this new paradigm.
The next chapter introduces further work to develop the approach to deal with a more
general version of streaming problems and to investigate feeding dynamic information
about the current state of partial solutions into the networks. Despite this, this chapter
suggests that the method provides a promising new direction for research within generating

algorithms automatically that is ripe for further exploration.
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A Neural Approach to Generation of
Constructive Heuristics
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Box 3

Both algorithm selection methods and selective hyper-heuristic methods rely on a pool
of complementary heuristics. Improving the pool with new heuristics can improve perfor-
mance, however, designing new heuristics can be challenging. Methods such as genetic
programming have proved successful in automating this process in the past. Typically,
these make use of problem state-information and existing heuristics as components.

The previous chapter introduced a preliminary study for a novel approach to generate
constructive heuristics automatically to solve a simple version of the streaming bin-
packing problem (i.e. short streams) by training a deep learning model on solutions that
are generated from a set of heuristics. This chapter develops the previous AGP approach to
handle a general version of streaming bin-packing problem instances and to feed dynamic
information about the current state of partial solutions into the deep learning model as
input. This chapter proposes a novel neural approach for generating constructive heuristics,
in which a neural network acts as a heuristic by generating decisions. Two architectures are
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evaluated, an encoder-decoder LSTM and a feed-forward neural network. Both are trained
using the decisions output from existing hand-designed heuristics from the literature on a
large set of instances. Unlike the AGP approach proposed in the previous chapter, this
AGP approach can handle an unbounded stream with stochastic arrival of individual items
which must be packed immediately in strict order (one by one) and using a limited number
of bins. It also examines all the available bins and uses dynamic information regarding
bins-state to close full bins when necessary and open new ones if required. These trained
neural models themselves essentially act as heuristics, directly outputting decisions. Thus,
they are considered reusable heuristics that can be applied to new similar BPP instances
with the same item size distribution.

This AGP approach is tested by evaluating the contribution of the new heuristics to a
pool created by combining them with a set of existing well-known heuristics in the field of
bin-packing on a large set of instances with an increasing number of available bins. The
resulting pool can be used either with an algorithm selector or a selective hyper-heuristic.
Many methods exist for both the former and the latter and therefore the evaluation is

constrained to the contribution of the heuristics to the pool.

6.1 Contribution

The major contribution of this chapter is to describe a novel neural approach to generating
constructive heuristics using an encoder-decoder LSTM or NN that directly outputs
decisions taking into account the size of the current item to be packed and the current state
of open bins. The new AGP method is rigorously evaluated on a streaming bin-packing
problem with a limited number of bins by:

* Conducting an investigation of the scalability of the proposed approach with respect

to the number of bins available for packing.

* Establishing a comparison of the new pools of heuristics that include encoder-
decoder LSTM and/or a feed-forward neural network heuristics to the baseline pool
of three constructive hand-designed heuristics from the literature, in order to deter-

mine whether the new generated heuristics provide significant overall improvement.

* Conducting an investigation of the capability of the proposed approach to generalise
to new datasets containing randomly generated instances with similar characteristics

to those on which they were trained.

This is the first time that such an approach has been used for the streaming 1D-BPP

with a limited number of bins available, and provides an alternative method for generating
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heuristics that can be used in algorithm selection or selective hyper-heuristics. Although
the method is evaluated in this instance on examples from the bin-packing domain, it is
expected that the proposed approach should easily generalise to other streaming domains
such as the Block Relocation Problem (BRP) [234] or dynamic Job-Shop Scheduling
[235].

6.2 Background and Motivation

As mentioned in Chapter 2, given a large set of problem instances in a combinatorial
optimisation domain, it is well-known that the performance of any given heuristic will
vary from instance to instance. Hence, a pool of heuristics that have a complementary
performance within the instance space is likely to be beneficial. This performance com-
plementarity can be exploited in multiple ways including algorithm selection problem:
given a set of heuristics, an algorithm selector [7] can be used to choose the best heuris-
tic for a particular instance. Alternatively, hyper-heuristic [54] can combine low-level
human-designed heuristics in a manner which allows the resulting method to outperform
any of the individual heuristics when solving a combinatorial optimisation problem. Both
approaches rely on a pool of quality heuristics. Adding new heuristics to the pool can
improve performance across a set of instances, particularly if a new heuristic is diverse
w.r.t the existing heuristics.

While hand-crafted heuristics can be selected from existing literature, some research
communities have focused on new automated methods to generate new heuristics, e.g.
generative hyper-heuristic, machine and deep learning communities (described in Chapter
2). Most of these methods rely on a pool of existing heuristics which become components
of new generated heuristics, e.g. exist as nodes in a tree evolved using GP-based HH. As
described in Chapter 2, the generated heuristic using machine or deep learning is either
called once to produce a solution for a given problem instance (similar to the proposed
approach in Chapter 5) or called repeatedly to make decisions at each decision step while
dealing with the problem instance. Unlike the AGP approach proposed in Chapter 5, the
generated heuristics using the approach in this chapter can be called repeatedly to make
a decision for each item in the streaming problem instance. This chapter develops the
previous chapter approach in which it can handle an unbounded stream with stochastic
arrival of individual items which are packed on arrival taking into account the size of
the current item to be packed and the current state of open bins. While the networks
in the previous chapter approach were trained on solutions, neural network heuristics
in this approach are trained to learn from the decisions generated by a set of low-level
heuristics — this is in stark contrast to typical HH methods for the heuristic generation
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that combine low-level heuristics into new heuristics. Unlike generative HH approaches
that search in the space of possible heuristics that may be suitable for solving a problem,
the proposed approach navigates the space of possible decisions that create a solution for
a given problem instance.

The approach is applied to solving streaming bin-packing problems: domains which
incorporate streaming data — data points that arrive in a continual stream, which may
be large and potentially unbounded, and in which the order of data points cannot be
influenced — which still pose considerable challenges for existing methods. Many real-
world problems also have an additional constraint in that the items arriving in the stream
have to be dealt with by limited resources, e.g. packing items from a conveyor into
trucks in a holding area, or stacking problems (common in shipping and steel industries
[234, 236]) in which large items are moved by crane between arrival, holding and delivery
stacks, each with a fixed capacity.

There are of course different methods for decision-making in a dynamic environment
such as Monte Carlo Tree Search [237] also likely to be able to solve the problem
at hand. However, as described in section 6.4, the problem at hand is a sequence-to-
sequence problem. Given the fact that encoder-decoder LSTM topologies have been
applied successfully to solve sequencing problems in the natural language processing field
[11, 19], the driving motivation is to investigate whether they can also be used to generate
heuristics to solve a combinatorial optimization problem. The next section describes
the version of streaming bin-packing and the data used in the research presented in this

chapter.

6.3 Streaming 1D-BPP Problem Instances

The following streaming bin-packing problem scenario is considered (Fig 6.1): “Given a
production line where the packing/stacking is carried out by a fixed robot arm/crane at
the end of the line, the items (e.g. steel slabs) arrive one by one to be packed/stacked into
a certain set of containers. When the item doesn’t fit in any container, then the container
with the lowest free space is closed and a new one is opened to pack/stack the item into."

A subset of 900 bin-packing instances is used from datasets DS(1,2) described in
Chapter 3, each of which has 120 items and is initialised with item sizes drawn from
two different distributions. In order to solve this as a streaming instance, the items are
considered to arrive in the order defined in each instance. From these instances, two
balanced datasets DS(1,2) are defined each with 450 instances as shown in Table 6.1
as follows. Each instance is solved best by one of the heuristics under investigation
(according to the Falkenauer fitness function [79] given in equation 2.2). The heuristics
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Fig. 6.1 The Packing Process

considered are — BF; FF and WEF, described in Chapter 2. Thus, 150 instances are solved
best by each one of them.

Each row of training data describes the input to the network as [/temO, BinState,

BinStatey, BinState,] and the related output as sequence of actions as [Ap;n0, Apinl ,Apinz):

a bin state is defined as the residual capacity of each bin (i.e. how much space is remaining

in the bin) and an action Ay;, specifies whether or not an item should be placed in a bin, or

whether or not a bin should be closed and the item packed into a new one. This process of

extracting this data is explained in the following steps:

1.

2.

Label each instance with the best performing heuristic, as described above.

Split the data set into 300 instances for training and 150 instances for testing

purposes.

Concatenate all the training instances to create a long training stream of 36,000
items (300x120); this is repeated for the test set, resulting in a test stream with
18,000 items. Label each item with the heuristic Hy.,, that best solved the instance

the item came from.

For each item i in the training stream, determine the current bin states BS, and

denote the input data as [item, BS].

Apply Hjer, Which determines which bin the item will be placed in (assuming there
are a fixed number of bins b available at any one time, each with bin capacity C =
150). Assign an action sequence A to the item as the desired output, e.g. [0,0,1]
indicating the item is placed in the 3rd bin.

The duplicates in these inputs (item size + bin states) and outputs (actions) have been

checked and very few rows have duplicates in inputs and conflicted outputs, between
0.02%-0.18% depending on the dataset and the number of bins used (see Table C.1 in the

appendixes), thus these duplicates are unlikely to affect the training of the neural models.
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Table 6.1 Data sets details [24]. Bin Capacity is fixed at 150

DS | total njms Lower - Upper Bounds Distribution
DS1 | 450 120 [40-60] Gaussian
DS2 | 450 120 [20-100] Uniform

The next section explains the proposed neural approach to generate constructive heuristics

automatically.

6.4 The Neural Approach For Decision Making

This proposed method generates a heuristic that makes a decision per-item as it arrives
in the stream?° (arrival items size are unknown in advance). Two types of neural models
are trained. The first uses a sequential-based architecture, namely an encoder-decoder
LSTM. This is compared to a classic feed-forward neural network. These models take
the size of the current item from a stream and the current state of open bins BS as input
and output a decision: i.e. whether the item should be packed in a bin, or whether a bin
should be closed and the item packed into a new one. Therefore, the trained models act as
constructive heuristics in determining where an item is packed. The models are trained
using decisions generated from each of a set of low-level heuristics using a large set of
instances as training data.

In this sense, the proposed approach aims to make a sequence of actions per bin
based on an item size and a sequence of current bins states, following which the item is
packed accordingly, as presented in Fig 6.1. The decision is the non-zero action and this
is checked for validity (e.g. to ensure an item can fit in a bin, explained in section 6.5),
then the approach packs the item and updates the current bin states. Dynamic information
regarding the current bin states is fed back into the network to pack the next item in the

stream (Fig 6.2). Three possible actions are considered:
* No packing in this bin (denoted by 0).
 Pack the item in this bin (denoted by 1).

* Close this bin, open a new one and pack the item in it (denoted by 2).

Fig 6.3 shows two numerical examples of how the predicted decision would be using
either 1) encoder-decoder LSTM (Fig 6.3a) or ii) classical neural network (Fig 6.3b) when
packing an item into one out of three available bins (details about these two models is
presented in the next section). Also, the figure shows the teacher forcing technique to

train this kind of networks as has been described in Chapter 2.

20 An alternative would be to consider a sliding window and consider batches as distinct sub-problems
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Fig. 6.2 The workflow of the encoder-decoder LSTM decisions making

6.5 Experiments and Results

Keras functional APT?!

is used for the LSTM implementation, where the input is the
size of an item to be packed and a sequence of the current bin states, and the output is a
sequence of actions per bin. The input and output are both one-hot encoded. A preliminary
empirical investigation was conducted to tune the encoder-decoder LSTM architecture and
hyper-parameters using the ranges shown in Table C.2 in the appendixes. Also, Fig C.1 in
the appendixes shows a schematic description of the encoder-decoder LSTM model with
its layers and the trainable parameters number. The "Adam" optimiser [222] was used in
all tuning experiments due to its reported accuracy, speed and low memory requirements.
Using Keras, a classical neural network is also implemented where the input/output are the
same as in LSTM approach except that they are not one-hot encoded, and output actions
are represented using two neurons. For example, the last NN layer includes 6 neurons in
the experiments with 3 bins and 40 neurons with 20 bins, where (0,0) refers to no packing;
(1,0) for packing and (0,1) for closing the bin and open new one to pack the item in. The
hyper-parameters of both the LSTM and NN are shown in Table C.2 in the appendixes.
All experiments are conducted on Google Colab?? with GPU run-time used to execute the
experiments.

As previously described in section 6.3, each dataset was split into a training set (67%)
and test set (33%). These sets were created for two scenarios, each using a different
number of bins (3 and 20). Each training set contains a list of input-output pairs in which
the input is item size and list of the current bin states, and the output is a list of actions for
each bin. Each experiment was repeated ten times, thus produces 20 different LSTM- and
NN-generated heuristics. For each experiment, the model that provides the lowest error
from the training phase is saved then the trained models are tested on the testsets, and

additionally on two new random datasets each of which includes 150 randomly chosen

2 https://github.com/fchollet/keras
2https://colab.research.google.com/notebooks/welcome.ipynb
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Fig. 6.3 The trained deep learning models behave as generated heuristics to predict
sequence of actions per bin for packing an item in one out of three available bins
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instances from datasets RDS(1,2) (described in Chapter 3) that are created from the same
properties of the original datasets, see Table 6.1.

As mentioned before, the LSTM model outputs a sequence of actions per bin. The
decision is defined as the non-zero action; the item is packed into the bin indicated by
the ‘1’ in the action sequence. As the decoder predicts an action per bin recursively, the
LSTM approach might output a sequence of conflicting actions (e.g. the item should be
packed in multiple bins). In this case, the tie is broken by applying the first non-zero
action then correct all subsequent actions to O so that there is only one non-zero action.
Despite the fact that using an architecture that can produce conflicting actions comes with
a cost associated with their repair, in practice, this rarely happens: for instance, for DS2
using 20 bins only 1% of actions are conflicted per instance. NN approach predicts a
decision directly (i.e. non-recursively) and thus only one non-zero action is output, i.e.
there are no conflicting actions. Now after having a decision (the non-zero action), it is
possible that the LSTM and NN can output an invalid decision, e.g. attempting to overfill
a bin or not to place the item in any bin. Therefore a correction to these cases is applied,
ensuring a valid decision 1s always produced. These special cases and the corrections
applied are listed in Table C.3 in the appendixes. It is worth noting that this technique of
dealing with invalid decisions is common in the literature related to generating heuristics
with constraints [145, 146, 78, 131, 132].

The quality of the decisions made is determined by considering a sequence of n = 120
decisions as a batch, and measuring the quality of the overall solution created for the
entire batch as a result of applying each decision. The Virtual Best Solver (VBS) (i.e.
the baseline oracle) is defined as the best of the three low-level heuristics (BF, FF and
WF) used to create the training data. ‘Best’ is defined in terms of the Falkenauer fitness
metric or number of used bins, depending on the experiment. Also, Validity: is defined
as the percentage of decisions per batch that are valid in the sense that (1) there is at
least one decision with value 1 or 2 (i.e. the item is packed) (2) no constraints regarding
bin-capacity are broken.

6.6 Results

This section describes the experiments results as presented in Tables 6.2 to 6.5. The
section presents experiments to (A) Establish how often the encoder-decoder LSTM and
NN generated heuristics produce valid decisions; (B) Compare the generated heuristics
performance to the individual constructive heuristics performance; (C) Gain insight into
how much benefit the generated heuristics bring to the baseline pool of heuristics and (d)
Investigate the generalisation ability of the proposed approach over new random instances.
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Table 6.2 Mean/std of the validity results obtained from 10 experiments of LSTM and

NN approaches on 150 testing instances from DS1 and DS2

# LSTM NN

DS1-3bins (3_9 083(3%%) (3-9 OSgZO%)
DS1-20bins | 3_767_2?%) (3_2 '1(,’3?%)
o2 | Pl i
DS2-20bins (3_4 Olj?%) (+Z-6 35};70%)

6.6.1 Returning Valid Decisions

Tables 6.2 shows that when using 3 bins both LSTM- and NN-generated heuristics obtain
similar results in terms of generating valid decisions. It is clear that the NN heuristics fail
to handle larger numbers of bins (20), generating many more invalid decisions. The poor
performance of the standard neural network with the long sequences of bin states is not
surprising, as a standard architecture cannot learn the mapping between the sequential
information implicit in the bins states and the sequence of actions. Furthermore, the results
show that the LSTM heuristics make valid decisions (that is, do not require correction
for not packing an item or breaking bin-capacity) the majority of the time: [97%-99%]
and [94%-99%] for DS1 and 2 respectively. The DS2 results in more invalid decisions
than DS1. This is possibly due to a broader range of item sizes [20, 100] that are used
to build DS2 instances (DS1 ranges from[40, 60]): the encoder may have more difficulty
summarising instances with a wide range of values, potentially requiring more encoder

layers for the model.

6.6.2 Comparing Neural-Generated Heuristics To Human-Designed
Heuristics Performance

The VBSs and their heuristics are presented in Figure 6.4. The baseline VBS(1) includes
the human-designed constructive heuristics (BF, FF and WF); VBS(2) and (3) expand
VBS(1) with the best-of-run (in terms of valid decisions) generated heuristic using LSTM
and NN respectively; and VBS(4) includes the best-of-run generated LSTM and NN
heuristics. Tables 6.3 shows the number of instances that are uniquely best solved using
the VBSs for DS(1,2) in terms of both Falkenauer’s performance and the number of bins
used. The uniquely best heuristic is the heuristic that outperforms the other heuristics in a

pool to solve a given instance, i.e. it has the best performance and without being equal
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Fig. 6.4 The heuristics used in each VBS

to any other heuristic performance. One would notice that the numbers of instances in
Table 6.3 (especially in terms of the number of bins) do not sum up to the number of
test instances (150 instances). Since these experiments only aim to evaluate the unique
contribution of each heuristic, the number of instances that are solved equally using
heuristics in a pool is not presented.

As balanced datasets are used in terms of Falkenauer’s performance (described in
section 6.3), the heuristics in VBS(1) solve the same number of instances each in DS(1,2)
however, these numbers can be different in terms of bins used. In the experiments using 3
bins from Falkenauer’s performance perspective, the generated heuristics solve a good
number of instances and sometimes exceed those solved by the well-known human-
designed heuristic BF. The LSTM heuristic solves 31% of the test instances (47 instances)
uniquely best outperforming BF that solves 29% (44 instances) in DS1. The LSTM
heuristics are considered as first- and second-best performance heuristics in the VBS(2)
solving uniquely 26% and 31% of the testsets on DS(1,2) respectively while NN heuristics
are considered second-best performance in VBS(3) solving 26% and 27% of test instances
on DS(1,2) respectively. In terms of the number of bins, many instances are solved equally
using the heuristics in the pools however the new generated heuristics in VBSs(2 and 3)
are considered second- and third-best performance. Also, extending the baseline VBS(1)
to VBS(4) by adding the new heuristics, LSTM and NN heuristics solve very few instances
equally and better than the original heuristics, i.e. 2 and 3 instances from DS1 and 2
respectively.

In the experiments using 20 bins, it is clear that the NN heuristics fail to handle larger
numbers of bins (20), failing to solve any instance with performance better than the other
methods. While LSTM heuristics solve 35 and 14 in DS1 and DS2 respectively from
Falkenauer’s performance perspective. In general, the new heuristics solve fewer instances
in DS2 comparing to DS1. This is possibly due to a broader range of item sizes [20, 100]
that are used to build DS2 instances (DS1 ranges from[40, 60]): the encoder in the LSTM
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Table 6.3 The number of instances in testsets from DS(1,2) that are uniquely best solved
using the heuristics per VBS in terms of both Falkenauer’s performance and number of
bins used.

DS1- 3 bins Falkenauer’s Performance Number of Bins
BF | FF | WF | LSTM | NN | LSTM=NN | BF | FF | WF | LSTM | NN | LSTM=NN
VBS(1) 50 | 50 | 50 — — — 42| 7 | 16 — — —
VBS(2) 44 | 27 | 31 47 — — 33 | 7 8 14 — —
VBS(3) 49 139 | 20 — 41 — 41 | 7 8 — 7 —
VBS(4) 43 | 22| 15 37 31 0 33 | 7 7 12 4 2
DS1- 20 bins
VBS(1) 50 | 50 | 50 — — — 50 | 39 | 38 — — —
VBS(2) 48 | 32 | 31 35 — — 48 | 22 | 26 11 — —
VBS(3) 50 | 50 | 50 — 0 — 50 | 39 | 38 — 0 —
VBS(4) 48 | 32 | 31 35 0 0 48 | 22| 26 11 0 0
DS2- 3 bins
VBS(1) 50 | 50 | 50 — — — 43 116 | 6 — — —
VBS(2) 48 | 40 | 22 40 — — 39 11| 5 11 — —
VBS(3) 49 | 35| 27 — 39 — 38112 5 — 7 —
VBS(4) 47 | 33| 15 31 24 0 3519 4 8 3 3
DS2- 20 bins
VBS(1) 50 | 50 | 50 — — — 50 | 23] 10 — — —
VBS(2) 50 | 50 | 36 14 — — 50 (23] 9 3 — —
VBS(3) 50 | 50 | 50 — 0 — 50 | 23| 10 — 0 —
VBS(4) 50 | 50 | 36 14 0 0 50 {23 ] 9 3 0 0

approach may have more difficulty summarising instances with a wide range of values,
potentially requiring more encoder layers for the model.

As an example to show the instances that are solved equally best, figure 6.5 shows
the number of instances that are solved using VBS(4) heuristics on DS1 using 3 bins in
terms of the number of bins used. Each heuristic is a bubble with a size refers to the
number of instances uniquely best solved by that particular heuristic. The width of the
edges between the bubbles refers to the number of instances solved equally using the two
related heuristics. As it is complicated to show the different combinations of heuristics
that solve the instances equally, the combinations are decomposed into pairs, e.g. if an
instance is solved equally best using this set of heuristics (BF, FF and LSTM) then this
instance is counted in (LSTM, BF), (LSTM, FF) and (BF, FF) edges.

6.6.3 Comparing The VBSs

As described in the background section 6.2, the aim of the research presented in this
chapter is to improve the overall performance by adding new generated heuristics to a
pool of human-designed heuristics. Assuming a perfect per-instance algorithm selector
using three, four and five heuristics, i.e. VBSs 1, 2/3 and 4 respectively. Table 6.4
shows the total performance from both Falkenauer’s performance and the number of bins
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Fig. 6.5 The diagram illustrates the relative contribution of each heuristic to the pool. The
size of a bubble indicates the number of instances uniquely solved by a heuristic. An edge
between two heuristics indicates the number of instances on which the two heuristics are
equal "winners", denoted by the edge-width and numeric indicator. The orange bubble
represents the heuristic under consideration

perspectives on DS(1,2) using 3 and 20 bins. In general, adding the LSTM-generated
heuristic to the original VBS improves the overall performance in most cases while adding
the NN-generated heuristic improves the performance in the experiments using 3 bins only.
Adding both the neural generated heuristics (LSTM and NN) leverage the complementary
strength of both heuristics,

In order to exploit the performance complementarity of the different heuristics that
cover different parts of the instance space, VBS(S) is created that includes all the heuristics,
i.e. the human-designed constructive and all the neural generated heuristics (10 LSTM
heuristics and 10 NN heuristics). A pool with more well-designed heuristics is expected
to achieve significantly better results than a pool with a fewer number of heuristics. The
results mainly back this up, as shown in Table 6.5 using 3 bins only (constructed based
on p-values of table C.4 in the appendices). Ultimately, the number of containers (bins)
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Table 6.4 The Total Falkenauer’s performance and number of used bins per VBS on
testsets (150 instances) from DS(1,2) using 3 and 20 bins, where the higher the Falkenauer
value is better and the lower number of bins used is better

Falkenauer’s Performance Number of Bins
VBS(1) | VBS(2) | VBS(3) | VBS(4) | VBS(5) | VBS(1) | VBS(2) | VBS(3) | VBS(4) | VBS(5)
DS1-3bins | 123.826 | 124.402 | 124.186 | 124.646 | 125.376 | 6639 6624 6631 6619 6601
DS1-20bins | 134.153 | 134.706 | 134.153 | 134.706 | 135.516 | 6358 6345 6358 6345 6325
DS2-3bins | 118.251 | 118.669 | 118.545 | 118.805 | 119.932 | 8255 8243 8248 8240 8202
DS2-20 bins | 134.488 | 134.636 | 134.488 | 134.636 | 134.703 | 7634 7631 7634 7631 7630

determines the cost of any real-world solution. VBS(5) obtains the best performance
improving over VBS(1) and saving 38 and 53 bins in the experiments using 3 bins for DS(1
and 2) respectively. Using 20 bins, VBS(5) uses 4 and 33 fewer bins than the baseline
VBS(1) on DS(1 and 2) respectively. Although saving 4 bins could be seen as a small
number of saving, those bins might be ships or planes and thus saving potentially millions
of dollars. Table 6.5 shows the results obtained from applying a Friedman test followed
by Nemenyi post-hoc test with 5% confidence level to evaluate significance in a pairwise
fashion of the new VBSs to the baseline VBS.

Table 6.5 The comparison between the new VBSs and the baseline VBS over the different
testsets (150 instances) from DS(1,2) in terms of Falkenauer’s performance and number
of bins using Friedman test followed by Nemenyi post-hoc test. For a given pair of VBS
tests VBS(a,b), the T means the first VBS’s median is better, <= means both VBSs have
equal median, 4+ means there is significance, — means there is no significance and Typical
means both VBSs are typical and the added heuristic failed to outperform the constructive
heuristics.

Falkenauer’s Performance Number of Bins
DS- Bins VBS(2,1) VBS(3,1) VBS(4,1) VBS(2,3) VBS(5,1) | VBS(2,1) VBS(3,1) VBS(4,1) VBS(2,3) VBS(,1)
DS1- 3 Bins T+ T+ T+ T— T+ = - = - = - = - =+
DS1- 20 Bins T+ Typical T+ T+ T+ = - Typical = - = - = -
DS2- 3 Bins T+ T— T+ T — T+ = — = — = - = — T+
DS2-20Bins | < — Typical = — = — = - = — Typical = — = — = -

6.6.4 Generalisation to new instances

Finally, experiments presented in Table 6.6 aim to evaluate the generalisation ability of
the LSTM- and NN-generated heuristics to new datasets RDS(1,2) of unseen instances,
150 instances per dataset. These instances are created randomly using the same parameter
distribution as DS1, DS2, respectively. Since these instances are randomly generated,
so they are imbalanced solved using the heuristics in the VBS(1) in RDS(1,2) using 3
and 20 bins from Falkenauer’s performance and the number of bins perspectives. It can
be noticed that these instances are uniquely solved using FF and BF in most cases. The

results of the generated heuristics have a similar pattern to the results using DS(1,2).
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The LSTM and NN heuristics are considered the third-best performance heuristics in
the VBS(2,3) on RDS(1,2) using 3 bins from Falkenauer’s performance perspective.
While they are considered second- and third-best performance heuristics on RDS(1,2)
respectively using 3 bins from the number of bins perspective. It is interesting to note
that NN-generated heuristic outperforms LSTM-generated heuristic in VBS(4) solving
12 instances comparing to 9 solved by LSTM heuristic on RDS1 using 3 bins. Similar to
DS(1,2) results, in experiments with 20 bins, NN heuristics fail to handle larger numbers
of bins (20), failing to solve any instance with performance better than the other methods.
While LSTM heuristics solve only 10 instances in RDS1 and fail to solve any in RDS2
from Falkenauer’s performance perspective.

Table 6.6 The number of instances in testsets from RDS(1,2) that are uniquely best solved
using the heuristics per VBS in terms of both Falkenauer’s performance and number of
bins used.

RDSI1- 3 bins Falkenauer’s Performance Number of Bins
BF | FF | WF | LSTM | NN | LSTM=NN | BF | FF | WF | LSTM | NN | LSTM=NN
VBS(1) 64 | 64 | 22 — — — 51| 3 1 — — —
VBS(2) 54 | 44 | 16 35 — — 34| 2 0 5 — —
VBS(3) 62 | 52| 16 — 18 — 46 | 3 0 — 5 —
VBS(4) 53 | 36 | 11 32 15 0 33| 2 0 4 4 1
RDS1- 20 bins
VBS(1) 70 | 69 | 10 — — — 48 | 14 | 2 — — —
VBS(2) 68 | 62| 9 10 — — 45 114 | 2 0 — —
VBS(3) 70 | 69 | 10 — 0 — 48 | 14 | 2 — 0 —
VBS(4) 68 | 62| 9 10 0 0 45 |1 14| 2 0 0 0
RDS2- 3 bins
VBS(1) 100 | 50| O — — — 84 | 7 0 — — —
VBS(2) 97 |44 | O 9 — — 79 | 6 0 1 — —
VBS(3) 9% | 37| O — 13 — 77 | 5 0 — 2 —
VBS(4) 93 32| 0 9 12 0 72| 4 0 1 2 0
RDS2- 20 bins
VBS(1) 98 | 52| O — — — 78 | 7 0 — — —
VBS(2) 98 | 52| O 0 — — 78 | 7 0 0 — —
VBS(3) 98 | 52| O — — 78 | 7 0 — 0 —
VBS(4) 98 | 52| O 0 0 0 78 | 7 0 0 0 0

6.7 Conclusions

This chapter proposed a novel neural approach to generating constructive heuristics for
dealing with streaming bin-packing problem that directly outputs decisions to pack items
accounting for current bin states. Unlike typical methods to generate heuristics such as
genetic programming that search the heuristics space for potential good heuristics, the
proposed approach navigates the decision space for solving the problem instance. This

chapter tested the approach by evaluating the contribution of the new generated heuristics
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to a pool created by combining them with a set of existing well-known heuristics in the bin-
packing field with an increasing number of available bins. This chapter used two datasets
including long streams drawn from two different distributions. The results showed that the
expanded pool with the best-of-run generated heuristics brings improvement in 26%-31%
of cases in terms of Falkenauer’s performance using a small number of available bins.
Also, since the different heuristics cover different parts of the instance space, adding all
the generated heuristics leverages the performance complementarity strength and provides
more improvement with saving up to 53 bins. Furthermore, this chapter provides the
first example of using an encoder-decoder network with long-short-term memory as a
generative heuristic technique for streaming bin-packing problem with limited resources.
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Chapter 7
Conclusions

This chapter (i) summarises the work presented in preceding chapters of this thesis; (ii)
provides answers to the research questions presented in Chapter 1; (iii) draws conclusions
and discussion and (iv) presents an outlook on future work.

7.1 Summary

This thesis has investigated using deep learning, precisely recurrent neural networks
with long-short term memory, for algorithm selection and generation to address the
literature gaps in these two fields of the need to define features a priori, especially for
dealing with streaming data. Generally, deep learning has proved the ability to extract
features automatically in many domains with sequential nature, including video and
image recognition, natural language processing, music generation and speech recognition
[13—15]. This thesis extends these works by applying RNN-LSTM to the optimisation
domain, and specifically domains in which there is a sequential aspect. The contribution
of this thesis to the knowledge is summarised in Figure 7.1. Starting with traditional
feature-based algorithm selection in the literature, moving on to the proposed feature-free
approach in the second row. Then, the third row shows how bypassing algorithm selection
moves the research into algorithm generation, followed by the proposed feature-free
algorithm generation approaches in the last two rows.

The research presented in this thesis started with proposing a novel feature-free
algorithm selection approach (Chapter 4) for sequential optimisation problems that exhibit
an ordering w.r.t the elements of the problem and how they should be dealt with. Unlike
most ASP techniques (first row in Fig 7.1), this approach does not require the design
and selection of features to describe an instance, as shown in the second row in Fig 7.1.
Two RNNs, with LSTM [10] or GRU [11], were trained using the sequence of items

representing an instance directly as input to predict the best algorithm to solve the instance.

103



7.1 Summary | 104

Traditional Feature-Based Algorithm Selection

Solution

Solution

Solution

Feature-Free Algorithm Generation, Chapter 6

Fig. 7.1 From algorithm selection to algorithm generation using deep learning contribution.
The dotted boxes refer to tasks that were bypassed by the approaches proposed in this
thesis

Thus no need to design and select features to describe an instance. This chapter also
compared this feature-free approach with traditional feature-based approaches using ten
hand-designed features and six classical machine learning techniques. Both the novel and
the traditional approaches were thoroughly evaluated on nine different large datasets (five
evolved and four randomly generated datasets), exhibiting different numbers of items and
different distributions of item sizes. The evolved datasets were generated in a way that
each problem instance has a distinct best-solver.

The whole concept of algorithm selection consists of predicting the best performing
algorithm for a given problem instance. Bypassing the need to select the best algorithm
and predicting the solution directly instead, moves the research from ASP into AGP, as
shown in the third and fourth rows of Fig 7.1. Chapter 5 proposed a novel approach
using a deep learning model, encoder-decoder LSTM, to generate constructive heuristics
automatically. Encoder-decoder LSTM was trained using solutions obtained from a set of
heuristic algorithms to directly predict a solution from the instance data, i.e. without the
need to define features a priori. The trained deep learning model can be considered an
automatically generated heuristic that implicitly make decisions to generate the solution.
This chapter studied two questions in depth. The first concerned the influence of the

stream length on performance, while the second aimed to understand whether the diversity
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of the heuristics used to create the training data influences performance. This proposed
approach was investigated on a simple type of streaming problem in the packing domain
in which items arrive in batches, and each batch must be packed before moving to the
next.

Finally, Chapter 6 developed the approach proposed in Chapter 5 by introducing a
novel neural approach to generating constructive heuristics for dealing with an unbounded
streaming bin-packing problem with limited available bins that directly output decisions
to pack items accounting for current bins-state (i.e. the current candidate solution), as
shown in the last row in Fig 7.1. Two architectures were evaluated, an encoder-decoder
LSTM and a feed-forward neural network. Both were trained using the decisions output
from existing hand-designed heuristics from the literature on a large set of instances.
This chapter tested the approach by evaluating the contribution of the newly generated
heuristics to a pool created by combining them with a set of existing well-known heuristics
in the bin-packing field with an increasing number of available bins. This chapter used

two datasets including long streams drawn from two different distributions.

7.2 Answers to Research Questions

This section presents the answers to the research questions that were investigated in this
thesis. It should be noted that “to what extent” phrase implies an accuracy metric to
predict the best performing algorithm or the generated solution, however other metrics

can be used to measure the quality of the end-results, e.g. number of bins.

* Question 1: To what extent can sequential deep learning (RNN-LSTM/GRU) be
used to build a feature-free algorithm selector that selects the best performing
algorithm from a pool of well-known deterministic algorithms relying only on the

sequential information implicit in the streaming problem instances?

Chapter 4 investigated this particular question with a number of experiments on five
newly generated datasets, each of which includes 4,000 instances. Each problem
instance had a distinct best-solver exhibiting different numbers of items and different
distributions of item sizes. On these artificially generated datasets”?, the results
revealed very promising and accurate prediction of the best performing heuristics
for un-seen problem instances, reaching 82%-96% prediction accuracy depending
on the dataset used. These selectors were able to exceed the Single Best Solver

(SBS), i.e. the single heuristic that achieves the best performance over the instance

Z3These datasets have been generated using EA to have maximum performance difference of the heuristics
under investigation in the performance space which might be not the case in the real-world datasets.
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set, and achieving comparable performance to the Virtual-Best Solver (VBS), i.e.
the oracle or the perfect selector.

* Question 2: To what extent can sequential deep learning feature-free algorithm
selector outperform classical machine learning feature-based algorithm selectors to

solve a streaming optimisation problem?

Chapter 4 compared the feature-free approach with traditional feature-based ap-
proaches using ten hand-designed features and six classical machine learning tech-
niques. On the artificially generated datasets using EA, the accuracy of selecting
the best performing heuristic using the LSTM and the GRU models ranges from
82%-96% while the ML models ranges from 43%-73%, depending on the dataset
used. In terms of the percentage of the instances solved using DL predictors within a
small difference of the VBS performance (< 5%), results show between 27.5%-35%
improvement over the SBS, depending on the dataset used. On the other hand, the
best ML predictor ranges from 11.5%-19% improvement over the SBS. Thus, the
DL selectors solved more instances than both the ML selectors and the SBS with a
small difference of the VBS performance. On the new datasets used to evaluate the
ability of the trained models to generalise, the feature-free approach outperforms
feature-based in two out of four randomly generated datasets.

* Question 3: To what extent can deep learning (encoder-decoder LSTM) be used to
generate algorithms automatically that can output solutions for streaming problem

instances directly?

Chapter 5 investigated this particular question. Experiments showed that the pro-
posed approach was able to predict very accurate solutions with smaller batches,
particularly using solutions produced by heuristics with similar characteristics. Fur-
thermore, and perhaps surprisingly, all of the trained models were able to produce
a small number of novel solutions that had better performance than any of the

heuristics used to train the system.

* Question 4: To what extent can pool with neural generated algorithms be im-
proved over a pool of human-designed algorithms to solve a streaming optimisation

problem?

Experiments in Chapter 6 showed that the expanded pool with the best-of-run
generated heuristics produced a performance improvement over the pool composed
of only hand-designed heuristics in 26%-31% of problem instances using a small
number of available bins. Also, since the different heuristics cover different parts of

the instance space, adding all the generated heuristics (i.e. not only the best-of-run

106



7.3 Discussion | 107

generated heuristics) to a pool composed of hand-designed heuristics leverages
the performance complementarity strength and provides more improvement with
saving up to 53 bins. Thus, the implicit knowledge extracted by neural generated
algorithms is complementary to the hard-won explicit expertise extracted by the

experts.

7.3 Discussion

[Generalisation Ability to other Problem Domains]

Algorithm selection and generation have been studied extensively over the last decades.
As shown in Chapter 2, both of them have suffered from the need to define features.
Also, most of the previous approaches have not considered the sequential information
contained in the streaming problem instances. The research conducted in this thesis is
motivated by these literature gaps. This thesis proposed novel approaches using deep
learning to alleviate the need to define features and learn from the sequential information
of the streaming problem instances to build algorithm selectors or generate algorithms
automatically.

Although the novel approaches proposed in this thesis were investigated only in one
combinatorial optimisation problem domain (i.e. bin-packing), these approaches can be
applied to other problem domains including, scheduling [26] and Travelling Salesperson
Problem (TSP) [238]. Proposing a feature-free algorithm selection approach, Chapter 4,
represents a significant step forward in algorithm selection for problems with sequence
information, where the difficulties associated with defining suitable features and selecting
from large sets of potential features are well understood. This approach has already
been adopted and adapted by Seiler et al. [179] to work in the TSP domain using an
evolved dataset with two TSP solvers. They compared a feature-based approach using
four different classical ML classifiers to a feature-free approach using deep learning
Convolutional Neural Network (CNN) [162]. Due to the large TSP-related feature sets,
they conducted data analysis and automatic feature selection to choose an adequate set of
15 most relevant features. Their results show that the feature-based approach improved
over the SBS performance but still quite far away from the performance of the oracle-like
VBS. The feature-free approach matches the performance of the quite complex classical
ML approaches, despite being solely based on a raw visual representation of the TSP
instances. Although TSP is not an online or sequential problem, the work of Seiler et al.
[179] borrows the key concept of the proposed method in Chapter 4, i.e. that the raw data

defining an instance can be used without modification as input to a selection algorithm.
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The proposed approaches in the thesis are not only suitable for the combinatorial
optimisation problems, but they can also be applicable for continuous optimisation prob-
lems. The research in Chapters 4 and 5 inspired Friess et al. [239] to propose a pipeline
that learns features capable of distinguishing different continuous optimisation problems
within a latent space. Firstly, they generate samples uniformly random (i.e. training data)
within the search space of continuous optimisation problems. Then they partition the
search space using different neighbourhood-relationships (i.e. unstructured, cartesian and
graph) that can be enforced through different unsupervised clustering techniques including,
k-means [20], self-organised map [120] and growing neural gas [240], respectively. The
output of the partitioning phase will be sets of partitions with different data formats includ-
ing vectors, matrix and tensors depending on the clustering techniques used. After that,
they train three different neural-based classifiers including classical neural network, CNN
and Graph Neural Networks (GNNs) [241-243] to learn features capable of separating the
different continuous optimisation problems within a latent space. Their results show that
the approach is able to sufficiently separate different continuous optimization problems,
especially with using the GNN that demonstrates the highest performance. They noticed
that this approach bypasses the calculation of problem characteristics in the traditional
algorithm selection framework [1] (described in Chapter 2) by encapsulating this step into

a training procedure of neural network architectures.

[Domain-Independent Features-Based Approaches VS Feature-Free Approaches]

It is worth differentiating between feature-free algorithm selection approaches and ap-
proaches that rely on domain-independent features that are extracted automatically. Re-
cently, Loreggia et al. [176] proposed a deep learning approach to automatically derive
features in satisfiability [177] and constraint programming domains [178] assuming that
any problem instance can be expressed as a text document. Their approach automatically
derives domain-independent features from a visual representation of the problem instances
(i.e. converting the text files into grey-scale square images), which can be used to train
a conventional neural network to predict the best solver for the instance. Although their
approach obtained better results than the SBS, it was not able to outperform the approaches
that use regular manually crafted features.

[Some Limitations of the Proposed Approaches]

All the proposed approaches in this thesis used supervised learning either to build algorithm
selectors or to generate algorithms without the need to define features a priori. Chapter 4
introduced a supervised feature-free ASP approach trained on labelled datasets that were

produced using a greedy selection that determines the best performing heuristic for each
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problem instance. Chapters 5 and 6 proposed supervised approaches to automatically
generate algorithms either using solutions or decisions collected from hand-designed
heuristics (i.e. from an expert). Having labelled data is a hard task, time-consuming and
not always available. Also, the performance of the learned heuristics using supervised
fashion is limited to what the expert provided, especially when the expert is not optimal.
The supervised generated heuristics only can expect to imitate and marginally outperform
the expert, e.g. because the learner can reduce the variance of the answers across similarly-
performing experts. The better the learning, the closer the performance of the learner to
the expert’s. Another drawback of this type is that the learned heuristic may not generalise
well to unseen examples and small variations of the task. Thus, this type of learning
might be used only when it is significantly faster than the expert to hand-designed a
heuristic and/or the labelled dataset is available or easy to produce. Some drawbacks of
using supervised learning to generate heuristics can be overcome with more advanced
algorithms, including active learning [244] to query the expert as an oracle to improve
the behaviour in uncertain states. An alternative to supervised learning would be using
Reinforcement Learning (RL) [9], described in the next section.

Generally, deep learning has achieved near-human accuracy levels in various tasks
including classification and prediction and has proved the ability to extract features
automatically in wide ranges of domains. However, it is still considered a black-box
since it suffers from interpretability problems [245]. This factor makes deep learning
approaches not to be widely accepted in real-world applications yet. Some could argue that
the approaches that rely on hand-designed features provide more human-understandable
justifications. Some researchers in the community would scarify performance, such as
accuracy in algorithm selection and solution quality in the algorithm generation to gain
interpretable approaches. Recently, multiple research [246] have focused on visualising
the trained deep learning models in attempts to extract some knowledge out of them for
greater confidence when applying the deep learning-based approaches.

The next section describes some of the potential future work to develop the proposed

approaches in this thesis.

7.4 Future Work

Some extensions have emerged while conducting the research presented in this thesis.

[Extending the Investigation to Other Searching Methods]

As described in Chapter 3, instance diversity, in regards to heuristics performance, plays

a crucial role in developing good algorithm selectors that exploit the complementary
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performance. In this research, a vanilla evolutionary algorithm [200] is used to generate
datasets that occupy different parts of the performance space w.r.t the considered heuristics
that in turn exhibit complementary performance. Recently more sophisticated search
algorithms have been used in the research w.r.t generating instance data such as novelty
search [247]. Unlike objective-based search in evolutionary computation, novelty search
ignores the ultimate objective of the search, thus expanding what can be achieved through
evolutionary methods such as genetic programming. Novelty search can be used to
find distinct problem instances that are better diversified through the performance space.
Investigating the proposed approach on such informative datasets might produce algorithm
selectors that are able to generalise well on real-world datasets.

[Expanding the Algorithm Space]

All the proposed approaches operated on a pool of deterministic constructive heuristics.
Future work will extend the approaches to include larger and more complex sets of
algorithms such as meta-heuristics, thus covering more of the instance space and exhibiting
better complementary performance. Thus, the feature-free algorithm selectors will have
the chance to choose between a wide range of different algorithms that might have a
stochastic behaviour. In neural algorithm generation approaches, the generated heuristics
will be evaluated when trained on solutions or decisions generated using a greater variety

of optimisation algorithms, including meta-heuristic as well as hyper-heuristic approaches.

[Comparing to Other Methods of Heuristic Selection or Generation Approaches]

As described in Chapter 2, HHs research includes both algorithm selection and generation
methods often using GP. As described in Chapter 2, GP-based HHs approaches are
considered unsupervised learning approaches, while the approaches proposed in this thesis
use supervised learning-based approaches. In this sense, this line of future work is a
comparison between GP as an unsupervised learning method and deep learning with

supervised learning methods.

[Using Reinforcement Learning]

As mentioned in the previous section, using supervised learning to develop an algorithm
selector or to generate algorithms might be limited to what the expert provides. Thus a
promising direction of future work might be using RL [91]. It is critical to understand
the difference between learning a selector or heuristic using supervised learning (without
a reward) where the expected behaviour is shown by an expert or oracle and learning a

policy (i.e. a heuristic-like) using reinforcement learning through trial and error with a

110



7.4 Future Work | 111

reward signal (without an expert). The learner using reinforcement learning is encouraged
to quickly accumulate rewards that might be delayed. In comparison to an expert that
would prefer one decision over others, the developed selectors or the generated heuristics
using a reward signal (experience) can be flexible when multiple decisions are (almost)
equally good. This type of learning has a well-known problem, namely exploration
and exploitation dilemma [92] (e.g. having a meal in the best-known restaurant tried or
exploring a new restaurant arbitrarily). If exploration is not sufficient, the learning process
may get stuck around poor solutions or solutions which do not generalise well. Also,
defining a reward signal might be not an easy task where different reward shapes can value
different accomplishments. Despite these drawbacks, the learner using reinforcement
learning can potentially outperform any expert, at the cost of a much longer learning time.

It is worth noting that often to solve a COP, it is a good idea to start with supervised
learning (i.e. with human knowledge), then refine the generated heuristic or selector (i.e.
a trained model) using reinforcement learning through experience and a reward signal. A
successful example of this combination is the well known AlphaGo paper [248]. Deep
reinforcement learning has become a trending research topic, and it has been used to learn

a policy rather than a heuristic for many domains [9].

[Investigating on using other Sequential Deep Learning Architectures]

The core idea behind the proposed approaches is learning the sequential information
implicit in streaming problems using a sequential deep learning model, LSTM. However,
many sequential deep learning models can be used in the proposed approaches such
as 1D convolutional neural networks [249], recursive neural networks [250] and many
others especially in the natural language processing field [251, 252] such as attention
mechanisms and transformer [253, 254]. Building algorithm selectors from these different
sequential models leads to what is called "Meta-Algorithm Selection" [255] where the
task aims to select an algorithm selector, which is then used to select the actual algorithm

for solving a given problem instance.

[Interpretability]

Ultimately, the goal is to extract knowledge from the trained models of the proposed
approaches to gain new insight into the correlation between problems characteristics
and algorithms performance to build quality algorithm selectors and to generate new
algorithms automatically. One track might be interpreting the deep learning models with
visualisations to get insights into how the model processes the input data and makes
predictions. A wide variety of different methods in different fields have been recently
proposed to address this issue [256-261].
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Chapter 4 Appendices

Table A.1 Range of values that are used in the LSTM and NN hyper-parameters tuning;

the table also shows the final selected values. The rest of the hyper-parameters are the
default values provided by Keras

LSTM/GRU #Epoch Batch size #Layer #Units
Range [100-700] [8-128] [1-4]LSTM/GRU -
Best DS(1,2) 300 32 2LSTM/GRU (tanh) + FC (softmax) 32,324
Best DS(3-5) 700 32 2LSTM/GRU (tanh)+ FC (softmax) 32,32,4
NN Hyper-parameters
Range [50-3500] - [3-4] [6-64]
Best 3000 32 2(relu) + 1(softmax) 10,15,4

All the models LSTM, GRU and NN use
"adam" Optimizer and "CategoricalCrossentropy" as loss function

Table A.2 Range of values over which grid-search was conducted to optimised the hyper-
parameters for the ML experiments; the table also shows the final selected values.

DT, RF max_depth max_features min_leaf  min_split n_estimators
Range [5-100] [1-10] [2-100] [2-100] [32-200]

Best DT 30 5 10 100 -

Best RF 50 3 2 50 64
SVM kernel gamma C degree decision_function
Sets {’linear’, ’rbf’, "poly’} {’auto’,’scale’ } [0.1-1000] [0-6] {’ovo’,ovr’}
Best poly scale 1000 6 ovo
KNN n_neighbors weights algorithm leaf_size P
Sets [1-30] {’uniform’, ’distance’ } auto [30,50,100] [1-5]
Best 26 distance auto 30 1
NB var_smoothing
Set [1e-09, 1e-01]

Best 1e-09

132
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def RnnCompile(model):
model.compile(loss="'categorical crossentropy',optimizer="adam',metrics=["accuracy'])

def RnnModel():
# Create the model
model = Sequential()
model.add(GRU(32, input_shape=(120, 1),return_sequences=True))
model.add(GRU(32, return_sequences=False))
model.add(Dense(4, activation='softmax"'))
return model

def RnnFit(model,trainingx,trainingy,testingx,testingy):
history = model.fit(trainingx, trainingy,validation_data=(testingx, testingy),
batch_size=32,nb_epoch=300, verbose=0)
return history

Layer (type) Output Shape Param #
grus (GRU)  (None, 120, 32) 3268
gru_4 (GRU) (None, 32) 6240
dense_2 (Dense) (None, 4) 132

Total params: 9,636
Trainable params: 9,636
Non-trainable params: ©

mmput: | (None, 120, 1)
output: | (None, 120, 1)

gru_1_ input: InputLayer

input: | (None, 120, 1)
gru_1: GRU

output: | (None, 120, 32)

imput: | (None, 120, 32)
gru_2: GRU

output: (None, 32)

mmput: | (None, 32)

dense 1: Dense

output: | (None, 4)

Fig. A.1 Schematic description of the GRU model (trained on DS2 as an example) shows
a snippet of the code, the layers and number of trainable parameters (LSTM has a similar

schematic).
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Table A.3 Classification accuracy and the standard deviation (std) from the validation sets
of each ML technique, the LSTM and GRU

DL ML
Dataset LSTM GRU NN DT RF SVM NB KNN
DS1 78.62% 80.41% 65.41% 62.94% 65.78% 66.41% 61.34% 61.75%
(+/-4.74%) (+/-2.04%) | (+/- 1.62%) (+/- 1.06%) (+/-2.02%) (+/- 1.31%) (+/-2.14%) (+/- 1.13%)
DS2 89.91% 93.13% 58.66% 54.38% 58.16% 59.00% 55.66% 54.38%
(+/- 1.73%) (+/- 1.03%) | (+/-2.02%) (+/- 2.40%) (+/-2.51%) (+/-2.69%) (+/-2.31%) (+/-2.21%)
DS3 80.94% 80.62% 67.12% 66.72% 67.50% 69.00% 51.75% 64.34%
(+/-3.58%) (+/-1.87%) | (+/-2.03%) (+/-2.13%) (+/- 1.54%) (+/-2.53%) (+/-0.96%) (+/-1.88%)
DS4 95.34% 96.62% 73.16% 69.25% 71.94% 74.62% 66.06% 65.12%
(+/-2.20%) (+/- 1.22%) | (+/-2.32%) (+/-2.33%) (+/-2.80%) (+/-2.60%) (+/-3.34%) (+/-3.20%)
DS5 82.06% 84.03% 62.06% 60.47% 63.94% 57.16% 43.00% 59.50%
(+/-1.97%) (+/-2.94%) | (+/-2.88%) (+/-3.25%) (+/-1.97%) (+/-2.83%) (+/-2.80%) (+/-2.18%)
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Table A.4 P-values between LSTM, GRU, VBS, SBS and ML (best techniques) from the
test set (800 instances) in terms of Falkenauer’s performance and number of bins achieved
by each of the methods mentioned for DS(1-5) using Friedman test followed by Nemenyi
post-hoc test with 5% confidence level. For all the datasets, Friedman test obtains p-values
=0 < 5%, i.e. reject the null hypothesis that the median performance is the same for all
the methods mentioned and the tables show the p-values of the Nemenyi post-hoc test.

Falkenauer’s Performance Bins
DS1 VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.001 0.001 0.001 0.001 || -1.000 0.001 0.001 0.001 0.001
BF 0.001 -1.000 0.001 0.001 0.001 || 0.001 -1.000 0.001 0.001 0.001
LSTM || 0.001 0.001 -1.000 0.900 0.001 [| 0.001 0.001 -1.000 0.900 0.001
GRU 0.001 0.001 0900 -1.000 0.001 || 0.001 0.001 0900 -1.000 0.001
ML 0.001 0.001 0.001 0.001 -1.000 || 0.001 0.001 0.001 0.001 -1.000

(a) DS1

Falkenauer’s Performance Bins
DS2 VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.001 0.029 0.100 0.001 || -1.000 0.001 0.254 0.354 0.001
BF 0.001 -1.000 0.001 0.001 0.001 || 0.001 -1.000 0.001 0.001 0.001
LSTM || 0.029 0.001 -1.000 0.900 0.001 0.254 0.001 -1.000 0.900 0.001
GRU 0.100 0.001 0900 -1.000 0.001 || 0.354 0.001 0900 -1.000 0.001
ML 0.001 0.001 0.001 0.001 -1.000 | 0.001 0.001 0.001 0.001 -1.000

(b) DS2

Falkenauer’s Performance Bins
DS3 VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.001 0.001 0.001 0.001 || -1.000 0.001 0.001 0.001 0.001
BF 0.001 -1.000 0.001 0.001 0.001 || 0.001 -1.000 0.001 0.001 0.001
LSTM || 0.001 0.001 -1.000 0.900 0.001 || 0.001 0.001 -1.000 0.900 0.001
GRU 0.001 0.001 0900 -1.000 0.001 || 0.001 0.001 0900 -1.000 0.001
ML 0.001 0.001 0.001 0.001 -1.000 || 0.001 0.001 0.001 0.001 -1.000

(c) DS3

Falkenauer’s Performance Bins
DS4 VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.001 0.575 0.701 0.001 || -1.000 0.001 0.710 0.696 0.001
BF 0.001 -1.000 0.001 0.001 0.001 || 0.001 -1.000 0.001 0.001 0.416
LSTM || 0.575 0.001 -1.000 0.900 0.001 0.710 0.001 -1.000 0.900 0.001
GRU 0.701 0.001 0.900 -1.000 0.001 || 0.696 0.001 0900 -1.000 0.001
ML 0.001 0.001 0.001 0.001 -1.000 | 0.001 0.416 0.001 0.001 -1.000

(d) DS4

Falkenauer’s Performance Bins
DS5 VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.001 0.001 0.001 0.001 || -1.000 0.001 0.001 0.001 0.001
BF 0.001 -1.000 0.001 0.001 0.001 || 0.001 -1.000 0.001 0.001 0.007
LSTM || 0.001 0.001 -1.000 0.900 0.001 || 0.001 0.001 -1.000 0.900 0.001
GRU || 0.001 0.001 0.900 -1.000 0.001 || 0.001 0.001 0.900 -1.000 0.001
ML 0.001 0.001 0.001 0.001 -1.000 || 0.001 0.007 0.001 0.001 -1.000

(e) DS5
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Table A.S P-values between LSTM, GRU, VBS, SBS and ML (best techniques) from
the test set (800 instances) in terms of Falkenauer’s performance and number of bins
achieved by each of the methods mentioned for RDS(5-8) using Friedman test followed
by Nemenyi post-hoc test with 5% confidence level. For all the datasets, Friedman test
obtains p-values = 0 < 5%), i.e. reject the null hypothesis that the median performance is
the same for all the methods mentioned and the tables show the p-values of the Nemenyi

post-hoc test.

136

Falkenauer’s Performance Bins
RDS5 VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.900 0.001 0.001 0.001 || -1.000 0.900 0.001 0.001 0.001
BF 0.900 -1.000 0.001 0.001 0.001 || 0.900 -1.000 0.001 0.001 0.001
LSTM || 0.001 0.001 -1.000 0.004 0.900 || 0.001 0.001 -1.000 0.010 0.038
GRU 0.001 0.001 0.004 -1.000 0.018 || 0.001 0.001 0.010 -1.000 0.001
ML 0.001 0.001 0900 0.018 -1.000 || 0.001 0.001 0.038 0.001 -1.000
(a) RDS5
Falkenauer’s Performance Bins
RDS6 || VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.900 0.001 0.001 0.001 || -1.000 0.900 0.001 0.001 0.001
BF 0.900 -1.000 0.001 0.001 0.001 || 0900 -1.000 0.001 0.001 0.001
LSTM || 0.001 0.001 -1.000 0.001 0.345 || 0.001 0.001 -1.000 0.001 0.373
GRU 0.001 0.001 0.001 -1.000 0.001 0.001 0.001 0.001 -1.000 0.001
ML 0.001 0.001 0345 0.001 -1.000 || 0.001 0.001 0373 0.001 -1.000
(b) RDS6
Falkenauer’s Performance Bins
RDS7 || VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.900 0.001 0.001 0.001 || -1.000 0.900 0.001 0.001 0.001
BF 0.900 -1.000 0.001 0.001 0.001 || 0900 -1.000 0.001 0.001 0.001
LSTM || 0.001 0.001 -1.000 0.004 0.001 || 0.001 0.001 -1.000 0.001 0.001
GRU 0.001 0.001 0.004 -1.000 0.485 || 0.001 0.001 0.001 -1.000 0.652
ML 0.001 0.001 0.001 0485 -1.000 | 0.001 0.001 0.001 0.652 -1.000
(c) RDS7
Falkenauer’s Performance Bins
RDSS8 || VBS BF LSTM GRU ML VBS BF LSTM GRU ML
VBS || -1.000 0.900 0.001 0.001 0.001 || -1.000 0.900 0.001 0.001 0.001
BF 0.900 -1.000 0.001 0.001 0.001 || 0900 -1.000 0.001 0.001 0.001
LSTM || 0.001 0.001 -1.000 0.900 0.001 || 0.001 0.001 -1.000 0.900 0.001
GRU 0.001 0.001 0.900 -1.000 0.001 0.001 0.001 0900 -1.000 0.001
ML 0.001 0.001 0.001 0.001 -1.000 | 0.001 0.001 0.001 0.001 -1.000

(d) RDS8
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Table A.6 The Confusion Matrix of the LSTM, GRU and Best ML models in experiments

on DS(1-4) from the test set

LSTM GRU RF
Heuristic | BE FF NF WF | BF FF NF WF| BF FF NF WF
BF 142 57 0 1 133 62 0 5 [128 49 0 23
FF 67 125 O 8 66 131 O 3 63 92 0 45
NF 0 0 200 O 0 0 199 1 0 5 193 2
WF 1 4 3 192 4 6 2 18] 19 50 4 127
(a) DS1
LSTM GRU SVM
Heuristic | BE FF NF WF | BF FF NF WF| BF FF NF WF
BF 195 3 0 2 [194 6 0 0 |161 21 15 3
FF 10 179 1 10| 9 18 1 7 |20 117 20 43
NF 0 4 180 16 0 4 186 10 | 18 43 61 78
WF 3 13 6 178 1 12 8 179| 4 35 31 130
(b) DS2
LSTM GRU NN
Heuristic | BF FF NF WF| BF FF NF WF| BF FF NF WF
BF 119 81 0 0 [132 66 1 1 |128 46 0 26
FF 36 163 0 1 71 126 O 3 88 65 0 47
NF 2 1 19 1[0 0 20 01]0 0 197 3
WF I 9 1 18| 0 2 0 198]18 32 1 149
(c) DS3
LSTM GRU SVM
Heuristic | BE FF NF WF|BF FF NF WF|BF FF NF WF
BF 194 4 0 2 [191 6 0 3 [I55 34 0 11
FF 6 185 1 8 5 190 O 5 43 116 6 35
NF 0 0 19 4 0 0 200 O 1 10 169 20
WF 0 8 1 191 3 7 1 189 | 10 32 14 144

(d) DS4
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Table B.1 The input and output length of the Encoder-Decoder after the padding process
including item indexes, separators and end of sequences values

DS1 DS2
Output Length | 9 18 27 | 12 24 34
Input Length |6 12 18| 6 12 18

Table B.2 Range of values that used in the Encoder-Decoder LSTM hyper-parameters
tuning; the table also shows the final selected values. The rest of the hyper-parameters are
the default values provided by Keras

#Epoch  Batch Size #Layer Memory Unites  Optimiser LR Loss Function
Range [50,200] [32,2048] [1_1-4_1,2_2,3_3] [32, 2048] adam [0.0001, 0.001] categ_crossentropy
Best 100 128 3_1 + Full-Connect Layer 1024 adam 0.001 categ_crossentropy

Table B.3 P-values between Encoder-Decoder LSTM and VBS for the test set from
DS[1,2] in terms of Falkenauer’s performance and number of bins using Wilcoxon Signed-
Rank Test

Falkenauer’s performance Number of bins used
DSI1 0.0004 0.15
DS2 e-215 e-63
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Layer (type) Output Shape Param # Connected to
“input_1 (InputLayer) [(None, None, 61)] ©  []
Istm (LSTM) (None, None, 1624) 4448256 ["input_1[@][0]"]
Istm_1 (LSTM) (None, None, 1024) 8392704 ["1stm[e][e]"]
input_2 (InputLayer) [(None, None, 153)] o [1]

1stm_2 (LSTM) [(None, 1024), 8392704 ['1stm_1[e][e]']

(None, 1024),
(None, 1024)]

Istm_3 (LSTM) [(None, None, 1024) 4825088 ["input_2[e@][e]",
, (None, 1024), "1stm_2[0][1]",

(None, 1024)] '1stm_2[0][2]']

dense (Dense) (None, None, 153) 156825 ["1stm_3[e][e]"]

Total params: 26,215,577
Trainable params: 26,215,577
Non-trainable params: ©

input: | [(None, None, 61)]
output: | [(None, None, 61)]

l

input_1 | InputLayer

input: (None, None, 61)
Istm | LSTM
output: | (None, None, 1024)
input: | (None, None, 1024)
Istm 1 | LSTM
output: | (None, None, 1024)
input: (None, None, 1024) input: | [(None, None, 153)]
Istm_2 | LSTM input 2 | InputLayer
output: | [(None, 1024), (None, 1024), (None, 1024)] output: | [(None, None, 153)]

/

input: [(None, None, 153), (None, 1024), (None, 1024)]
output: | [(None, None, 1024), (None, 1024), (None, 1024)]

I

input: | (None, None, 1024)
output: | (None, None, 153)

lstm_3 | LSTM

dense | Dense

Fig. B.1 Schematic description of the Encoder-Decoder LSTM model (used in experiment
#1 in Table 5.3 as an example) shows the layers and number of trainable parameters
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Table C.1 The duplicate inputs with conflicted outputs percentages per dataset used

DS1-3 bins DS1-20 bins DS2-3 bins DS2-20 bins
Duplicate inputs with conflicted outputs 0.18% 0.07% 0.02% 0.07%

Table C.2 Range of values that used in the Encoder-Decoder LSTM hyper-parameters
tuning; the table also shows the final selected values and the Neural Network hyper-
parameters. The rest of the hyper-parameters are the default values provided by Keras

#Epoch Batch Size #Layer Memory Units/Neurons Optimiser Loss Function
Tuning Range 100 [16,2048] [1_1-4_1,2_2] [32,2048] adam categorical_crossentropy
Best-LSTM 100 128 1_1 + Full-Connect Layer 1024 adam categorical_crossentropy
NN 600 128 4 (16)-(32)-(16)-(6 or 40) adam categorical_crossentropy

Table C.3 Special Cases: corrections applied to handle cases with invalid decisions or
multiple conflicting actions with using 3 bins as an example

Sequence of Actions Description Type Corrected Decision Description
0,0,0 No packing action is provided Invalid 2,0,0 Close the first bin and open new one to pack the item in
1,0,0/0,1,0/0,0,1 The bin-capacity is broken Invalid 2,0,0/0,2,0/0,0,2 Close the chosen bin and open new one to pack the item in
1,1,0/1,1,1/0,1,1 Multiple packing actions Conflicting 1,0,0/1,0,0/0,1,0 Pack the item in the first chosen bin
2,2,0/2,22/02,2 Multiple "open new bin" actions Conflicting 2,0,0/2,0,0/0,2,0 Close the first chosen bin and open new one to pack the item in
2,1,0/2,1,1/2,1,2 Multiple mixed actions Conflicting 2,0,0 Close the first chosen bin and open new one to pack the item in
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Layer (type) Output Shape Param # Connected to
input_1 (Inputlayer)  (None, None, 152) @
input_2 (InputLayer) (None, None, 153) 0

1stm_1 (LSTM) [(None, 1024), (None 4820992 input_1[e][e]
1stm_2 (LSTM) [(None, None, 1024), 4825088 input_2[e@][0]

l1stm_1[0][1]
1stm_1[0][2]

dense_1 (Dense) (None, None, 153) 156825 1stm_2[0][@]

Total params: 9,802,905
Trainable params: 9,802,905
Non-trainable params: ©

input: | (None, None, 152)
output: | (None, None, 152)

l

input: (None, None, 152) . input: | (None, None, 153)
Istm_1: LSTM input_2: InputLayer
output: | [(None, 1024), (None, 1024), (None, 1024)] output: | (None, None, 153)

input_1: InputLayer

input: [(None, None, 153), (None, 1024), (None, 1024)]
output: | [(None, None, 1024), (None, 1024), (None, 1024)]

Istm_2: LSTM

input: | (None, None, 1024)

dense_1: Dense
output: | (None, None, 153)

Fig. C.1 Schematic description of the Encoder-Decoder LSTM model (used in the pro-
posed approach in Chapter 6) shows the layers and number of trainable parameters
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Table C.4 P-values between the new VBSs and the baseline VBS over the differenttestsets
(150 instances) from DS(1,2) in terms of Falkenauer’s performance and numberof bins
using Friedman test followed by Nemenyi post-hoc test with 5% confidence level. For all
the cases, Friedman test obtains p-values = 0 < 5%, i.e. reject the null hypothesis that
the median performance is the same for all the VBSs mentioned and the tables show the
p-values of the Nemenyi post-hoc test.

Falkenauer’s Performance Bins
DS1-3Bins || VBS1 VBS2 VBS3 VBS4 VBS5 | VBS1 VBS2 VBS3 VBS4 VBSS5
VBSI1 -1.000 0.005 0.019 0.001 0.001 || -1.000 0.680 0.900 0.471 0.010
VBS2 0.005 -1.000 0.900 0.139 0.001 || 0.680 -1.000 0.900 0.900 0.280
VBS3 0.019 0.900 -1.000 0.051 0.001 || 0.900 0.900 -1.000 0.804 0.059
VBS4 0.001 0.139 0.051 -1.000 0.001 || 0471 0.900 0.804 -1.000 0.493
VBS5 0.001 0.001 0.001 0.001 -1.000 | 0.010 0.280 0.059 0.493 -1.000
(a) DS1- 3 Bins
Falkenauer’s Performance Bins
DS1-20Bins || VBS1 VBS2 VBS3 VBS4 VBS5 || VBS1I VBS2 VBS3 VBS4 VBS5
VBS1 -1.000 0.032 0.900 0.032 0.001 || -1.000 0.846 0.900 0.846 0.113
VBS2 0.032 -1.000 0.032 0900 0.011 || 0.846 -1.000 0.846 0.900 0.597
VBS3 0.900 0.032 -1.000 0.032 0.001 || 0.900 0.846 -1.000 0.846 0.113
VBS4 0.032 0900 0.032 -1.000 0.011 0.846 0900 0.846 -1.000 0.597
VBS5 0.001 0.011 0.001 0.011 -1.000 || 0.113 0.597 0.113 0.597 -1.000
(b) DS1- 20 Bins
Falkenauer’s Performance Bins
DS2-3 Bins || VBS1 VBS2 VBS3 VBS4 VBS5 | VBS1 VBS2 VBS3 VBS4 VBSS5
VBS1 -1.000 0.023 0.075 0.001 0.001 || -1.000 0.846 0.900 0.690 0.001
VBS2 0.023 -1.000 0900 0.437 0.001 0.846 -1.000 0.900 0.900 0.006
VBS3 0.075 0.900 -1.000 0.212 0.001 | 0900 0.900 -1.000 0.900 0.001
VBS4 0.001 0.437 0.212 -1.000 0.001 || 0.690 0.900 0.900 -1.000 0.015
VBS5 0.001 0.001 0.001 0.001 -1.000 | 0.001 0.006 0.001 0.015 -1.000
(c) DS2- 3 Bins
Falkenauer’s Performance Bins
DS2-20Bins || VBS1 VBS2 VBS3 VBS4 VBSS || VBS1 VBS2 VBS3 VBS4 VBSS
VBS1 -1.000 0.701 0.900 0.701 0.271 || -1.000 0.900 0.900 0.900 0.900
VBS2 0.701 -1.000 0.701 0.900 0.900 || 0.900 -1.000 0.900 0.900 0.900
VBS3 0.900 0.701 -1.000 0.701 0.271 || 0.900 0.900 -1.000 0.900 0.900
VBS4 0.701 0900 0.701 -1.000 0.900 || 0.900 0.900 0.900 -1.000 0.900
VBS5 0.271 0900 0.271 0900 -1.000 || 0.900 0.900 0.900 0.900 -1.000

(d) DS2- 20 Bins
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