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Abstract—Prediction of the future location of vehicles and other mobile targets is instrumental in intelligent transportation system applications. In fact, networking schemes and protocols based on machine learning can benefit from the results of such accurate trajectory predictions. This is because routing decisions always need to be made for the future scenario due to the inevitable latency caused by processing and propagation of the routing request and response. Thus, to predict the high-precision trajectory beyond the state-of-the-art, we propose a Generative Adversarial Network-based VEHicle trajectorY Prediction method, GAN-VEEP, for urban roads. The proposed method consists of three components, 1) vehicle coordinate transformation for data set preparation, 2) neural network prediction model trained by GAN, and 3) vehicle turning model to adjust the prediction process. The vehicle coordinate transformation model is introduced to deal with the complex spatial dependence in the urban road topology. Then, the neural network prediction model learns from the behavior of vehicle drivers. Finally, the vehicle turning model can refine the driving path based on the driver’s psychology. Compared with its counterparts, the experimental results show that GAN-VEEP exhibits higher effectiveness in terms of the Average Accuracy, Mean Absolute Error, and Root Mean Squared Error.

Index Terms—Vehicle trajectory prediction, generative adversarial network, behavior model of vehicle drivers, spatial dependence.

I. INTRODUCTION

With the development of the intelligent transportation systems (ITS), the demand for various applications that are dependent on vehicle trajectory continues to expand, such as travel planning, urban traffic congestion mitigation, and urban traffic management. Vehicular Networking is the key enabler for ITS applications that are on-board and which are expected to be utilized to collect vehicular data in real-time. Besides, a variety of services for passengers and drivers can be made possible by on-board applications, such as vehicle road safety and travel experience and efficiency. Although vehicular networking has attracted a lot of attention from both academia and industry, current forms of networking schemes still suffer from the impassable ceiling of QoS parameters. This is partly because the simulation and design of these schemes are mostly based on historical data [1]. An extreme case is packet routing for highly dynamic vehicles. The routing decision is made to respond to an early-time request, while the route is for guiding data messages in the future network. This does exist in all types of mobile multi-hop networks. However, it can cause the most serve problem in vehicular networks as it is of vital importance for driving applications to exchange data with minimum latency and data drops. On the other hand, when it comes to discuss the next-generation vehicular networks, learning new routing schemes is an inevitable ability. Although Software-Defined Vehicular Network (SDVN) is a feasible networking paradigm for learning, the existing data to feed the machine is still historical where the road information are collected at an earlier time due to the transmission delay [2].

As a solution, traffic prediction is a key component to realize ITS and vehicular networks by expecting the foreseen future on the road. The traffic prediction can be divided into two categories, macroscopic traffic flow prediction [3], [4], [5] and microscopic vehicle trajectory prediction [6], [7], [8]. The macroscopic traffic flow reflects the vehicle flow, speed, and density of each road section. By predicting the traffic flow, the traffic pattern and trend can be analyzed. On the other hand, the microscopic vehicle trajectory prediction is to study the data of the historical movement state and position distribution of each vehicle and develop the future trajectory. However, due to the rapid change of vehicle motion and the complex spatial-temporal dependence of vehicle trajectories, high-precision traffic prediction has always been a challenging problem.

Existing traffic prediction models have applied a variety of techniques including Hidden Markov model (HMM) [9], Neural Network model [10], Bayesian inference model [11], Kalman Filter model [12], and Autoregressive Integral Moving Average (ARIMA) model [13], [14]. Most of these methods are to predict the macroscopic traffic flow, where they ignore the motions of individual vehicles. However, the traffic flow prediction is not helpful to vehicular networking [15] as networking is more about individuals instead of groups. In this context, we should study the vehicle trajectory prediction to target individual vehicles. Due to the diversity and complexity of vehicle traffic events and the rapid change of vehicle
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itself, high-precision vehicle trajectory prediction is a challenging problem. Hence, this paper introduces a short-term and high-precision vehicle trajectory prediction method, namely, Generative Adversarial Network-based Vehicle Trajectory Prediction method, GAN-VEEP, for urban environments. The contributions of the paper are summarized as follows.

- Generative Adversarial Network (GAN) is employed to train and learn the driver’s behavior from the historical trajectory data. To the best of our knowledge, this paper is the first work of its kind that adopts GAN to produce accurate vehicle trajectory. Different from other GAN models, our discriminant network consists of two independent networks, which are applied to receive the input and output data of the generated network, respectively, to achieve the better prediction precision.
- To better prepare the training data, we propose the coordinate transformation model to pre-process the vehicle trajectory data. This model can reduce the complexity of trajectory prediction caused by spatial dependence of the historical data and improve the accuracy of trajectory prediction.
- Extensive experiments have been conducted by our simulation tool, which is available online (See Section IV for the link). We apply the vehicle trajectory data set generated by SUMO [16] to evaluate the proposed trajectory prediction method. The results prove the superiority of GAN-VEEP in vehicle trajectory prediction.

The rest of the paper is organized as follows. Section II presents related work. Section III formulates the problem. In Section IV, we prepare the data set. We present the trajectory prediction method further in Section V. In Section VI, we evaluated the performance of GAN-VEEP. Section VII concludes the paper.

II. RELATED WORK

Existing traffic prediction research can be divided into two categories, macroscopic traffic flow prediction and microscopic vehicle trajectory prediction. Here, traffic flow prediction is mainly the specific analysis of traffic volume, speed and density in urban road traffic. On the other hand, vehicle trajectory prediction mainly studies the specific performance of each vehicle in traffic.

A. Traffic Flow Prediction

With the continuous advancement of research on traffic prediction, various traffic flow prediction models have emerged, which can be divided into two categories, parametric and non-parametric model. The parametric model determines the parameters by processing the original data, and then realizes the traffic forecast based on the regression function. The Kalman filter model and the Autoregressive Integrate Moving Average Model (ARIMA) are common methods. Alghamdi et al. [13] leverages ARIMA-based modeling to study some factors that significantly affect the rate of traffic congestion. A proposed short-term time series model for non-Gaussian traffic data to predict the abnormal state of traffic, which can help traffic coordinators to better manage the congestion. Seasonal ARIMA (SARIMA) has been proposed and compared with Support Vector Regression (SVR) model [17], in which SARIMA performs better in predicting traffic congestion. However, the drawback of SARIMA is, when there is a large amount of data or non-linear relationship between time and traffic flow during prediction, it always produces a doubtful prediction. In short-term traffic flow forecasting, Kalman filter model has been applied to predict the future traffic information according to the traffic state of the previous time and the current time. [12] proposed a hybrid dual Kalman filter to predict accurate and timely short-term traffic flow. However, this model relies on the assumption that all parameter of the system are static. It cannot reflect the nonlinearity and uncertainty of traffic data, and cannot overcome the interference of other random events such as traffic accidents.

The non-parametric model can solve these problems and learn statistical rules from traffic data automatically, but only there is enough historical data. Markov model, K Nearest Neighbor (KNN), SVR, Bayesian network model, and neural network model are commonly non-parametric models. In [11], Bayesian inference method is adopted to estimate the parameters of the model. Then, a Markov chain Monte Carlo (MCMC) simulation is used to obtain the optimal model. The model has higher prediction accuracy and stronger interpretability, which is of great significance for traffic managers to judge the future traffic status and traffic trend. In traffic flow prediction, Markov model is usually used to describe the statistical relationship between vehicle movement and traffic flow. [3] considers that the Markov model has a high degree of consistency with the vehicle motion mode, which is in line of the actual vehicle motion scenario and can improve the accuracy of prediction. The minimum order of Markov model is determined by calculating the cumulative distribution function of vehicle motion entropy. Finally, the author uses the established motion model to predict the traffic flow in different periods of the holiday. Zhao et al. [9] applies the sliding window model to extract real-time traffic data flow, and combines with HMM to predict short-term (i.e., relatively real-time) traffic flow state of road sections.

In recent years, with the rapid development of machine learning, neural network model can capture the dynamic characteristics of traffic data and achieve the best effect at present. Oh et al. [4] combines artificial neural network (ANN) with Gaussian mixture model, proposed a method of urban traffic flow prediction based on multi-factor pattern recognition model. This method can combine road environmental factors and dynamic traffic flow attributes from intelligent transportation system (ITS) to predict traffic flow. Bartlett et al. [5] compare the short-term traffic flow prediction effects of three machine learning models (K Nearest Neighbor (KNN), SVR and ANN) on the urban arterial road between Manchester and Liverpool. They found that ANN is more suitable for short-term traffic prediction of urban trunk roads and performs well for heterogeneous traffic flows. In addition, Recurrent Neural Network (RNN) is widely used in time series data because of its good performance in processing time series information. As a variant of RNN, Long Short-Term Memory (LSTM) network solves the long-term dependence problem of RNN.
In the online learning mode, LSTM has superior predictive performance in short-term traffic flow prediction, and can adapt to the dynamic changes of traffic flow distribution [10].

B. Vehicle Trajectory Prediction

Currently, the study of Microscopic vehicle trajectory prediction mainly focuses on automatic driving vehicle control [18], collision detection [19], traffic data mining [8] [20] [21], and vehicle network dynamic planning [22]. Vehicle trajectory prediction methods can be roughly divided into two categories, physical/maneuver-based models and interaction awareness-based models.

The physical-based method can only predict the vehicle trajectory in a short time (less than 1 second) with high prediction accuracy. These methods assume that the vehicle has a constant speed and direction. Thus, they have the lowest abstraction in trajectory prediction [6]. In contrast, the maneuver-based prediction method needs to identify the vehicle operation first, and then uses the identified operation to predict the future trajectory of the vehicle. [8] proposes a vehicle turning trajectory tracking control algorithm based on vehicle dynamics constraints, which can make the trajectory tracking of intelligent vehicles meet the requirements of urban road level accuracy. Schreier et al. [23] apply the Bayesian inference network to estimate the current driving action of each vehicle. It combines with the current physical information of the vehicle to predict the future trajectory. [7] believes that the trajectory tracking control strategy should be human centered. This strategy combines the driver behavior prediction with the transient process of cut-in scene, which can make the automatic driving vehicle obtain a smooth transition process.

The interaction awareness-based models mainly consider the influence of interaction between vehicle and vehicle, between vehicle and road environment on vehicle trajectory prediction. These methods can provide long-term prediction results. Jeong et al. [21] use vehicle speed, acceleration, yaw rate, steering, and road curvature as inputs for training the neural network model, which can produce more accurate trajectory information of vehicles in the next few seconds. In [20], the Traj-clusiVAT algorithm is used to cluster a large number of overlapping tracks in dense road network, in which the results are used to train Markov model. This algorithm achieves good performance in both short-term and long-term trajectory prediction.

Since the interactive model can track and predict the vehicle trajectory in real-time, it is widely used in the trajectory prediction of autonomous driving (i.e., collision prediction). Collision prediction is one of the key technologies of autopilot system and other driver assistance systems. [19] introduces a collision prediction algorithm, which can accurately predict Time-to-Collision (TTC) in a longer time horizon according to the future trajectory of surrounding vehicles. Chen et al. [18] present an input-output HMM to predict the speed of leading vehicles. Then, a lane change strategy for autonomous vehicles is developed, which integrates speed prediction, motion planning and trajectory tracking control. The major drawback of most trajectory prediction methods mentioned above is that they can only predict the future trajectory of vehicles in a short time (several seconds).

III. PROBLEM FORMULATION

Vehicle trajectory is the deliverable of the complex interaction between vehicle and road. Due to the dynamism of vehicles and the diversity of driving behavior, it is difficult to foresee the exact movements of vehicles. The goal of this work is to predict the future trajectory according to the current driving condition of the vehicle. The driving condition data of the vehicle at time $t$ is defined as $V_t = \{v_t \cup v_o\}$, where $v_t$ represents the state set of the vehicle. Here we have $v_t = \{x, y, s, des\}$, where $x$ and $y$ represent the position coordinate of a vehicles; $s$ denotes the instantaneous speed of vehicles at time $t$, and des represents the destination of vehicles at this time. Also, $v_o$ represents the set of information of the road environment, where $v_o = \{f_h, f_d, f_s, i_d, i_t\}$. $f_h$ represents whether there are other vehicles driving in front of the vehicle at time $t$; $f_d$ is the distance from the vehicle ahead; $f_s$ denotes the speed of the vehicle ahead; $i_d$ is the distance between the vehicle and the next intersection; $i_t$ represents the status of the traffic light at the intersection is a boolean variable. If there is no vehicle running in front of the vehicle, $f_h$, $f_d$, and $f_s$ will be set to 0. As shown in Figure 1, to improve the prediction accuracy of vehicle trajectory, we first preprocess the vehicle data. This operation is achieved by the vehicle coordinate transformation model, which deals with the complex spatial dependence among urban lanes. The vehicle coordinate transformation model transforms the original vehicle information into the state set of the vehicle $V_{ts}$, in which this module will be introduced in Section IV.

The neural network is usually used to deal with the complex mapping between input and output. Thus, we use the neural network model to learn the driver’s behavior model to predict the future vehicle trajectory. The prediction of vehicle trajectory using the neural network is defined as $V_{ts} = G(V_{t-1})$. Here, $V_{t-1}$ represents the driving condition data of the vehicle at the $t-1$ moment. $V_{ts}$ denotes the state set of the vehicle at $t$ moment. $G$ is the mapping function from $V_{t-1}$ to $V_{ts}$. In this
paper, we divide the road between two adjacent intersections into two road segments (RSGs) with opposite directions, where a road network can be divided into multiple RSGs. The neural network prediction model can only predict the situation that the vehicle does not drive out of the current RSG, so we design the vehicle turning model based on the driver’s psychology to deal with the problem of choosing the driving direction when the vehicle moves to the next RSG (i.e., the vehicle can turn or move straight to the next RSG). The turning strategy of the vehicle is defined as \( C = \{c_1, c_2, \ldots, c_b\} \), where \( C \) represents the turning strategy set of the vehicle; \( c \) denotes the driving direction of the vehicle at the intersection, and \( b \) is the number of intersections the vehicle passes. As shown in Figure 1, when the vehicle needs to select the driving direction, the vehicle driving direction selection layer will be used to help the vehicle select the correct driving direction. If the vehicle is driving straight and does not drive out of the current RSG, the prediction layer directly output the predicted results to the vehicle driving data without passing through the vehicle driving direction selection layer. These two layers are tightly coupled together, which determine the predicted driving data of the vehicle together. The neural network prediction model and vehicle turning model will be introduced in Section V.

In general, the vehicle trajectory prediction problem can be considered as learning the mapping function \( F \) under the premise of vehicle driving conditions and turning strategy set. Then, we have the trajectory information at the next moment, which is defined as follows:

\[
\begin{align*}
\hat{V}_{t+1}, \hat{V}_{t+2}, \ldots, \hat{V}_{t+T} &= F(V_t; C) \quad (1)
\end{align*}
\]

where \( T \) is the length of the vehicle trajectory time series to be predicted; \( \hat{V}_{t+1} \) represents predicted vehicle driving conditions. To measure the performance of the mapping function, we define the trajectory error as follow:

\[
l = [V_{t+1}, V_{t+2}, \ldots, V_{t+1}] - [\hat{V}_{t+1}, \hat{V}_{t+2}, \ldots, \hat{V}_{t+T}] \quad (2)
\]

where \( l \) is the error between the predicted vehicle trajectory and the actual value. Our goal is to minimize \( l \) to achieve high prediction accuracy.

IV. DATA PROCESSING

A. Parameters

When the vehicle is driven on an RSG, the motion state of a vehicle will be directly affected by its adjacent vehicles in the same RSG. Hence, we divide the whole topology into multiple independent RSGs and analyze the driving state of vehicles on each RSG. To describe RSG adequately, it will be shown in the shape of a rectangle, as shown in Figure 2. Next, we model RSG and vehicle. The characteristic parameters of RSG can be expressed as follows:

\[
R = (P_1, P_2, P_3, P_4, P_{ori}, P_{des}) \quad (3)
\]

where \( P \) represents a two-dimensional (2D) point \((x, y)\). \( P_1, P_2, P_3, P_4 \) are four vertices of the rectangle, which are vertices of the lower-left corner, the upper-left corner, the lower-right corner, and the upper-right corner of the rectangle, respectively. \( P_{ori} \) and \( P_{des} \) represent the starting point and the ending point of the rectangle, respectively. Since each road has a driving direction, the two points of \( P_{ori} \) and \( P_{des} \) are used to show the direction of the rectangle. In this context, the vehicles on the road can only move from \( P_{ori} \) to \( P_{des} \). These parameters will be used to normalize the vehicle position coordinates in data preprocessing.

We refer to the RSG whose starting point is at the coordinate origin, and the driving direction of the road is parallel to the \( X \) coordinate axis as normalized RSG. For example, in Figure 2, the RSG marked as (iii) is a normalized RSG. The coordinate of the vehicle running on the normalized RSG is called a normalized coordinate. The vehicle features are defined as follows:

\[
V = (id, x, y, s, t) \quad (4)
\]

where \( id \) is the number of the vehicle; \((x, y)\) represents the location of the vehicle; \( t \) denotes the sampling time of the vehicle information; \( s \) denotes the instantaneous speed of the vehicle at time \( t \). The function of the vehicle coordinate transformation model is to convert non-normalized coordinates into normalized coordinates.

B. Vehicle Coordinate Transformation Model

The topological structure of the urban road network is arranged in a crisscross pattern, which constrains the vehicle’s moving path. Generally speaking, vehicles always travel from the upstream to the downstream of the lane following the direction, and the connectivity between roads will also affect the next direction of vehicles. The complex spatial correlation of the urban road network makes the vehicle trajectory challenging to predict. We know that the coordinate range of each RSG of a road network is different, which can lead to a significant difference in the coordinate values of vehicle positions on different RSGs. Hence, it is complicated to train a general prediction model, which can adapt to all RSGs, especially for the vehicle position, which requires high precision. For instance, the vehicle position predicted by the neural network may deviate from the road where it locates. To solve the above problem, we propose the vehicle coordinate transformation model to deal with the complex spatial dependence in urban roads, which can improve the prediction accuracy of vehicle.
trajectory and reduce the prediction error of the neural network prediction model.

We would like to present the two motivations to transform the vehicle coordinate on the general road into the normalized coordinate through the vehicle coordinate transformation model in detail. First, since the normalized RSG is parallel to the $X$ coordinate axis, the $Y$ coordinate value of the vehicle is kept unchanged when the vehicle is driving on the normalized RSG, and only the value of $X$ coordinate changes continuously along with speed. By considering this feature of the normalized RSG, the change of vehicle motion initially required 2D $X$ and $Y$ coordinate to be represented. Nevertheless, now, it can be expressed by using one-dimensional (1D) of $X$ coordinate. Transforming 2D coordinate data into 1D $X$ data can significantly reduce the complexity of data, and is helpful to predict the location of vehicles. Second, all RSGs are converted to the position of normalized RSGs through the vehicle coordinate transformation model, which means that the vehicle coordinates on all RSGs in the road topology are converted to normalized coordinates. Thus, it is only necessary to train a model that can predict the location of vehicles in the normalized RSG, rather than predicting the location of vehicles on all RSGs. This method reduces the generalization ability of the neural network model but improves the prediction accuracy of the model.

Next, the vehicle coordinate normalization model is described as an example shown in Figure 2. Without loss of generality, we use the RSG at State (i) to represent the urban road to show the coordinate transformation process. $V_1$ is the original position of the vehicle. For the RSG translation from the State (i) to State (ii), we define transformation as below.

\[
\begin{align*}
V'_1 &= V_1 - P_1 \\
V''_1 &= V_1 - P_1
\end{align*}
\]

where $V_1$ represents the point of vehicle $V$ at State (i), and $V'_1$ represents the point of the vehicle at State (ii) after translation. $V_{1x}$ and $V_{1y}$ are $X$ and $Y$ coordinates of $V_1$ point, respectively, while $V'_{1x}$ and $V'_{1y}$ are $X$ and $Y$ coordinates of $V'_1$ point, respectively. To convert the RSG to the position of the normalized RSG, the RSG is needed to rotate a certain angle around the coordinate origin to the corresponding position. This angle of RSG rotation is defined as follows.

\[
\theta = \sin^{-1}\left(\frac{P_{3y} - P_{1y}}{\sqrt{(P_{3x} - P_{1x})^2 + (P_{3y} - P_{1y})^2}}\right)
\]

where $\theta$ represents the angle of rotation required for RSG from the State (ii) to State (iii). Then, the coordinate value after vehicle $V$ rotates $\theta$ around the coordinate origin is:

\[
\begin{align*}
V''_{1x} &= (P_{3x} - P_{1x}) \cos \theta + (P_{3y} - P_{1y}) \sin \theta \\
V''_{1y} &= -(P_{3x} - P_{1x}) \sin \theta + (P_{3y} - P_{1y}) \cos \theta
\end{align*}
\]

where $V''_{1x}$ and $V''_{1y}$ are the coordinate values of vehicle $V$ in the State (iii). The vehicle coordinate normalization model transforms the original vehicle coordinate into the normalized coordinate, which brings great convenience to predict the vehicle position and speed with the neural network.

V. TRAJECTORY PREDICTION METHOD

In this section, we will introduce the neural network prediction model and vehicle turning model for vehicle trajectory prediction. The neural network prediction model predicts the driving state of the vehicle at the next time-window. In addition, the vehicle turning model selects the next driving direction (i.e., straight, or left, or right, or other directions) when the vehicle leaves the current RSG. In general, the prediction model is for predicting the driver’s behavior, and the turning model is for predicting the trajectory.

A. Prediction Model of GAN

GAN is a generative model [24]. Compared with other generative models (including Boltzmann machine [25] and GSNs [26]), GAN only employs backpropagation and does not need complex Markov chains. Generally speaking, GAN can produce more precise, artificial samples. Inspired by the zero-sum game in game theory, GAN will consider this generation problem as the confrontation and game between the two networks of the discriminator and the generator. The generator tries to produce more real data to fool the discriminator while the discriminator tries to distinguish real data from generated data more perfectly. The discriminator distinguishes the output of the generator and real data. The generator outputs the composite data from the given noise (generally under a uniform distribution or a normal distribution). As a result, the two networks make progress in the confrontation and continue to fight after the progress as shown in Figure 3. This results that the data obtained from the generative network will become perfection, by approaching the real data, so that the demanded trajectories can be generated. The major advantage of GAN is that it can automatically learn the data distribution of the original real sample set. No matter how complicated the distribution is, it can learn as long as the training is good enough. Besides, GAN automatically defines the potential loss function.

Therefore, GAN is used to train the model and predict the vehicle trajectory in this paper. As we know, vehicle trajectory is highly time-series data. The position and speed of the vehicle are closely related to the vehicle state at the previous moment. Hence, we formalize the vehicle trajectory prediction problem as a time-series prediction process in Eq. (8).

\[
V_{t+1} = f(V_t)
\]

where $V_t$ represents the driving condition data of the vehicle in the last time frame (as the input of the generated network); $V_{t+1}$ represents the driving condition data of the vehicle predicted by the generated network one second later. That is to say, each prediction only predicts the driving condition of all vehicles in the current topology one second later. Then take the predicted driving condition data after one second as input, and continue to predict the driving condition of the vehicle in the next second. This prediction process is iterated until the required vehicle trajectory data is obtained. The advantage of this method is that as long as the error of each predicted data is minimized, the accuracy of the final predicted vehicle trajectory can be high. In the following
subsections, the generative model and the discriminant model will be introduced, respectively.

1) Generative Model: The problem of predicting vehicle trajectory with the GAN model can be considered as making the model learn mapping function \( G \) and predict the vehicle state information in the next second under the premise of given driving condition data of the vehicle. We use the depth neural network (DNN) as the generative model. The process of generative model to predict \( V_{ts} \) can be expressed as

\[ V_{ts} = G(V_{t-1}) \]

where \( V_{t-1} \) represents the driving condition data of the vehicle at the \( t-1 \) moment, and \( V_{ts} \) is the state set of the vehicle generated by the generative model. The generated \( V_{ts} \) can be combined with the \( V_{ts} \) at that time to get the \( V_t \) of the vehicle. Then \( V_t \) is applied as the input of the generative model, while the output is the predicted state data \( V_{t+1s} \) of the vehicle at the next moment. By iterating this process, continuous vehicle trajectory data can be generated. In Algorithm 1, Line 5-8 shows the process of training the generator.

2) Discriminant Model: The function of the discriminator is to distinguish the difference between the generated vehicle trajectory data and real data. The closer the generated trajectory is to the real trajectory, the closer the result of the discriminator is to 1. On the contrary, the result of the discriminator will be close to 0. Since the generator will learn the mapping function \( G \) from \( V_{t-1} \) to \( V_{ts} \), the discriminator cannot judge the data generated by generator only by \( V_{t-1} \) or \( V_{ts} \). Therefore, only the vehicle trajectory data output by the generator is used as the input of the discriminator, the discriminator cannot judge whether the data is closed to the real. If the discriminator intends to judge whether the prediction result of the generator is close to the real, it needs the input of the generator to assist the discrimination. The discrimination process is shown as follows.

\[ \epsilon = D(V_{t-1}; G(V_{t-1})) \] (9)

where \( \epsilon \) is the probability of discriminator to distinguish the data generated by generator into real data. From the above equation, it can be seen that the discriminator needs to accept two parts of data to correctly judge the correctness of the mapping function learned by the generator. The first part is the input data of the generator, while the second is the output data of the generator. As shown in Figure 3, \( V_{t-1} \) represents the driving condition data, and \( G(V_{t-1}) \) denotes the predicted data. Hence, in this paper, the discriminant network of the discriminant model is also composed of two parts, D1 and D2. As shown in Figure 4, D1 and D2 are both deep neural networks with three hidden layers, which jointly determine the probability of discriminator to distinguish the data generated by generator into real data. Positive and negative samples are applied in the training of discriminators. The positive sample is the complete vehicle trajectory data generated by the SUMO simulator. On the other hand, the negative sample is the forecast data generated by the generator based on the input. Then, the discriminator gives a reward to the generator according to the positive and negative samples. On this basis, the discriminator is updated by the policy gradient (Line 11-14).

In summary, Algorithm 1 shows full details of the GAN. After initializing the generator and the discriminantor, \( G_\alpha \) and \( D_\rho \) are trained alternately. As the generator gets progressed via training on \( G - steps \) updates, the discriminator needs to be retrained to keep a good pace with the generator. When training the discriminator, the positive examples are from the given dataset \( \mu \), whereas negative examples are generated from the generator. To get a more accurate generative model, the learning rate of generator is a little higher than discriminator, which also make generator converge faster.

In this way, we can use GAN to simulate the driver’s behavior in order to predict the future state of the vehicle independently. However, GAN cannot choose the turning direction of the vehicle. This is mainly because the RSGs we used for training do not contain the turning directions. Therefore, we integrate the vehicle turning model in the prediction method. This model is specially designed to deal with the situation that the vehicle is at the end of the current RSG and has to choose its future moving direction.

B. Vehicle Turning Model

The prediction model introduced above is to foretell the position if the vehicle is still within the current RSG. However,
if the vehicle reaches the end of the current RSG and going to move out of the current RSG, we will require the vehicle turning model to determine the next direction of the vehicle in order to put the vehicle in the next RSG (i.e., it can either move straight, or turn left, or turn right, or other directions in this case). The driving direction of a single-vehicle is not the first concern for the traffic flow prediction. Generally, the evaluation of macro traffic flow focuses on the overall performance of all vehicles in the whole topology by ignoring the differences of each vehicle. However, for fine-grained micro vehicle trajectory prediction, it is the key to predict vehicle trajectory close to the real scenario. In this study, we focus on the specific performance of each vehicle in the road topology. Hence, the vehicle turning at every intersection has a significant influence on the result of trajectory prediction. The vehicle turning model is designed to select the driving direction of the vehicle by simulating the real-world drivers’ behavior. The relation between the prediction model and the turning model are like navigation app and driver, in which the navigation app points out the turning direction and the the driver controls the moving of vehicle on the road. When the vehicle is turning, the turning model can select the best driving direction based on the driver’s psychology, which is greedy for time and cost.

We use a directed graph \( \eta = (N, E) \) to describe the topological structure of the road network, and we define each intersection as a node. \( N \) is the intersection node-set, \( N = \{n_1, n_2, \ldots, n_m\} \), \( m \) is the number of nodes, and \( E \) is the road edge set; \( E = \{e_1, e_2, \ldots, e_w\} \), where \( w \) is the number of edges. The adjacency matrix \( A \) is used to express the connectivity between nodes, \( A \in U^{m \times m} \). The adjacency matrix contains only elements 0 and 1. If there is no link between two nodes, the element is 0. Otherwise, the element is 1. Each link represents a directed edge, where each edge is constrained by two intersection nodes, namely the start node and the end node. The direction of the edge is from the start node to the end node. We use the feature matrix \( H \in R^{w \times o} \) to represent the attributes of roads, where \( o \) is the number of attributes of roads. The attribute of the road includes the length of the road and the traffic light status of the intersection.

Besides, we should consider two contextual points for the selection of driving direction. The first is under what circumstance the vehicle needs to choose a driving direction, while the second is what direction the vehicle chooses to drive. We will discuss these two points as follows. (1) We aim to discuss the circumstances in which the vehicle adopts the turning model. If the vehicle reaches the end of RSG and the traffic light at the intersection is the green light, the vehicle will drive out of the current RSG. Thus the vehicle will adopt the turning model at this time. Another situation is that when the traffic light at the intersection is green, but the vehicle is still a certain distance from the end of the current RSG. The vehicle will drive out of the current RSG after driving at the current speed for one second, where it should also implement the turning model. When the vehicle is in the above two situations, the vehicle will execute the turning strategy. (2) Generally speaking, the driver will choose the best path (with the least travel cost) according to the road topology and destination. Since the driving route is composed of multiple RSGs, to evaluate the cost of a route, we first calculate the cost of each RSG in the route. Hence, we define the driving cost of each RSG according to the linear weighted sum of travel time and travel price [27].

\[
L = \beta_1 \times time + \beta_2 \times price \tag{10}
\]

where \( L \) is the cost of RSG; \( time \) denotes the travel time of a vehicle on an RSG; \( price \) represents the travel price, e.g., cost of oil or electricity; \( \beta_1 \) and \( \beta_2 \) represent the weight of time and price, respectively, which are equally set to 0.5 in this study. Travel time represents the time vehicles driving from the start to the end of the RSG. The more crowded the RSG is, the more time it may take a vehicle to pass the RSG. Similarly, a vehicle is needed to spend more time on a longer RSG. Hence, we use vehicle density and length of RSG to represent the travel time of each RSG, which is defined as follows:

\[
time = \gamma \times den \times len + \left[ \frac{den}{th} \right] \times rt \tag{11}
\]

where \( den \) represents the density of RSG, calculated by the number of vehicles per kilometer; \( \gamma \) is a constant; \( th \) is the threshold, and \( rt \) is the duration of red traffic lights. Observed from the statistics of vehicle trajectory data, without traffic lights, we find that time represents the linear ratio between vehicle density and the length of RSG; \( \gamma \) represents the linear ratio between travel time and density. However, the traffic lights exist in the actual urban roads. Therefore, we set a threshold, which means that when the vehicle density reaches the threshold, the vehicle will wait for a red traffic light when driving on the RSG. This threshold is determined by the average value of the statistical vehicle trajectory data, which is set to 22. Here, price is defined as:

\[
cost = uc \times len \tag{12}
\]
where \( \text{len} \) is the length of RSG, and \( uc \) represents the price of a vehicle per kilometer.

After calculating the \( L \) of each RSG in the current topology, we transform the vehicle routing problem into an \( L \)-based shortest path problem. Regarding the starting point and destination of the vehicle, \( A^* \) [28] is applied to find the shortest path. When the vehicle needs to execute the turning model, the shortest path to the destination will be calculated according to the current topology. The vehicle then turns by following this shortest path. In summary, GAN learns the behavior model of ordinary drivers, by iteratively predicting the future driving states. The vehicle turning model makes the turning decision and couples with the prediction model to output the continuous vehicle trajectory data.

VI. EXPERIMENT EVALUATION

This section evaluates the prediction accuracy of GAN-VEEP. Although our proposal is for trajectory prediction, it can be used for forecasting traffic flow as a whole. For this, we will evaluate the prediction ability of this model regarding the macro-traffic changes (i.e., traffic speed and the traffic flow) and micro-vehicle changes (i.e., trajectory-level speed and position). The fine-grained vehicle trajectory shows more behavior patterns and activity rules of vehicles. In this context, it is evident that the accuracy of GAN-VEEP in trajectory level can determine whether we can apply such a method in the future design and evaluation of intelligent vehicular networking schemes.

A. Data Description

Due to the sparse of probing car data, we employ the SUMO to generate vehicle trajectory data for model training and evaluation. SUMO simulates the trajectory of multiple vehicles in a 1000m \( \times \) 1000m map. The average vehicle density is 250/\( km^2 \). During the simulation, there will be vehicles ending their journey, and new vehicles will be generated simultaneously, to simulate the real urban scenario to the maximum extent. In SUMO, the road is defined by two nodes and a directed edge. Hence, we use adjacency matrix \( A \) to store the connectivity between nodes (i.e., the spatial relationship of roads). The feature matrix \( H \) is used to the attribute information of the road (i.e., the state of the road traffic lights, the length of the road). The vehicle turning model is based on adjacency matrix \( A \) and feature matrix \( H \) to choose the optimal route for vehicles. The vehicle trajectory information generated by SUMO is stored in matrix \( V \). Vehicle trajectory information includes coordinate value, speed, and vehicle ID information of each vehicle. We take the matrix \( V \) as known to predict the future driving state of vehicles in road topology.

In the experiment, we apply the vehicle coordinate transformation model to normalize the coordinate information of all vehicles in the topology. The normalized data is converted for the training and testing of GAN. 80% of data is applied as a training set, while 20% is used as a test set. We predict vehicle trajectory in the next 30 seconds.

B. Evaluation Metrics and Counterparts

We use the following metrics widely used in traffic flow prediction [29], [30] to evaluate the performance of GAN-VEEP.

1. **Average Accuracy (AA):** it represents the average prediction accuracy of the predicted vehicle trajectory. The bigger the values are, the better the result is.

\[
AA = \frac{1}{M} \sum_{i=1}^{M} \left( 1 - \frac{|\hat{y}_i - y_i|}{K} \right)
\]

2. **Mean Absolute Error (MAE):** MAE is the average value of absolute error, which can reflect the actual situation of the error of predicted value, the smaller the value is, the better the result is.

\[
MAE = \frac{1}{M} \sum_{i=1}^{M} |\hat{y}_i - y_i|
\]

3. **Root Mean Squared Error (RMSE):** RMSE is the square root of the ratio of the square sum of the error of the prediction value to the prediction times \( M \). RMSE and MAE are both used to measure the error. RMSE is more sensitive to the abnormal value of prediction (i.e., if there is a significant prediction error, RMSE will be very large).

\[
RMSE = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (\hat{y}_i - y_i)^2}
\]

where \( y_i \) represents the real traffic information; \( \hat{y}_i \) is the predicted value of \( y_i \); and \( M \) is the number of vehicles; \( K \) is a constant.

We compared the performance of the proposed method with the following five well-known methods.

![Fig. 6. Experimental results of traffic speed and traffic flow](image-url)
(1) **History average model (HA)** [29]: This method predicts based on the average value of historical traffic information. Since the method proposed in [29] is more about traffic flow prediction, we then apply the HA model as one of our counterparts.

(2) **Adaptive prediction model (AP)** [31]: A dynamic OD (Origin-Destination) matrix is used to make an initial prediction while it adjusts the prediction model adaptively every once it receives new traffic data.

(3) **Markov-based trajectory prediction (Traj-clusIVAT)** [20]: It is used to cluster a large number of overlapped tracks in urban dense road network. Then the Markov model can be trained according to the clustering results in order to predict the trajectory.

(4) **DNN-based trajectory prediction (DNN)** [21]: In this method, the vehicle is modeled by speed, acceleration, yaw rate, steering, and road curvature, which are then used as the input of the deep neural network model.

(5) **Maneuver-based trajectory prediction (Maneuver)** [23]: This method estimates the current driving action of each vehicle by using the Bayesian inference. Then, the future trajectory of the vehicle is predicted on the basis of the current physical information of the vehicle.

### C. Experimental Environment and Parameter Setting

In the experiment, we use Python 3.5 to develop the neural network prediction model, where TensorFlow 1.12 and Google’s neural network algorithm library are deployed. Java is applied to preprocess the vehicle trajectory data and conduct the overall framework of GAN-VEEP. As an addition, the source code and dataset are available online at https://github.com/GANVEEP/GAN-VEEP.git. The hardware platform is a PC with Intel(R) Core(TM) i5-4210, 2.40GHz CPUs, and 12G bytes memory under Windows 8.1.

Because the vehicle data after the normalization of the coordinate transformation model has a linear correlation, the deep neural network can well represent the relationship of linear data. Hence, we use a deep neural network with three hidden layers as the generator and discriminator model. In the experiment, the learning rate of the generative model is set to 0.02, while the learning rate of the discrimination model is set to 0.01. For adversarial learning, we need the generator to learn faster to produce a better prediction model. The number of hidden layer neurons is an essential parameter that affects the performance of the GAN model. To choose the best value, we have done incremental experiments on different numbers of hidden layer neurons and choose the value with the best prediction results.

In our incremental experiments, we choose the incremental parameters from [100, 200, 300, 400, 500] for training and select the value with the highest prediction accuracy as the final experimental parameter. As shown in Figure 5, the horizontal axis represents the change of the number of neurons in the hidden layer, and the vertical axis represents the change of the evaluation index. Figure 5 (a) shows the effect of the number of neurons on the training results. It can be seen that the error is the smallest when the number of neurons in the hidden layer is 300. Figure 5 (b) shows the changes in the results in test sets. Similarly, when the number of neurons in the hidden layer is 300, the test accuracy is the highest. Therefore, we set the number of neurons in the hidden layer to 300 in our experiment.

In training, although Minlog(−D) is used in the original work of GAN [24], we apply Maxlog(D) as the loss function of optimized G. This is because this function confirms that there is a gradual disappearing gradient at an early stage. Moreover, we use the ADADELTA [32] optimizer to train the model.

### D. Experimental Results

1) **Traffic flow and Speed**: Figure 6 shows the performance of the vehicle trajectories predicted by our proposed method for 1s, 5s, 10s, 15s, 20s, 25s, and 30s, respectively, in terms of macro evaluation indexes (traffic flow and traffic speed). The traffic flow represents the number of vehicles on an RSG. The traffic speed denotes the average speed of vehicles on an RSG. In Figure 6, with the increase of prediction time, the AA decreases slowly, while the RMSE and MAE increase gradually. This is because each iteration will predict the trajectory one second later, and the error generated by each prediction in the process of continuous iteration is also accumulating. Another reason is, as a scenario construction rule of SUMO, vehicles can move in and out of the map, where this is not the issue we considered in GAN-VEEP. The AA value of traffic flow and speed is above 0.8 in the 30s, which confirms that our method still exhibits an excellent performance in the 30s. However, since the error produced by GAN-VEEP in each prediction will accumulate, GAN-VEEP is more suitable for short-term trajectory prediction tasks.

<table>
<thead>
<tr>
<th></th>
<th>Traffic Speed</th>
<th>Traffic Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Metrics</td>
<td>HA</td>
</tr>
<tr>
<td>5s</td>
<td>RMSE</td>
<td>3.801</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>2.960</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>0.901</td>
</tr>
<tr>
<td>10s</td>
<td>RMSE</td>
<td>5.654</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>4.539</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>0.848</td>
</tr>
<tr>
<td>15s</td>
<td>RMSE</td>
<td>6.091</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>5.210</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>0.826</td>
</tr>
<tr>
<td>20s</td>
<td>RMSE</td>
<td>0.811</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>5.668</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>0.848</td>
</tr>
<tr>
<td>25s</td>
<td>RMSE</td>
<td>0.753</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>7.405</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>0.882</td>
</tr>
<tr>
<td>30s</td>
<td>RMSE</td>
<td>9.690</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>8.015</td>
</tr>
<tr>
<td></td>
<td>AA</td>
<td>0.732</td>
</tr>
</tbody>
</table>
Fig. 7. Error of all vehicle trajectories

(a) Distance error distribution (b) Speed error distribution

Fig. 8. Error distribution of trajectory position and speed

Table I shows the comparison between our proposed method and the other two methods in the prediction performance of 5s, 10s, 15s, 20s, 25s, and 30s where we mark the best result of each row in bold. In most cases, our model achieves the best performance under all evaluation metrics, which also proves the effectiveness of the vehicle trajectory predicted by our model in the macro indicators. The RMSE value of the HA model is smaller than that of our model at 20s, 25s, 30s in the traffic flow table. This is because the vehicles in our model start slowly. It is more likely to lead to the phenomenon of vehicle crowds within an RSG. Then, the error on the RSG of the vehicle crowds will be more significant. RMSE is more susceptible to big values but less effected by the small values. This is also the reason that AA value is still better than the HA although the RMSE value of our model is higher than the HA. HA takes the mean value of the historical period as the prediction values for a period, which is more suitable for the scenario with considerable time granularity. AP builds vehicle trajectory by OD matrix without considering the current driving state of vehicles, so it does not perform well in short-term traffic prediction.

However, with the increase of prediction time, the RMSE of AP becomes stable, which is due to the adaptive acceptance of some topology information.

2) Trajectory Speed and Position: The micro-level speed and position of the individual vehicle is the key to intelligent networking. The predicted track points of each vehicle lasting for the 30s are compared with the real track data. Figure 7 shows the visual results of the predicted X and Y values of vehicle coordinates compared with the real data. In most cases, the predicted value and the real value fit well. However, sometimes there is a significant difference between the predicted value and the real value. After analysis, we find that this is a colossal error caused by tiny differences in some cases. For instance, a predicted vehicle arrives at the intersection a few seconds later and has to wait for the traffic light change from red to green. In this case, the errors between the predicted vehicle position and the real vehicle position may reach tens or even hundreds of meters. However, the probability of large errors is relatively small.

Besides, we evaluate the distance and speed error distribution of each trajectory. Figure 8 (a) shows the average
distance error distribution for each trajectory. Figure 8 (b) shows the average speed error distribution for each trajectory. From Figure 8, within the 30s, the position errors of most trajectories are less than 80m, and only 18.8% of the tracks are more than 80m. In the same aspect of speed errors, only 18.8% are more than 9m/s.

Then, we also compare the performance of GAN-VEEP with other methods in 30 seconds in terms of position and speed. It can be seen that GAN-VEEP has almost the best prediction performance in position and speed prediction, which proves the effectiveness of the model in short-term vehicle trajectory prediction tasks. In Figure 9 (b), Maneuver, DNN, and Traj-clusiV AT reach the peak and then begin to decline. This is because some vehicles end their journey after arriving at the destination. Here, since the speed of vehicles in Maneuver is the highest, the model also reaches the peak as the earliest method. The overall trend of speed error and distance error is similar, which shows that the position of the vehicle is closely related to the speed of the vehicle. The speed of the vehicle affects the accuracy of the whole track by affecting the position of the vehicle. To conclude, the most accurate model for vehicle speed modeling can often obtain the most accurate prediction trajectory. GAN-VEEP, therefore, can get better prediction results by learning the hidden behavior of vehicle drivers from the historical data.

Last, we verify the robustness of GAN-VEEP to test the noise immunity through perturbation analysis experiments. Two types of common random noise are added to the dataset. They obey Gaussian distribution $N(0, \sigma^2)$, where $\sigma \in (0.2, 0.4, 0.8, 1, 2)$, and Poisson distribution $P(\gamma)$, and $\gamma \in (0.2, 0.4, 0.8, 1, 2)$, respectively. To illustrate the robustness of our proposal, we evaluate the stability of GAN-VEEP in terms of traffic speed and traffic flow. The results are shown as follows. Figure 10(a) and (b) show the results of the traffic speed after adding Gaussian noise and Poisson noise, respectively, where the vertical axis represents the change of each evaluation metric, and different colors indicate different metrics. Similarly, Figure 10(c) and (b) are the results of the traffic flow after adding Gaussian noise and Poisson noise, respectively. From the above results, it can be seen that the fluctuations of metrics are relatively small whatever the noise distribution is. Therefore, the GAN-VEEP is robust as it is proved to handle high noise issues.

VII. CONCLUSION

In this paper, a novel short-term high-precision vehicle trajectory prediction method, GAN-VEEP is proposed. First, we use a vehicle coordinate normalization model to transform the position coordinates of each vehicle into normalized coordinates. This method improves the accuracy of the prediction model for vehicle trajectory prediction. Then, we use GAN to train a high-precision vehicle position prediction model to forecast the driving position of the vehicle on the current route. An cost-based vehicle turning model is introduced to select the next driving direction when the vehicle turns. According to the experimental results, compared with existing methods, GAN-VEEP has shown excellent performance in predicting vehicle trajectory on urban road scenarios.
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