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Abstract
The concept of risk is widely misunderstood because of the different contexts in which it is used. This paper describes the development of an ontology of risk as a way of better understanding the nature of the potential harms individuals are exposed to when they disclose personal data online. The ontology was designed to be compatible with BFO, the Basic Formal Ontology (Arp, Smith, and Spear 2015). BFO is a top-level ontology which is intended to promote interoperability. Ontologies from domains such as genetics and medical research are in many instances designed to conform to BFO. An initial exercise to monitor the online activity of six participants from the library and information services community helped to identify the points at which personal data is disclosed during online activity. It also explored the motivations for these disclosures, by questioning participants about their perceptions of risk. The resulting analysis suggested that an ontology would be better than a typology to represent the complex relationships between risk concepts. Rosenblum (2007) developed a typology of risks associated with online social networking services (SNSs). Haynes and Robinson (2015) looked at personal risk derived from generic risk categories (Swedlow et al. 2009, 237). Terms were also extracted from existing terminologies (Sophos Ltd 2014; NIST 2019; Daniel J. Solove 2006). Risk scenarios were developed and tested during a formative seminar and incorporated into the ontology. Potential applications of the ontology include its use as a tool for interrogating large data sets about online activity, to identify when individuals may be exposed to privacy risk. This could be used to identify clusters of risk and map the factors that contribute to specific risks.

1. Introduction
1.1 Background
This research arose from an investigation into the nature of the risks associated with online disclosure of personal information. Interactions with online systems and social media platforms use an economic model based on the sale of personal data (Enders et al. 2008). Digital advertising income relies on monitoring online behaviour to build up profiles of individuals’ interests. These profiles (whether anonymised or not) can then be used to match advertising to individuals. Different platforms gather quite different levels of data. This has been a remarkably effective model that has led to the growth of the largest companies in the world, so that for instance Facebook was able to announce profits of $18.5 billion on revenue of $70.7 billion in 2019 (Facebook 2020). In return for disclosing personal data and allowing corporations to use that data, individuals gain ‘free’ access to services and online resources. Evidence suggests that when faced with risk or uncertainty, feelings (or affect) should be considered alongside rational (or cognitive-consequentialist) decision making (Loewenstein et al. 2001; Finucane and Holup 2006). Behaviour models tend to emphasise conscious, rational decision-making during online transactions involving personal data (Kehr et al. 2015). When an individual selects the ‘allow cookies’ option, they are facilitating access to their personal data in exchange for access to services. This has been characterised by many researchers as the ‘privacy calculus’. The fact that individuals use these services suggests that the perceived benefits are judged to outweigh the perceived risks of disclosure.
1.2 Why it is topical

Individual risk and public safety are a focus for current UK government policy (DCMS 2019). In the European Union privacy concerns have been reflected in the General Data Protection Regulation (GDPR), which came into force in 2018 (European Parliament 2016). The principles-based approach adopted by EU countries and their partners has continued to evolve and is in contrast with the sectoral approach adopted in the United States (D J Solove and Hoofnagle 2006).

The purpose of this research is to understand the nature of the risks faced by individuals when they conduct online transactions. The description and categorizing of risks may help with the delivery of more effective mechanisms for managing those risks.

It could be argued that the purpose of regulation is to manage risk (Baldwin, Cave, and Lodge 2010). Although legislation is primary means of regulation adopted by government, it is not the full picture. Lessig (2006) encapsulated one aspect of internet regulation by the phrase “Code is Law”. The way in which systems are designed affects the way in which they operate and is also a form of regulation. Cavoukian (2012) extended this idea with the concept of ‘privacy by design’. Previous research suggests that a number of regulatory mechanisms (coding, self-regulation, market response and law) work in concert to regulate access to personal data on social networks (Haynes, Bawden, and Robinson 2016). Mapping the risks and their relationship with causes and effects may produce better insights into effective responses to this public safety issue.

1.3 Research question

This research sets out to examine the nature of the risks faced by individuals when they engage in online activity. The research considers the following questions:

- What is the nature of the risks that individuals face when using the internet?
- Is there an existing typology of online risk?
- Can an ontology of risk be developed to represent risk relationships more effectively than previous typologies of risk?

2. Literature review

2.1 Nature of online risk

Risk is an elusive concept, the definition of which depends on the context (Fischhoff, Watson, and Hope 1984). Aven and Renn (2009, 2) define risk in the following terms:

“A. Risk is expressed by means of probabilities and expected values
B. Risk is expressed through events/consequences and uncertainties”

Simply put, risk is the “effect of uncertainty on objectives” (ISO 2009, 1).

Aven et al (2011, 1079) make a distinction between risk as a concept and the way in which it is described or measured:

“Risk should also exist as a concept without modeling or any other tool. We face risk when we drive a car or run a business even if the probabilities are not specified. For risk assessment we need the probabilities, but not as a general concept of risk. In this way we obtain a sharp distinction between risk as a concept (a), and risk descriptions (assessments) (c) which could be based on models (b).”

Impact and probability are two measures widely associated with risk management, the objective normally being to reduce or eliminate one or both of these measures.
A risk is based on an uncertain event (i.e. it has a probability of <1.0 of occurring). The risk event, or incident will have a measurable impact on the outcomes of the system that it is being considered in.

Risk applies to individuals, organizations, governments and societies. Cybersecurity has been a particular concern of companies for some time (Tuttle 2013; Prislan 2014; Biener, Eling, and Wirfs 2015). More recently there has been a concern about societal risk and public safety (DCMS 2019). When considering the risk to individuals it is necessary to make a distinction between risks to personal privacy and risks associated with disclosing personal data (e.g. via data breaches, as well as voluntary disclosure).

The privacy calculus captures the concept of perceived individual risk as well as benefits associated with disclosure of personal data (Dinev and Hart 2006). Studies have found that there is an inverse correlation between severity of perceived risks and willingness to disclose personal data (Dinev and Hart 2006; Li, Sarathy, and Xu 2010).

Some studies have described the apparently paradoxical result where individuals disclose personal data despite perceived dangers associated with doing so (Gimpel, Kleindienst, and Waldmann 2018). Some of this can be put down to limitations in data gathering. Privacy paradox studies tend to depend on interviews with individuals about what they would do in hypothetical situations (Gimpel, Kleindienst, and Waldmann 2018; Min and Kim 2015; Bandara, Fernando, and Akter 2017). Work by Acquisti (2005) suggested that there is a discrepancy between intention and actual behaviour.

2.2 Using an ontology to describe risk

This research initially set out to develop a taxonomy of risk based on harm to individuals. This would allow hierarchical relationships between concepts. Entities in a taxonomy can be grouped by common origin (phylogeny) or by similarity (morphology) (Gnoli 2017) and this represents one way forward.

Solove (2006) provides a classification of harms, which is a starting point for categorizing risks. These largely predate the advent of social media and are in need of update to incorporate the spectrum of online harassment which can range from bullying through to hate speech. Issues such as disclosure and exposure have evolved into specific activities such as doxing. In these instances the focus is on the incident rather than the consequences to the individual.

Skinner et al (Skinner, Song, and Chang 2006) developed a taxonomy of risk based on three dimensions or views: time, space and matter. This was specifically developed in the context of collaborative environments and needs validation with empirical data.

Wright and Raab (2014, 290–91) identify examples of harms based on privacy principles. These both feed into an initial identification of online harms. Haynes and Robinson (2015) set these risks in a network of interconnected risks and consequences.

2.3 Complexity of relationships and ontologies

Standards for describing relationships between concepts have evolved from simple hierarchies displayed in classification schemes to the broader, narrower and related terms in thesauri (ISO 2011). The decision to use an ontology was based on the ability to define classes of concept and to describe different types of relationship between those classes.
Ontology development has been extensive in the biomedical area and this provides a corpus of experience that can be applied elsewhere. Some attention has been paid to other domains such as project management, business processes and cyber security, either using ontologies as a tool for risk assessment (McKone and Feng 2015; Scheuer, Haase, and Meyer 2013; Mohammad et al. 2015) or as a means of mapping the relationships between different elements of risk and specific instances of risk events. Perhaps the most directly relevant work is the review of ontologies covering cyber risk which seemed to emphasise vulnerabilities and exploitation by an attacker. There was less emphasis on the concepts of likelihood and impact, which were included in only 3 of the 10 ontologies reviewed by Oltramari and Kott (2018). The authors highlight the problem of estimating probabilities and impact levels in a dynamic environment where the behaviour of a target affects the outcomes. So, for instance if a targeted organization improves its security measures, a potential attacker will switch their attention to another, more vulnerable target. They also speculate that it is impossible to determine the outcomes without knowing more about the motivation of the attackers.

Zaitsev and Bunker (2016) developed an ontology of outsourcing risks which concentrates on the nature of the relationships between different risks. Risks are not analysed into likelihood and impact because the authors consider them to be dependent on context. By describing the strength of the relationship between risk, the ontology is intended as a “risk taxonomy tool that could be used for assessment of project risks.” (Zaitsev and Bunker 2016, 11)

An ontology of online risk needs to reflect the complex nature of risk and the need to incorporate classes of concept such as: Vulnerability, Threat, Incident, Consequence, Harm and Response. Some of these classes also have properties that are defined in their schemas. For example, it might be useful to incorporate the idea of impact of a Harm or the Probability of an Event into the description of a risk scenario.

3. **Methods**

3.1 **Creation of the ontology**

Early prototyping used the Graphite system provided via the Synaptica interface. This was intuitive and allowed experimentation with different data formats and development of schemas. This development environment allows export into an OWL-compatible system so that it can plug into high-level ontologies such as the Basic Formal Ontology (BFO).

There are many approaches to the development of a knowledge organization system and in particular the development of an ontology. The ideas put forward by Arp et al (2015) have been widely adopted and provided the basis for the development of the ontology for this project. The authors talk about four general principles of ontology design:

1. **Realism** – an ontology is a representation of reality, which is supported by evidence and observation

2. **Perspectivalism** – reality is too complex to be represented by a single approach. Ontologies should therefore aim to be relevant and accurate within a specified domain
3. Fallibilism – an ontology will change as our understanding and knowledge of a domain develops. It is therefore necessary to be able to keep track of different versions of an ontology and the changes made

4. Adequatism – room must be made for all the types of entity that exist within the domain of the ontology

Plus some additional principles:

5. The principle of reuse
6. Balance between utility and realism
7. Open-ended design process
8. Low-hanging fruit

Arp et al (2015, 44) suggest that ontologies are representations of reality rather than models of reality based on mental concepts:

“Realism in ontology is based further on the idea that with the aid of science we can come to know the general features of reality in the form of universals and the relations between them. This realist approach has a number of general consequences. First, it implies that ontologies are representations of reality, not of people’s concepts or mental representations or uses of language.”

This presents some real challenges in dealing with human behaviour and motivations. When looking at privacy this research is concerned with motivations to disclose personal data online and the harms (and benefits) that might result. The harms themselves may depend on the perceptions of the individual, so that similar events might be viewed very differently by different individuals.

What is the ‘reality’ we are trying to represent with this ontology? The fact of people’s perceptions is a reality that is captured in attitudinal surveys. They provide a snapshot if what people thought at a particular point in time – and of course they may change in light of experience, a better understanding of online harms or education about privacy risks. It is possible to ‘de-construct’ an event such as a data breach or a phishing attack into elements of risk.

Risk can be seen as part of the ontology of social reality rather than objective reality, because it depends on agency: “risk belongs to this subjective ontology [of social reality]. Thus, risks are real, but only insofar as there is a social reality in which subjects engage in risk taking.” (Merkelsen 2011, 894).

The ontology is built up using concepts that are defined in the following terms: “The recommended best practice for creating definitions along the lines described earlier is to use the Aristotelian form: S = def. a G that Ds” (Arp, Smith, and Spear 2015, 69).

3.2 Choice of software

The ontology was designed to be hospitable to RDF data to allow for import from other ontologies and export of the resulting ontology to new environments. The Protégé system developed at Stanford was considered as a suitable platform because it is widely used and has an active community of developers. It supports OWL, which is a W3C standard. The Synaptica Graphite system was also considered for this exercise and was eventually selected because of the support available to the researcher. It is a commercial product that was made available at no charge for the purposes of this research. It has inbuilt visualisation tools and allows export of RDF data from the ontology.
3.3 Development of the ontology

The methodology for development of the ontology was described in a previous paper (Haynes 2019). Noy and McGuinness’ (2001) iterative approach was adopted and applied to the seven-step method for ontology development of Arp et al (2015):

1. Determine scope
2. Reuse existing ontologies
3. Enumerate important terms
4. Define classes and class hierarchy
5. Define class properties
6. Define facets of the slots
7. Create instances

3.4 Testing and validation

The ontology design was tested in a seminar with 14 researchers and practitioners with backgrounds in: knowledge organization, information governance, cybersecurity and information science. Participants worked in groups to examine the proposed representation of risk and to provide a critique to refine it.

An initial set of risk incidents was incorporated into the ontology as a set of scenarios, based on standard definitions and on descriptions in the literature. A degree of normalisation was required for consistency.

Seminar participants were asked to explore risk scenarios to identify the consequents and harms that could result from an incident. They were also asked to consider the causes that contributed to the incident. The responses were consolidated and expressed as relationships, which entered into the ontology.

The relationship network was then explored and graphs generated to illustrate the connection between different entities in the ontology.

3.5 Visualization of graphs

The graphs representing the relationships were shown using the visualization tool within the Synaptica Graphite system. This is an interactive system that allows exploration of the relationship between nodes and navigation through the landscape of risks, their causes and consequences.

Exporting the ontology to a data visualization environment allows the possibility of using visualization for debugging the ontology (Chapman and Roberts 2018). This will be considered for future development and for possible integration with a high-level ontology such as BFO.

4. Results

4.1 Scope of the ontology

The scope of the ontology was defined during the early stage of the project and was based on the overall objective of better understanding risk to individuals. The scope of the ontology is described more fully in Haynes (2019, 171–72) and can be summarised as follows:
The ontology covers online hazards faced by online users and the resulting consequences and harms to the individual. It shows the cause and effect relationships between threats, incidents and consequences of disclosing personal data online. The main purpose of the ontology is to map different types of hazards that individuals face and the possible mitigating actions that they could take. It will also identify similarities between different hazards and to identify ways in which they might be addressed.

4.2 Evolution of the representation of risk in the light of feedback

During the workshop, the initial representation was endorsed with some modifications to align it more closely with the cybersecurity view of risk rather than the project management view. Figure 1 shows the initial outline ontology.

Figure 1- Initial Representation of Risk

Figure 2 shows the revised representation of risk, which incorporates feedback from the validating workshop. Risk is now defined in terms of threats that exploit vulnerabilities in systems. The threats could be malicious or accidental. Risk events are classed as Incidents. Instead of just mitigating actions to lessen the impact of an incident, there are also avoiding actions and defending actions to reduce the likelihood of an incident and to reduce or eliminate the threat and/or vulnerability of a system. There was some discussion about whether consequence and harm should be separated. Examination of instances of this representation suggest that it is useful to distinguish between the consequence of an incident and the harm to an individual. For example, during a data breach incident, personal bank account details might fall into the hands of criminals and the harm to the individual might be loss of money. The harm is not necessarily realised because the bank may for instance take mitigating action, or the criminals might fail to exploit the data.
4.3 Scenarios

A set of scenarios was developed from reports in the literature, the case studies conducted with the volunteers and development of scenarios during the workshop. Table 1 lists the scenarios used to test different types of risk faced by individuals. They were used to explore the relationships between the causes of a risk and its consequences and these were captured in the ontology.

Table 1 - Scenarios used to develop the ontology

<table>
<thead>
<tr>
<th>Risk</th>
<th>Incident scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLICK-BAIT</td>
<td>Fall down a click-bait rabbit hole</td>
</tr>
<tr>
<td>CLOUD STORAGE</td>
<td>Data breach of cloud documents</td>
</tr>
<tr>
<td>DIGITAL ASSISTANTS</td>
<td>Digital assistant self-launches</td>
</tr>
<tr>
<td>ILLEGAL SITE</td>
<td>Visit an illegal site</td>
</tr>
<tr>
<td>LOCATION TRACKING</td>
<td>Location tracking made public</td>
</tr>
<tr>
<td>NON-SECURE SITE</td>
<td>Land on non-https site</td>
</tr>
<tr>
<td>ONLINE BANKING</td>
<td>Bank login details revealed</td>
</tr>
<tr>
<td>ONLINE PURCHASES</td>
<td>Data breach of online purchase transaction</td>
</tr>
<tr>
<td>OUT-OF-DATE SOFTWARE</td>
<td>Use out of date software</td>
</tr>
<tr>
<td>PHISHING</td>
<td>Respond to phishing email</td>
</tr>
<tr>
<td>PICTURES ON SOCIAL MEDIA</td>
<td>Hostile response to photo posted on social media</td>
</tr>
<tr>
<td>PROFESSIONAL NETWORKS</td>
<td>Employer discovers job-seeking activity</td>
</tr>
<tr>
<td>RE-USE OF PASSWORDS</td>
<td>Re-used password is detected</td>
</tr>
</tbody>
</table>

4.4 Exploring the network of relationships

The modified representation of risk is based on different relationships between the concept classes. Table 2 shows the classes and their relationships within the ontology. Many of these relationships have reciprocals. So for instance, the top term ‘Psychological harm’ in the ontology scheme Harm, has narrower terms: ‘Annoyance’,
‘Fear’ and ‘Worry’. Each of these has a reciprocal broader term relationship with ‘Psychological harm’.

Table 2 - Relationships allowed between concepts in different classes

<table>
<thead>
<tr>
<th>Subject (class)</th>
<th>Predicate</th>
<th>Object (class or property)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consequence</td>
<td>broader</td>
<td>Consequence</td>
</tr>
<tr>
<td>Consequence</td>
<td>leadsTo</td>
<td>Consequence</td>
</tr>
<tr>
<td>Consequence</td>
<td>leadsTo</td>
<td>Harm</td>
</tr>
<tr>
<td>Consequence</td>
<td>narrower</td>
<td>Consequence</td>
</tr>
<tr>
<td>Harm</td>
<td>broader</td>
<td>Harm</td>
</tr>
<tr>
<td>Harm</td>
<td>hasProperty</td>
<td>Impact</td>
</tr>
<tr>
<td>Harm</td>
<td>narrower</td>
<td>Harm</td>
</tr>
<tr>
<td>Incident</td>
<td>broader</td>
<td>Incident</td>
</tr>
<tr>
<td>Incident</td>
<td>hasProperty</td>
<td>probability</td>
</tr>
<tr>
<td>Incident</td>
<td>LeadsTo</td>
<td>Incident</td>
</tr>
<tr>
<td>Incident</td>
<td>leadsTo</td>
<td>Consequence</td>
</tr>
<tr>
<td>Incident</td>
<td>leadsTo</td>
<td>Threat</td>
</tr>
<tr>
<td>Incident</td>
<td>narrower</td>
<td>Incident</td>
</tr>
<tr>
<td>Response</td>
<td>broader</td>
<td>Response</td>
</tr>
<tr>
<td>Response</td>
<td>mitigates</td>
<td>Impact</td>
</tr>
<tr>
<td>Response</td>
<td>mitigates</td>
<td>Incident</td>
</tr>
<tr>
<td>Response</td>
<td>mitigates</td>
<td>Harm</td>
</tr>
<tr>
<td>Response</td>
<td>mitigates</td>
<td>Consequence</td>
</tr>
<tr>
<td>Response</td>
<td>mitigates</td>
<td>Threat</td>
</tr>
<tr>
<td>Response</td>
<td>mitigates</td>
<td>Vulnerability</td>
</tr>
<tr>
<td>Response</td>
<td>narrower</td>
<td>Response</td>
</tr>
<tr>
<td>Threat</td>
<td>exploits</td>
<td>Vulnerability</td>
</tr>
<tr>
<td>Threat</td>
<td>leadsTo</td>
<td>Incident</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>broader</td>
<td>Vulnerability</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>leadsTo</td>
<td>Incident</td>
</tr>
<tr>
<td>Vulnerability</td>
<td>narrower</td>
<td>Vulnerability</td>
</tr>
</tbody>
</table>

Figure 3 shows an example of an incident and its relationship to other concepts in the ontology. A ‘breach of cloud storage’ is a scenario in the Incident scheme. It is a consequence of ‘use of cloud services’ (a prerequisite in event tree analysis) and/or ‘data theft’. It leads to ‘loss of confidentiality’ and ‘consequential loss’. The figure
also shows the relationship to Schemas, Resource types, Templates and Collections.

Figure 3- Example of a concept and its relationships
Navigating to the concepts that led to the incident reveals their network of relationships as seen in Figure 4. From this we learn that Use of Cloud Services is a vulnerability and that has a number of subordinate relationships (for the sake of simplicity we have used broader and narrower term relationships here). Data theft on the other hand is classed as a threat because it implies intent on the part of an agent. Other threats might result from a natural phenomenon such as a solar storm or lightning strike that could lead to data loss.
Figure 4 - Conditions that could lead to a breach of cloud storage

Figure 5 shows that a breach of cloud storage could lead to loss of confidentiality, which in turn could lead to loss of reputation (a harm). Loss of confidentiality could also result from the self-launch of a digital assistant. There are likely to be other incidents that could lead to this consequence, demonstrating much greater complexity than a simple hierarchical classification could handle. The breach could also lead to a consequential loss resulting in financial loss to an individual, another harm. Some relationships are two way. For instance, ‘Breach of cloud storage’ could be both a cause and a consequence of ‘Loss of confidentiality’.
Figure 5 - Consequences of a breach of cloud storage

4.5 Inferences from the ontology

As well as providing a helpful visual display of the relationships between different aspects of risk, the ontology allows navigation and exploration of different aspects of risk. This could be valuable in tracking relationships and identifying connections that are not immediately obvious on initial inspection. The next stage of the research will be to consider the eigenvector values of each node to determine closeness and identify potential clusters of concepts (Hansen, Schneiderman, and Smith 2011). This may reveal deeper structure in the set of scenarios in the ontology.

5. Discussion and conclusion

5.1 Addressing the research questions

The project set out to explore the nature of risks that individuals face when using the internet and to develop a risk taxonomy. Taxonomies are based on hierarchical relationships and do not allow for the complex relationships between risk concepts. For this reason, an ontology was developed instead. It was based on pre-existing work as well as industry definitions of vulnerability and threats (Haynes 2019). However, these definitions tended to be focused on technical issues and consequences to systems, or organizations. This ontology shifts the focus on to people and the impact of online incidents on individuals. It explores by means of scenarios the relationships between
Vulnerabilities, Threats and Incidents and then the outcomes of Incidents in terms of Consequences and Harms. The ontology also includes responses that could mitigate these risks.

Although several broad categorizations of risk were identified, they tended to be very broad and did not represent the complex web of relationships between causes (threat and vulnerability concepts) and effects (consequences and harms).

5.2 Limitations

The ontology could be developed further by continuing to add scenarios. The analysis of scenarios is based on one researcher’s interpretation of data gathered from a small group of experts. To some extent this is subjective and needs a more rigorous evaluation – possibly by means of a Delphi study. This would allow a panel of experts to arrive at a consensus about the concepts and relationships associated with the scenarios.

5.3 Future Development

The next stage of development for this ontology is to populate it with instances from a variety of source, including reports in the press, incident data from data protection regulators and case studies in the literature. This would test how well the scenarios describe the reality of online risks to individuals. It would also provide the groundwork for creation of linked data sets, which could be analysed to inform policy on online safety.
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