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Abstract: In recent years, there has been a growing demand for cybersecurity experts, and, according
to predictions, this demand will continue to increase. Cyber Ranges can fill this gap by combining
hands-on experience with educational courses, and conducting cybersecurity competitions. In this
paper, we conduct a systematic survey of ten Cyber Ranges that were developed in the last decade,
with a structured interview. The purpose of the interview is to find details about essential components,
and especially the tools used to design, create, implement and operate a Cyber Range platform, and
to present the findings.
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1. Introduction

In recent years, cyber attacks, especially those targeting systems that keep or process
sensitive information, are becoming more sophisticated. Critical National Infrastructures
are the main targets of cyber attacks since essential information or services depend on
their systems, and their protection becomes a significant issue that is concerning both
organizations and nations [1–4]. Attacks to such critical systems include penetrations to
their network and installation of malicious tools or programs that can reveal sensitive data
or alter the behaviour of specific physical equipment.

Following this increase in cyber attacks, the need for professionals will also continue
to increase in the upcoming years. According to predictions from Cybersecurity Ventures,
an estimated 3.5 million cybersecurity jobs will be available and eventually unfilled by 2021.
While global Cybercrime damages are predicted to reach $6 Trillion annually by 2021 [5],
61% of companies find most of the cybersecurity applicants unqualified [6]. The majority
of chief information security officers around the world are worried about the cybersecurity
skills gap, with 58% of CISOs believing the problem of not having an expert cyber staff
will worsen [7].

Gartner Inc. [8] delivered its first-ever forecast report titled: “Forecast Analysis: Con-
tainer Management (Software and Services) Worldwide”, for the software container man-
agement software and services market, stating that adoption of the technology will be
widespread. Software containers have enjoyed massive growth in recent years. Popular
with developers, they provide a way for applications to be built once and run in any kind of
computing environment, helping make enterprises much more agile. Gartner reckons that
software containers will become the “default choice for 75% of new customer enterprise
applications” by 2024. As a result, 15% of all applications will be running in containers by
then, up from just 5% today.

Training activities and environments that can support challenging situations, followed
by concrete guidance, procedures, and tools are needed. These platforms can help in-
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dividuals to react in different, unpredictable situations in a collective and collaborative
way. This environment should blend simulations and emulations of real components and
systems, embedding different attack and defense mechanisms [9] and must be able to
adapt to a variety of different incidents, in order to be cost-effective and attractive for
organizations and educational institutes. Experiential learning is an educational technique
that proposes the active involvement of the participants in order to help them learn through
experience—an efficient method for delivering experiencing learning exercises as part of
serious games. Cyber ranges are exercising environments that contain both physical and
virtual components and can be used to represent realistic scenarios for training [10].

In recent years, cyber ranges have been offering additional features/capabilities from
a simple simulation environment. Chandra [11] proposed that efficiency may be achieved
by harnessing operating system container technology. Carnegie Mellon University [12] has
developed by SEI open-source software tools to create secure and realistic cyber simulations.
These tools recreate the real world and make training exercises more realistic.

In this article, we present the current state of the art on testbeds and cyber ranges
that are used for training and research purposes. A systematic review of the literature on
cyber range systems was carried out and the study revealed that there is a variety of imple-
mentations with different approaches that have been developed in different environments,
using real, virtual, or hybrid equipment. Moreover, in order to better understand what
the important components of a modern cyber range (CR) are, we conducted structured
interviews with technical directors that have developed and used recently cyber ranges
and present the findings.

The contributions of the article are:

• It presents the current state of the art on testbeds and cyber ranges.
• It presents the findings of a set of structured interviews with organizations that have a

testbed and cyber range.
• It discusses the findings and gives insights of modern cyber ranges.

The findings of the research will be a guide for the effort to design, develop and
implementation of a Cyber Range platform for the University of West Attica (UNIWA)
but can also be a guide for other cyber ranges that are under development. UNIWA was
founded in March 2018, from the merging process of two Technological Institutes. It
operates with high educational and research standards and strives to respond to the ever-
increasing demands of modern society for the creation of executives that have attained
a solid scientific and technological background. UNIWA is the third-largest in Greece in
terms of student numbers, approximately 52,000 undergraduates, 1150 postgraduates, and
210 doctoral students. The aim of a modern cyber range should be to enhance courses
with hands-on experience of participants. In addition, it will enhance the research goals of
the university through using a more complex and realistic environment than it currently
has. UNIWA has a cybersecurity team (INSSec) with active participation in national and
international cybersecurity exercises over the last decade as well as CTF competitions such
as UniCTF 2019 and UniCTF 2020. In addition, it organized the CTF competition [13],
UniwaCTF 2019, a competition between Greek universities. A Cyber Range system will
enhance the realism of CTF contests, allowing UNIWA to organize more complex cyber
exercises, such as the blue vs. red team..

The remainder of the paper is organized as follows: Section 2 discusses related surveys
and showcases the value of this article. Section 3 introduces the key concepts and the overall
architecture of current testbeds and cyber ranges. Section 4 presents the findings of the
questionnaire. Section 6 discusses the findings and concludes the paper.

2. Related Surveys

During this literature review conducted from March to June 2020, several cyber ranges
and testbeds were identified in different domains, such as Educational, CTF, Industrial
Control Systems, Cyber Physical, and SCADA.
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Davis and Magrath (2013) [14] conduct a survey of Cyber Ranges and classified their
findings into three categories: Modeling and Simulation, Ad-hoc or Overlay, and Emula-
tions. Specifically, their survey had the purpose of assisting organizations to select and
build their desired CR capability. Hence, they surveyed the available options for construct-
ing and managing a CR, for monitoring and analysis, training scenarios, communities for
collaboration, and commercial offerings. They categorized CR using a two-level model.
Firstly, they distinguished the CRs by their type, as Simulation, Ad-hoc or Overlay and
Emulation. They also named the fourth category as Analytics without actually using it.
Following previously defined methodologies, they categorized a CR as simulation when
utilizing software models of real cases, as overlay if they use the real production equipment,
and as emulation in the case of running the real applications on separate equipment. The
second-level criteria of their categorization have been the sector the CR supports and the
categories have been academic, military or commercial. The survey makes interesting
points about the above-mentioned categories. Simulation CRs are sterilized, emulation
ones have more realistic behaviour, but they are expensive, while overlays are only a small
minority. According to the survey, the emulation CRs are the best category, especially
when using virtualization. Moreover, the survey states that the main use of CRs is training,
leaving far behind cybersecurity testing and research and development. This survey is
quite broad as it covers almost 30 CRs, and it fulfills its aim. It refers widely to military
developed and operated cases. This is expected as, at the time, military implementations
had quite a few operating CRs. However, this survey is already seven years old, meaning
that a lot of things have changed since. Moreover, it overlooks the cases where several
categories are combined in hybrid cross-category environments.

Holm (2015) [15] surveyed 30 ICS testbeds. This survey has been a part of a study
about critical infrastructures and eventually refers specifically to Industrial Control Systems
(ICS). The study was motivated by the increasing vulnerability of ICS to cyber-attacks. It
was titled “Virtual Industrial Control System Testbed” and was performed for FOI, the
Swedish Defense Research Agency. The main purpose of the study was to specify the
way to create a high-fidelity Virtual Industrial Control System (VICS) and the first step
had been surveying the existing relevant testbeds through five Research Questions. The
expected outcome would be the creation of a new testbed (CRATE). The survey collected
information from 30 ICS testbeds in 12 countries. The study covers several testbed charac-
teristics like the three methods that can be used to implement ICS in testbeds (virtualization,
simulation, and hardware), including relevant subcategories (Operating System virtual-
ization, Programming Language virtualization, Library virtualization) and categorization
of these testbeds’ objectives into 11 categories (Vulnerability analysis, Education, Tests
of defense mechanisms, Power system control tests, Performance analysis, Creation of
standards, Honeynet, Impact analysis, Test robustness, Tests in general, Threat analysis).
Furthermore, the survey presents per category how the reviewed 30 testbeds implement
their control center, communication architecture, field devices, and observed/controlled
processes. The available categories are again Virtualization, Simulation, Emulation, and
Hardware. However, this survey leaves room for hybrid methods. In addition, the survey
states Fidelity, Repeatability, Measurement Accuracy, and Safe execution of tests as the basic
requirements that testbeds should comply. It is clarified though that these requirements are
not a product of the survey itself, but they pre-existed. The survey concludes that none of
the questioned testbeds implements an overlay model (enables executing a real field device
inside a virtual/emulated container). The complexity of ICS accounts for this conclusion.
Finally, it distinguishes vulnerabilities as Policy and Procedure Vulnerabilities, Platform
Vulnerabilities, and Network Vulnerabilities. Finally, the survey describes the architecture
and functionality of a designed testbed (CRATE). This survey follows a stable methodol-
ogy, approaching the testbeds from various different angles. Moreover, the analysis has
taken into account a satisfactory amount of 30 testbeds. However, its main focus is the
industrial (ICS) testbeds, and, eventually, the results are narrowed to this specific category
of testbeds. In addition, since the time of the survey (2015), ICS systems have become more
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connected and have revealed more surface to the attackers. Unavoidably, the survey and its
vulnerability analysis haven’t taken into account the evolved and interconnected situation
nowadays.

Yamin [16] presents a survey of Cyber Ranges and security testbeds and provide
a taxonomy and an architectural model of a generic Cyber Range. Their work begins
with the definition of a cyber exercise where they define the stages of such an exercise
as well as the teams involved (white, blue, red). They identify a gap in existing surveys
as they characterize them as sectorial or outdated. The chosen methodology of this sur-
vey has been the systematic literature review which consists of eight stages (Statement
of purpose, protocol establishment, a search of the sources, screening of the literature,
assessment, data extraction, synthesis of the outcome, review). During this process, they
produce an initial taxonomy where a CR consists of five basic pillars (scenario, monitoring,
teaming, scoring, management). Indicative of the width of the survey is the variety of
cyber exercise teams/roles they have identified (red, blue, white, orange, purple, yellow,
green, autonomous). An outcome of the survey is a classification of the capabilities and
functionalities of modern CRs as well as a new taxonomy based on the information gath-
ered, with six pillars (scenario, monitoring, learning, management, teaming, environment)
has been produced. The survey has researched and recorded a multitude of simulation,
emulation, hardware, management, monitoring, traffic generation, and other relevant tools
and solutions implemented in contemporary CRs. In addition, the functional architecture
of a generic Cyber Range is described. Based on the surveyed CRs, the survey attempts
to predict the future shape of the Cyber Range environment. This survey is, by all means,
an impressive work that firstly analyses and then combines data from multiple papers
mainly for the period 2015–2017. The survey performs a wide approach and analysis of
the literature. However, the survey concludes in a rather conservative manner, and the
predicted future cyber ranges don’t quite differ from the present ones.

Kucek (2020) [17] investigates the underlying infrastructures and CTF environments,
specifically open-source CTF environments, and examined eight open-source CTF envi-
ronments. The survey aims to be used as a valuable reference for whoever is involved
in CTF challenges. Starting from 28 platforms, the survey shortlisted 12 environments
that are open-source and finally managed to examine eight of them (CTFd, FaceboookCTF,
HackTheArch, Mellivora, Pedagogic-CTF, PicoCTF, RootTheBox, WrathCTF), and to extract
valuable conclusions and comparison data. The study was motivated by the popularity
of CTF events combined with the lack of studies that examine the underlying infrastruc-
ture and configuration of real-time cyber exercises like CTFs. Once more, it starts with a
questionnaire of four Research Questions (RQs). The survey distinguished the open-source
CTF environments and attempted empirical research of them. They followed an organized
methodology of five comprehensive steps (general review, shortlist of open-source CTFs,
install, configure challenges, conclusions). In order to empirically examine each of the
eight shortlisted environments, the survey conducted 16 different challenges categorized in
five CTF types (quiz, jeopardy, Attack-defense, Mixtures, King of the Hill). Some interesting
results include the architecture of the platforms. Some of them run on a certain O/S, while
others run on any O/S. The next (higher) layer above the O/S is either the container layer
or the virtualization one. The CTF challenges are configured on top of these layers. The
survey concludes that the examined environments differ in some features they support
and the respective configurations that are available. All the examined platforms have
some generic features (participant registration, challenge provision, user manual, scoring
methodology). The platforms differ in the specifics and the available options of the men-
tioned features. The survey has been both original and ambitious to deepen the performed
analysis. However, its main objective is the CTF implementations and, consequently, it is
narrowed to this specific category of testbeds. Moreover, the actual research is limited to
eight CTF environments. Starting from around 30 candidate Cyber Ranges, they finally
realized the empirical study on eight of them because of various reasons (proprietary
environments, lack of adequate documentation, etc.).



Appl. Sci. 2021, 11, 1809 5 of 23

Ukwandu [18] present a survey of Cyber Ranges and security testbeds. In this very
recent survey, only publications from selected databases and only from the last five years
(2015–2020) are examined. A taxonomy is developed to provide a broader comprehension
of the future of Cyber Ranges and testbeds. The paper makes multiple references to the
smart-everything technological transformation which must be taken into account when
assessing or training in cybersecurity. Once more, the followed approach has been the
chain: plan, select, extract, execute. The survey is presented as an overview of the Cyber
Ranges and Test Beds which can be found in the literature and 44 CRs are identified.
These instances are categorized in multiple ways, initially based on their application
(Military/Defense/intelligence, Academic, Commercial, Law Enforcement, etc.) and their
type (Private, Public, Federated). In addition, the teaming options are presented. The
survey presents a classification of the found CRs according to their implementation method
(Emulation, Simulation, Overlay, Live). The survey describes in fair detail the architecture
and interconnection of CR building blocks. The survey provides a definition of a CR
scenario and then different scenario options and differentiation factors (design, validation,
deployment) are described. The stages that a training testbed should include are presented
in an impressively simple but straightforward plan. The different approaches to training are
described (gamification, Mock Attack Training, Role-Based Training, exercises). The survey
argues in favor of the differentiation between Cyber Ranges and Test Beds. It presents Cyber
Ranges as far more complicated than Testbeds. This argument concludes with the need
for different taxonomies, respectively. Finally, according to the survey, the future shape
of Cyber Ranges and Test Beds is going to combine real-time, intelligent implementations
featuring mobility, automatic configuration, and integration of different technologies,
applications, and appliances. Throughout this extensive analysis, the survey doesn’t avoid
some minor contradictions. Moreover, our survey integrates a structured interview that
has been performed on a selected group of representative cyber ranges.

As shown in Table 1, we classify the surveys according to the following criteria:

• Focus area: We categorize surveys in relation to their scope.
• Method: this category indicates the method of collection and analysis of the data that

are related to the CRs.

Most of the surveys, including ours, have a broad scope, while only two of them
were focused on a specific area of research, ICS and CTFs. The main difference of our
survey as compared to the previous ones is the use of mixed data collection methods that
included both literature review and structured interviews with Universities and agencies
that have deployed and run such CRs. This method helped us cover the lack of published
information in terms of architecture, topology and tools.

Table 1. Related surveys on Cyber Ranges and TestBeds.

Survey Reference Systems Studied Focus Area Year Method

Davis-Magrath et al. [14] 30 Broad 2013 Literature Review

Holm et al. [15] 30 ICS 2015 Literature Review

Yamin et al. [16] 100 Broad 2019 Literature Review

Kucek et al. [17] 28 CTFs 2020 Empirical Review

Ukwandu et al. [18] 44 Broad 2020 Literature Review

Chouliaras et al. Our survey 25 Broad 2021 Literature Review Structured Interviews

3. Background

Among many cyber incidents that have occurred in the last decade, two of them can
be considered as major triggers for the development of Cyber Ranges—firstly the attack
against the nuclear program of Iran. This attack that was revealed in 2010 used the computer
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worm Stuxnet and specifically targeted the programmable logic controllers (PLCs) used
to automate machine processing systems. Since then, the malware has been mutated and
discovered in other industrial and energy installations. Secondly, on 23 December 2015
via a series of cyber-attacks, cyber attackers remotely controlled the Ukrainian power
grid, specifically the SCADA distribution management system, and eventually caused a
significant power outage to the Ukrainian constituency. The above mentioned incidents
have been more than persuasive of the vulnerability of industrial systems. This resulted in
widely opening the way for the development of cyber ranges.

Initially, an up-to-date survey of the present situation of Cyber Range systems was
conducted. This survey has revealed multiple useful outcomes. Some of them are the
characteristics of modern cyber ranges and testing beds, the various development platforms
used, the tools and methods which are implemented, how fast do the implementations
occur, how are the exercises conducted and executed, how are the relevant scenarios created
and implemented, etc.

Apart from the need to test and evaluate the cybersecurity aspect of applications,
tools, and systems, cyber ranges are extremely useful for the capacity building of cyber
experts. They must develop and possess several abilities like being deeply technically
skilled, capable of recognizing and responding to complicated and urgent situations, able
to assess risks and vulnerabilities, to handle uncertainty, to solve problems to provide
explanations to think adversarial. In a nutshell, today’s security experts must possess a
“security mindset” as described in [19].

Various definitions of cyber ranges have been given in the relevant literature and
publications. The definition given in NIST one-pager [20] has been chosen as the first among
equals. Thus, according to NIST, cyber ranges are interactive, simulated representations
of an organization’s local network, system, tools, applications that are connected to a
simulated Internet level environment. They provide a safe, legal environment to gain
hands-on cyber skills and a secure environment for product development and security
posture testing.

The research performed reveals that the environment of cyber ranges in terms of their
development can be categorized into three main types: simulation, emulation, and hybrid.
A Simulation involves using a model, a virtual instance in order to recreate a complex
network environment based on the real network components’ behaviour. Emulation is
when the cyber range runs on the dedicated physical network infrastructure of the CR.
Hybrid emerges from a customized combination of any of the above types. An additional
category refers to overlay cyber ranges which are the instances that run in parallel with the
actual production systems on the real equipment and infrastructure.

Recently, attention to Cyber Ranges has been growing. Cyber range systems are
predominantly used for three main objectives: Research, Training and Exercise.

• Research (testing implementations including methods, tools, building blocks and
systems)

• Training/Education (academia, specialized security courses and cyber-security certifi-
cations)

• Exercises/Competitions on Cyber Security (security training by means of cyber secu-
rity exercises like Capture the Flag or Cyber Defense Exercises).

Research demands for environments that are fully controlled and isolated but at the
same time complex to develop and test a new tool, or to design new attack techniques
or methods. The training serves cybersecurity practice and education. Trainees have the
opportunity to practice various cyber range scenarios, according to their specific training
needs. The third and maybe most popular category of cyber range use nowadays is for
cyber exercises. Here, the users compete in cyber contests, capture the flag competitions,
hack the box challenges, and attack/defense games.

We can also categorize cyber ranges based on their operator. The main players for the
development of Cyber Ranges and similar testbeds have been universities, government
agencies, military research centers, international organizations, and their affiliates. While
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the details of some Cyber Ranges are publicly available, there also exist cyber ranges that
are funded by the military and governments throughout the world and their details are
eventually classified. Throughout the recent development and widening of the cyber range
constituency, the concept of a federation of cyber ranges has emerged. The concept of
federation relies on the consideration that a single cyber range would have enormous
costs and would be extremely complicated if it was to have all the necessary features
and functionalities, the whole package. Therefore, it would be better organized, and also
modular and in effect realistic, if multiple cyber ranges, each within a specific area of
expertise, could collaborate in order to offer to their users a wide variety of use cases
and different scenarios. For example, some cyber ranges simulate social media networks
or publicly available internet resources while other cyber ranges may be specialized in
simulating industrial control systems or critical infrastructures. The combination of the
capabilities of different cyber ranges would result in the development of a much broader
simulation environment available for their end-users, while at the same time the overall
cost would remain unchanged. Following this concept, several cyber range federations are
being developed. Such an example is the Cyber Ranges Federation project which aims at
building an EU-wide cyber range. Participants of this federation include eleven EU member
states, the European Space Agency (ESA) as well as the European Defence Agency (EDA).
Another relevant initiative is the CyberSec4Europe project which refers to designing, testing
and demonstrating potential governance structures for a future European Cybersecurity
Competence Network. One more example is the ECHO project (European network of
Cybersecurity centers and competence Hub for innovation and Operations) launched
by the European Commission with the vision to establish and operate a Cybersecurity
Competence Network.

The Deployment models of cloud computing are categorized into four commonly
used categories. Private Cloud, Public Cloud, Community Cloud and Hybrid Cloud.
Additionally, there are three Services models of Cloud Computing: Infrastructure, Software,
and Platform as a Service (IaaS, SaaS, PaaS). In the SaaS model, a software provider sells
a software application that can be used on-demand. In the IaaS, the provider offers as
service computing resources like storage, server or peripherals. The users can have a virtual
server in a very short time, and they pay only for the resources they use. The PaaS model
represents an abstraction layer between the IaaS and SaaS and its target group includes
deployers and developers. Infrastructure platforms and tools include OpenStack [21],
Opennebula [22], Proxmox [23], VMware [24], Public cloud (AWS), Minimega [25] and
KVM [26].

Infrastructure as code (IaC) is another step ahead towards infrastructure agility and
flexibility. With IaC, the management of infrastructure (networks, virtual machines, load
balancers, and connection topology) is realized in a descriptive model. Some Infrastructure
as code (IaC) tools that we came across in our survey include Chef [27], Puppet [28],
Ansible [29], SaltStack [28], Terraform [30], and Vagrant [27].

In the present paragraph, some terms that are necessary for the forthcoming analysis
are defined. When we talk about deployment, we refer to the process of putting a new
application, or a new version of an application, to run on a prepared application server.
Orchestration is the arrangement or coordination of multiple systems that are designed to
cooperate. Provisioning (used by DEVOps) refers to getting computers or virtual hosts to
use and installing needed libraries or services to them. Configuration management (CM) is
a system engineering process for the establishment and maintenance of a product’s perfor-
mance, functional, and physical attributes with its requirements, design and operational
information. Configuration management aims at bringing consistency in the infrastruc-
ture. The above-mentioned tools (Chef, Puppet, Ansible, SaltStack) are all “configuration
management” tools, which means they are designed to install and manage software on
existing servers, whereas Terraform is an “orchestration tool”, meaning that it is designed
to provision the servers themselves, leaving the configuration of these servers to other
tools. These two categories are not mutually exclusive, as most configuration management
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tools can do some degree of provisioning and most orchestration tools can do some degree
of configuration management.

Using the cyber range background and environment as described in the previous
paragraphs, we now move forward to explain the features of the cyber ranges we found
in our survey. We analyze 25 CRs, and we write about features that they use (see Table 2)
like objective, environment, supporting sector, etc. Research (R), Training (T), Exercise (E),
Education (ED), Operations (O), Testing (TE), Academic (A), Military (M), Government
(G), Private Enterprise (PE), Industry (I), Demonstrations (DM), Development (DV),Testing
(TS), Emulation (EM), Simulation (S), Hybrid/Cyber Physical (HCP), VMWARE (VW),
Openstack (O), Minimega (MN), TerraForm (TR), Public cloud AWS (AW), QEMU / KVM
(Q), Virtualbox (VB), Custom (C), Yes (Y), No (N), Not Available (N/A), Docker (D),
Instructors (IN), Provided on demand (OD), In house (IH), On-Premise (OP), Online (ON)
and On-Site (OS). Then, based on these findings, we select the ten most representative
cyber-ranges, and we moved forward with the structured interview (Tables 3 and 4).

Table 2. Summary of cyber ranges and testBeds.

Operator Objective Sector Environment Infrastructure
Platform(s) Dataset

NATO Cyber Range [31] T, E M EM VW N/A

Masaryk University (KYPO) [32,33] R, T, E, ED A EM O Y

Florida Cyber Range [34] ED, R, T, O M N/A N/A N/A

Sandia National Laboratories (Cyber
Scorpion) [25] T G N/A MN N/A

Virginia Tech [35,36] R, T, E A S AW N/A

De Montfort University [10] R, T, E A HCP Q OD

Royal Military Academy [37,38] R, T A, M S VB, C N

AIT Austrian Institute of Technology [39–41] R, T, E A,G, M PE HCP O, TR N

Naval Postgraduate School [42,43] T, E, ED A, G, M S D IN

Norwegian University of Science and Technology
(NCR) [44] R, T, E, Ts A, G, M, PE EM, S, HCP O, VB, VM, D OD

Università degli Studi di Milano [21] T R EM, S O No

JAMK University of Applied Sciences
(JYVSECTEC) [45,46] R, T, E A, G, M, PE EM, S, HCP N/A IH

Swedish Defence Research Agency
(CRATE) [47,48] R, T, E G, M HCP VB ON

Michigan Cyber Range [49] T A N/A N/A Yes

Silensec [50] T I N/A N/A ON

CYBERIUM (fujitsu) [51] T I N/A N/A ON

DECIDE (NUARI) [52] R, T, E A N/A N/A ON

Georgia Cyber Range [53] ED, T, R,
DM, DV A N/A N/A ON

IBM X-Force Command C-TOC [54] T, E I N/A N/A ON

Cybexer [55] T, E I N/A N/A ON

Airbus Cyber Range [56] R, T, E I S N/A ON

Raytheon Cyber Range [57] T ,E M, A, I N/A N/A ON

hns-platform [58] T, E I HCP, S N/A ON

Cyberbit Cyber Range [59] T, E I S N/A ON, OP

Cyber Warfare Range [60] T, E I S N/A OS, OP
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Table 3. Cyber Ranges’ features.

Operator Security
Challenges Courses Access Roles Teams Events

De Montfort University W, E, AP DF, SS, IC OP SC, NC, CR B, RD, G,
YL, WT, P EV, WS, EX

Royal Military Academy W, F, DD, AP DF, NS, WS RA N/A B EX

Masaryk University W, F, E, SI, MA DF, NS OP, RA CR, CS B, RD, G,
YL, WT, P EV, WS, EX

AIT Austrian Institute of
Technology

W, F, E, DD, AP,
R, MA NS, WS, OS OP, RA SC, CR, CS,

CO, IT, LG
B, RD, G,
YL, WT, P EV, WS, EX

Naval Postgraduate School W, C, E, DD, SI,
MA, RE C, SS, NS, WS L Various N/A EI

Norwegian University of Science
and Technology

W, C, F, E, S, DD,
AP, R, SI, MA, RE,
RM, ISE, CM, CP

C, DF, HS, SS,
NS, CS, WS,
CM

OP, RA SC, NC, CR,
CS, M, CV

B, RD, WT
P EV, WS, EX

Virginia Tech W, C, F, E, S, SI,
RE

C, DF, SS, NS,
WS RA N/A N/A EV, WS, EX,

EI

Università degli Studi di Milano W, F, SI, MA, RB DF, WS OP, RA N/A B, RD, G N/A

JAMK University of Applied
Sciences

W, C, F, E, S, DD,
AP, R, SI, MA, RE

DF, HS, SS,
NS, CS, WS OP, RA SC, NC, CR,

CS
B, RD, G,
YL, WT, P EV, WS, EX

Swedish Defence Research Agency W, F, DD, R, MA SS, NS OP, RA SC, NC, CR B, RD, G,
WT EV, WS, EX

Table 4. Cyber Ranges’ tools.

Operator VM Network Scoring Scenarios Manage Monitor Traffic User Behavior

De Montfort University MS PR Y MF PR OS, SN, SU,
N, W, M D, B B

Royal Military Academy A VB N/A J C SN, N N/A G

Masaryk University A O C JS, YM, C C NG N/A C

AIT Austrian Institute of
Technology A O N/A JS N/A OS, W N/A C

Naval Postgraduate School DC LDT AG LDT N/A A N/A N/A

Norwegian University of Science
and Technology A, V, MS O J YM XT OS OF, D GS

Virginia Tech P CL CC N/A AP CW N/A N/A

Università degli Studi di Milano OH O IT X IT Y IT N/A

JAMK University of Applied
Sciences N/A N/A N/A N/A N/A N/A N/A N/A

Swedish Defence Research
Agency S VB, VX N/A N/A N/A N/A N/A AI, BT

4. Analysis of Results

Due to the lack of several features that are not mentioned in the publications but also to
have a better picture of the systems used, a structured questionnaire [61] (see Appendix A)
was created and sent to selected universities and research centers that develop and maintain
such systems (see Tables 3 and 4).

Table 3 has the following analysis: Web (W), Cryptography (C), Forensics (F), Exploita-
tion (E), Steganography (S), DDoS (DD), APT (AP), Ransomware (R), SQL Injections (SI),
Malware Analysis (MA), Reverse Engineering (RE), Risk Management (RM), Information
Security Economics (ISE), Cyber Crisis Management (CM), Cyber Policy Analysis (CP),
Digital Forensics (DF), Software Security (SS, ICS Security (IC), Custom (CU), Request Base
(RB), Digital Forensics (DF), Network security (NS), Web Security (WS), Software Security
(SS), ICS Security (IC), OT Security (OS), Hardware Security (HS), Cloud Security (CS),
Data-driven cybersecurity management (CM), On Premise (OP), Remote Access (RA), Local
(L), SOC (SC), NOC (NC), CERT (CR), CSIRT (CS), CISO (CO), IT-Team (IT), Legal (LG),
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Managers (M), C-levels (CV), BLUE (B), RED (RD), GREEN (G), YELLOW (YL), WHITE
(WT), PURPLE (P),Event (EV), Workshop (WS), Exercise (EX), and Educational Institutions
(EI).

Table 4 has the following analysis: Manual Scripting (MS), Ansible (A), Docker con-
tainers (DC), Vagrant (V), Packer (P), Openstack Heat (OH), PROXMOX (PR), Virtualbox
(VB), Openstack (O), Cloudformation (CL), VXLAN (VX), Labtainers designer tool (LDT),
Custom (C), Artifacts Gathered (AG), Jeopardy Board (J), CloudCTF (CC), Internal Tools
(IT), JSON (JS), YAML (YM), Multiple Formats (ML), XML (X), Automatic (A), Xentop (XT),
API (AP), OSSIM (OS), Snort (SN), Suricata (SU), Netflow (N), Wireshark (W) , MALCOM
(M), Nagios (NG), Cloudwatch (CW), DNP3 (D), Bespoke (B), OpenFlow (OF), GHOSTS
(G), AutoIT (AI), Bot(BT), Yes (Y), and Not Available (N/A).

The motivation for the questionnaire was, despite a large number of published works
and surveys [14–18], the lack of data on the tools used for the development and man-
agement of Cyber Ranges, when used to organize cybersecurity exercises and provide a
data-set for further research. At first, it was checked to see if there are cyber range systems
in universities and research centers in Greece. The limited number of existing systems
that are located in Greece led us to broaden the search in Europe, Asia and the rest of the
world.

The questionnaire was addressed to technical directors or managers who were di-
rectly involved with the Cyber Range. The survey was conducted from 01/06/2020 until
04/08/2020. The results of the research were produced by 10 different systems located
in nine different countries and two continents. The countries are the USA, the United
Kingdom, Italy, Norway, Sweden, Finland, the Czech Republic, Belgium and Austria.

The first question was about the objective of the Cyber Range and, as expected,
participants answered that their main objective is training.

The largest percentage of the participants use CR systems for research, training and
security exercises [16,18]. No participant has developed their system exclusively to cover a
single objective, and, more specifically, 80% of participants cover at least two, as shown in
Figure 1.

Figure 1. Objectives of the Cyber Range.

Question 2. The questionnaire was sent to the CR system providers covering all four
key areas [14] Academic, Government, Military, and Private Enterprise. We have covered
this requirement due to the feedback from all areas, Figure 2.

Of course, the majority of the answers as shown in the figure supporting sector are
mainly from the Academic sector. This is because military and Private Enterprise providers
do not disclose details about their systems due to confidentiality, and the existing literature
is limited. However, we have managed to cover all areas, even for the military and Private
Enterprise sectors, and draw useful conclusions about technologies, implementations, and
development tools as shown in the next questions.
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Figure 2. Sectors of the Cyber Range.

In question 3, we have another categorization of a cyber range, which is the domain
that the systems operate. Another area that is flourishing is the conduct of cybersecurity
exercises [62–64]. As expected, the results of the domain cybersecurity competition are
very high, Figure 3, about 80%, as well as in SCADA, reach 60%. An interesting conclusion
from the analysis of the results is that 30% of the systems are focused only on conducting
security exercises, and 20% only on SCADA.

Figure 3. Domains of the Cyber Range.

Mainly after the incident of Iran’s nuclear program, and the attack of the Ukraine
power grid, a great development in cyber range systems aimed at improving the security
of SCADA and ICS and OT generally was observed. By correlating questions 3, 4, and 5,
we observe that cyber ranges do not focus only on only one domain as before but have
evolved by adding new components and managed to cover many domains like business,
banking, telecom, health, and transport.

Question 4 describes the security challenges that occur in Cyber Range platforms. The
most popular challenge is web security that is provided by all responders. In addition,
as shown in Figure 4, the Forensics come first with 80% and Exploitation and Malware
analysis follows with 70%. Additionally, one of the responders stated that they can create
any challenge based on specific demands.

The content of security challenges [17] varies and depends on the type of cybersecu-
rity competition or curriculum of the university/research center. Cyber security exercises
allow students to gain hands-on experiences while immersed in environments that mimic
real-world operational systems. Highly realistic training allows students to gain valuable
experience that employers are looking for [65]. A very interesting approach is the inclusion
of challenges like Risk Management, Information Security Economics, Cyber Crisis Man-
agement, and Cyber Policy Analysis. These are hot areas and we suggest other universities
to add these kinds of challenges to their cyber range platforms.
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Figure 4. Security challenges of the Cyber Range.

A key motivation of our research is the development and implementation of a CR
platform for the University of West Attica that covers three areas of research, education
and conducting security exercises. Wanting to more deeply cover the educational side, we
sought to find out if the CR platform is also used for educational purposes. All responders
answered positively. According to Beveridge [65], injecting realism into cybersecurity
training and education is beneficial to rapidly train qualified, skilled and experienced
cybersecurity professionals. Additionally, we asked which courses they use for the CR
platform. The most popular courses as shown in Figure 5 are network security by 80%,
followed by web security and digital forensics by 70%, and software security by 60%.

Universities are linked to the educational curriculum courses related to emerging
technologies such as cloud security, OT security and Data-driven cybersecurity manage-
ment. Cyber ranges can combine security courses and hands-on experience and give
cybersecurity experts the mentality, the problem solving capability and the appropriate
technical tools for capacity building.

Figure 5. Educational courses of the Cyber Range.

Another categorization of Cyber Ranges is the type of environment. Davis [14] in 2013
categorize CR and security testbeds in three main categories emulation, simulation, and Ad-
hoc or Overlay. In our questionnaire, we asked the participants to identify the environment
also in three categories—the first is emulation: testbed built with real hardware or software,
the second is a simulation: testbed built with software virtualization, and the last is
Hybrid/Cyber-Physical: virtual testbeds connected with real hardware. Apart from one
participant who had developed an emulated environment and two participants who
have developed a simulation environment, all responders have chosen a mixed type of
environment, as shown in Figure 6.

The rapid virtualization growth helps create complex environments, thus managing to
achieve the highest possible accuracy, fidelity, scalability and flexibility while reducing im-
plementation costs. Additionally, by using a simulation/hybrid environment, a university
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can develop a CR [35,66–68], while, before 2010, CR was developed for military purposes
only (Emulab [69], NCR, StealthNet, and LARIAT [70]) mainly due to high development
and maintenance costs.

Figure 6. Types of environment.

In question 7, we discuss which type of virtualization technology is chosen for the
development of CR, and, according to ECSO [71], there are two types, conventional and
cloud virtualization. Conventional virtualization uses hypervisor-based technology and
containers, mostly Docker. A list of both types of hypervisors containVirtualbox, Vmware,
XenServer, Hyper-V, QEMU, etc. Cloud virtualization is divided into three types, public,
private, and hybrid. The best advance of the cloud is the sharing of resources, great capa-
bilities for automation and minimization of cost reduction [29]. OpenNebula, CloudStack,
and OpenStack [27] are mostly used to deploy cloud virtualization [21–23]. The finding of
questionnaires, as shown in Figure 7, says that up 50% uses the cloud, both Openstack and
AWS, and 40% use traditional technology. In addition, we conclude that OpenStack is the
main tool (44%) used to deploy cloud infrastructure.

The development of cloud computing has opened new horizons for the evolution
of cyber ranges. Cloud environments constitute internet-based platforms to be used for
computer technology. The technology used to develop the CR platforms is mainly open
source and the use of commercial tools is partial. We found that the use of container
technology has little impact on the systems we analyzed. We believe that there should be
greater development through container technology since they improve realism and user
behaviour [12].

Figure 7. Infrastructure platform.

Question 8 is about the type of access that CRs can provide to platform participants.
As presented in Figure 8, these are on-premises 70%, remote access 80% and 10% local.
Moreover, 60% of CRs can provide both types of access, on-premises and remote access. In
addition, finally, one platform can provide only on-premises access. The advantage [65]
of providing remote access to participants is important for conducting distance learning
courses, or long-distance security competitions.
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Figure 8. Type of access.

Question 9 is one of the most important questions we asked in the questionnaire.
When searching in the literature to find out how to implement a Cyber Range system, the
result was disappointing and the findings were negligible, especially regarding military and
commercial systems. With the main motivation of discovering the design technology and
the implementation tools, we proceeded to compile this question. As shown in Figure 9,
the technology of CRs is dominated by the use of Infrastructure as code (IaC) tools [27–30]
and especially Ansible with 40%, Vagrant, and Packer. In addition, in a small percentage,
where obviously there is no cloud infrastructure, the configuration of virtual machines is
done with the use of manual scripting with an imprint in the speed of implementation and
in the flexibility of configuration.

Today, IaC is the process of managing and provisioning computer data centers through
machine-readable definition files, rather than physical hardware configuration or inter-
active configuration tools. IaC tools are used to configure systems, deploy software and
updates, and orchestrate. The biggest advantage is the speed and ease of their use as
opposed to manual scripting.

Figure 9. Set up VMs.

The tools used for the network topology are shown in Figure 10. Network tools pro-
vided by the infrastructure platform are mainly used. This can guide researchers/developers
to invest in network tools that can be adopted by other CR systems.

In order to keep scoring during cybersecurity competitions like cyber security exercises
or CTFs, several tools and mechanisms are provided. These tools are responsible for
counting the flags in CTF [17] and awarding points, or artifacts from a CDX. As shown
in Figure 11, the majority of scoring tools are custom made and depending on challenge,
architecture of exercises, and infrastructure platforms.
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Figure 10. Network topology.

Figure 11. Scoring tools for Cyber Ranges.

JSON and YAML are the main scripting language that is used as shown in Figure 12,
for designing a CTF or CDX. In addition, with the use of scripting language, it became
possible to create dynamic scenarios. Planning an exercise requires a script. The scenario
was initially static and required the configuration of all parameters during the development
of each exercise. This resulted in complex development and management of exercises,
required high management costs, and demanded long development times recently, with
the development of dynamic scripts [4,72] based on scripting languages such as JSON,
YAML and XML or IaC [30] Tools.

Figure 12. Tools to create cyber security scenarios.

A CR platform should have the right tools for managing users and groups as shown
in Figure 13. Moreover, the CR must have a graphical user interface (GUI), capable of
managing resources [28] like memory, usage, performance, reports, error logs, alert, etc.
The responders identified that most use tools that are provided by the platform (OpenStack,
Proxmox, AWS) or developed their own tools.

Dynamic scenarios require minimal administrative effort and in less time (from sec-
onds to a few minutes) that could include new environments with different network
topologies.This may be an opportunity for researchers/developers to produce tools that
can be used by other systems.
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Figure 13. Tools to manage.

The CR platform must be able to monitor data. It must have all the necessary com-
ponents for supervision, whether they are exercise training, research, or testing a system.
The tools deploy depending on the type of exercise or field of the research. The responders
answered that they are mostly used for monitoring purposes and open-source tools (see
Figure 14), mainly SIEM tools such as OSSIM or Nagios. IDS tools such as Snort or Suricata
are also used.

Figure 14. Tools to monitor.

CR platforms use tools [73–75] for monitor data. OpenFlow and DNP3 have been
used by the responders in several occasions, but mainly in-house tools or scripts are used,
as shown in Figure 15. Testing of security tools [76] should take place under conditions that
are as realistic as possible. Network traffic of the testing infrastructure should approach a
real network of a company or a university [77]. Based on the answers, we don’t find a tool
that has a high level of acceptance yet.

Figure 15. Network traffic.

Another example of an automation user/team is the automation of the red team in
conducting cybersecurity attacks. The use of such an automated team covers the need to
find qualified cybersecurity experts with knowledge of attacking systems, which is very
difficult. There are published papers describing how to create such red teams mostly in
the military domain such as K0ala from Lincoln Laboratory [70] and SVED from FOI [48]
that used for automating the behaviour of a red team. GHOSTS as shown in Figure 16, a
tool developed by the SEI, creates non-player characters (NPCs) that behave realistically
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without human intervention in order to help build complex cyber simulations. GHOSTS
create NPCs that behave like real people to generate context-driven traffic. As a result,
creators of simulations can challenge participants in blue or red teams with engaging
content that helps them develop elite skill sets [12,78] and red team automation. From the
answers, we notice that systems have used the GHOSTS tool [12] that develops SEI and
provided through GITHUB, while the other platforms have developed their own tools.

In general, scripting languages are capable of creating complex environments, in-
cluding realistic user behaviour, thus improving realism. In such a use case scenario, an
automated user can send or receive emails, browse the internet site, open office documents
or print them, etc., resembling a typical office user that works in a company working
environment. Realistic user behaviour is an important part of creating complex cybersecu-
rity exercises.

Figure 16. User behaviour.

In question 10, we identify how many groups can participate in an exercise. The
answers were quite different and related not only to the implementation of the CR but
also to the capacity of the infrastructure of the environment that supports it. The answers
varied from systems that support only groups with one user to systems with a capacity
of thousands of groups. However, on average, systems support up to 10 groups. More-
over, we examined the total number of participants that varies from one to thousands of
simultaneous users. The average of users falls in the range between 50 and 100. Another
point of measurement of the analysis and complexity of the exercises [79] is the number of
different teams [16] that participate. As expected, the teams [80] that mainly participate are
the blue 80% and the red 70%. In addition, apart from two participants who did not inform
us about the teams, at least half of the participants stated that blue, red, yellow, purple,
green, and white teams take part in the exercises as shown in Figure 17.

One main purpose of question 10 was also to identify the complexity of the exercises
and the capacity of the cyber ranges. The roles of the participants are also very important,
since they support, as shown in Figure 18, the development of security teams such as SOC,
NOC, CERT, and CSIRT. It is also interesting that, in some cases, some other roles were
used from CRs such as Managers, C-level executives, and legal representatives.

Figure 17. Cyber Security Teams.
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Figure 18. Roles of participants.

In question 11, we asked the participants if the CR platform has already been used. As
shown in Figure 19, 90% of the respondents answered positively. In many cases, a system
is created for research purposes, such as a research program that has an expiration date.
The CR systems analyzed in this questionnaire are already used for educational, research,
or CDX and presented in a public event.

Figure 19. What type of event.

The last question is about datasets. An important element of datasets is whether they
contain measurable data. Researchers using datasets can evaluate the performance of IDSs,
measuring their accuracy, false positives, and overall efficiency. In Figure 20, the results
showed that a large percentage, around 60%, of the systems produce datasets or this action
is included in the upcoming plans.

Figure 20. Dataset.

The creation of a dataset that contains capture network traces, from cybersecurity
exercises, can enhance or produce new sophisticated methods on detection techniques for
cybersecurity attacks (see Figure 21).
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Figure 21. Dataset.

5. Challenges and Future Directions

CR research teams should be focusing on improving various aspects of their testbeds.
In addition, modern CRs should be enriched with novel features, such as various telecom-
munication capabilities, emulated Banking systems, hospitals [81], simulated smart grids,
automated vehicles [82], Virtual Cyber Centres of Operation, wireless sensor networks,
real time Intrusion Detection Systems [83], honeypots [84], novel authentication mecha-
nisms [85], mobile security scenarios, and several privacy mechanisms. By adding these
features, new attack scenarios can be easily deployed on a testbed, revealing vulnerabilities
of the various systems and thus giving the researchers the opportunity of developing
innovative defence mechanisms. Moreover, any novel CR should be built in a way that
could be easily used for research purposes inside EU projects. This could be accomplished
if the CRs are capable of being connected to various real-world devices to the network,
making it that way ideal for launching attacks and testing the defence mechanisms of
various systems. One other important aspect that should be taken into account is the
capability of modern CRs to create measurable data in a semi automated way with limited
human intervention.

Modern CRs should include a portable version for demonstration purposes and for
easy deployment as a modern teaching instrument in various cyber security events that
take place around Europe. Moreover, research teams should also be working towards
the capability of their CRs to provide remote access to researchers. Via such a federated
model, researchers all around the world will be given the opportunity to implement various
protocols and study their behaviour in custom tailor-made environments. Finally, the need
for moving from traditional cyber ranges to digital twins is a trend that is going to become
dominant in the near future, especially for replicating critical infrastructures.

6. Conclusions

In this paper, we present a systematic survey of ten Cyber Ranges with a structured
interview. The purpose of the questionnaire is to examine key components that consist
of a Cyber Range platform, and particularly the tools used to design, create, implement,
and operate a cyber range platform. As analysed in Section 4, most of the current cyber
ranges are moving towards more realistic and competitive scenarios that can help the users
receive focused experiential learning. The combination of emulated and simulated into
hybrid environments can help a cyber range to be more adaptive, expandable, and thus
efficient. One important aspect of a modern cyber range is the datasets that are produced
and how these can be shared with other scholars in order to help them test new security
mechanisms.

The findings of the research will be a guide for the effort to design, develop and
implementation a Cyber Range platform for the University of West Attica (UNIWA) but
can also be a guide for other cyber ranges that are under development.
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Appendix A. Questionnaire

Cyber Range Questionnaire [61]

1. What is the objective of the Cyber Range? (select all that apply)
2. What is the supporting sector of the Cyber Range? (select all that apply)
3. What is the domain that is emulated or replicated in the operational environment?

(select all that apply)
4. What type of security challenges are provided? (select all that apply)
5. Is the Cyber Range used for educational purposes?
6. What is the type of Cyber Range environment?
7. Which infrastructure platform(s) is (are) used to develop the Cyber Range?
8. What type of access does it provide to participants? (select all that apply)
9. What tools are used to

i. Set up Vms?
ii. Set up network topology?
iii. Keep scoring? (flag dashboards, log analyzers, etc.)
iv. Create cyber security scenarios?
v. Manage the Cyber Range? (resources)
vi. Monitoring the exercises ? (SIEM, IDS, etc.)
vii. Generate network traffic?
viii. Generate user behaviour?
ix. Other functions?

10. Teams, Roles and Participants

i. How many teams can participate at the same time?
ii. Total number of active participants?
iii. PARTICIPANTS: What are the roles/functions? (select all that apply) iv. Roles

11. Has the Cyber Range been used already?
12. Has the Cyber Range provided any dataset?

i. if yes the dataset is?
ii. What type of information does the dataset contain?
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