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- The self-attention memory mechanism is integrated into the original ST-LSTM.
- The SAM compensates for the limitation of convolution in the receptive field.
- Extra memory G stores global features to prevent the accumulation of errors.
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ABSTRACT

In recent years, the number of weather related disasters significantly increases across the world. As a typical example, short-range extreme precipitation can cause severe flooding and other secondary disasters, which therefore requires accurate prediction of extent and intensity of precipitation in a relatively short period of time. Based on the echo extrapolation of networked weather radars, i.e. the Internet of Radars, different solutions have been presented ranging from traditional optical-flow methods to recent deep neural networks. However, these networks focus at local features by capturing the spatial features of radar echo variations only, but suffer from rational recognition of holistic radar echo’s trajectory, intensity and corresponding dynamics. In this paper, a self-attention integrated LSTM approach is presented by introducing a SAST-LSTM cell into the original model. A self-attentive mechanism is also designed for accurate analysis of the radar echo from both spatial and temporal aspects. Comparative experiments show that the proposed model has better performance on different real radar echo datasets over other recent methods, involving ConvLSTM, PredRNN, MIM, PhyDNet and SA-ConvLSTM.

1. Introduction

Extreme precipitation can trigger flooding and waterlogging in cities or mudslides and landslides in mountainous areas, which cause significant human and economic loss. The ability to forecast high-intensity precipitation in a short period of time can greatly facilitate damage reduction and even prevention. Therefore, precipitation nowcasting has always been a critical and difficult challenge, especially concerning kilometre-level precipitation intensity forecasts in a local area within a relatively short period of time such as 0-2 hours [1]. Traditional Numerical Weather Forecast (NWP) methods rely on mathematical and physical models and require a large amount of computing resources, which have been commonly used for medium and long-term precipitation forecasting, but not suitable for precipitation nowcasting due to low accuracy and “spin-up” problems [2, 3]. Modern precipitation nowcasting mainly manipulates echo extrapolation of networked radars, which is also known as Radar Network Composite, or Internet of Radars (IoR) when echo images and extrapolation results are remotely stored and exchanged [4].

Traditional radar echo extrapolation methods include cross-correlation methods, centroid tracking methods and optical flow based methods. The cross-correlation methods [5, 6] can only capture the direction of motion of individual rainfall clouds, but hardly capture the large-scale motion of the whole weather system. The centroid tracking methods [7, 8] are suitable for echoes of high intensity. When the echoes are split, the accuracy of tracking and prediction will be reduced. The optical flow based methods [9, 10, 11] use the variation of the image sequence in the temporal domain to calculate the optical flow correlation between adjacent input frames, as well as the motion field for extrapolation. However, it is arbitrary for these methods to assume that the brightness of radar echo is constant. In addition, the processes of optical flow estimation and echo extrapolation are separated, so it is difficult to determine the best parameters of the motion field to obtain the best extrapolation effect, resulting in the limitations of existing optical flow based methods.

Recently, artificial neural networks have been widely used and achieved outstanding performances in fields such as computer vision [12], edge computing [13, 14, 15, 16, 17, 18], anomaly detection [19, 20, 21], data mining [22, 23, 24, 25], algorithm optimization [26, 27, 28, 29], medical diagnosis [30, 31], and climate prediction [32], etc. This has attracted widespread attention from researchers in the field of weather forecasting, and they began to apply these networks to radar echo extrapolation. Radar raw data retrieved from a weather radar can further generate radar combined reflectivity maps, which are arranged in the chronological order. Due to its similarity to video frames, radar echo extrapolation can be regarded as a spatiotemporal sequence prediction problem, where n future radar echo maps are predicted from the input m maps. A ConvLSTM model was proposed in [33], for example, replacing the full connection in LSTM with convolution to predict radar echo with the observed echo maps in Hong Kong. In [34], a TrajGRU unit implemented by variable convolution was proposed to effectively learn the spatial changes of cyclic connections. PredRNN [35] and its variant PredRNN++ [36] were constructed by the ST-LSTM and Causal LSTM models respectively, where the features in the top layer of network at the previous time step are conveyed to the first layer of the current time step through a zigzag structure, enabling the network to capture short- and long-term features at the same time. In addition, the classic U-Net network was also employed for precipitation nowcasting [37]. Existing deep neural networks being applied to radar echo extrapolation are mainly based on Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), etc., or the combination of multiple deep models. These methods are affected by the receptive field and stacked structure of the convolutional layer [38], so they have limitations in capturing long-range spatial features, making it difficult to model the dynamics of complex objects like radar echoes that are con-
stantly moving, merging and dissipating, as therefore causing inaccurate or wrong prediction results [39].

In recent years, the Self-Attention mechanism (SA) has been a hot topic in deep learning. There have been many studies in natural language processing [40, 41], and computer vision [42, 43]. Compared to the CNN structure, the SA mechanism can efficiently capture global dependencies and derive information from past aggregated features, enhancing the ability to recognize complex motion objects.

In order to alleviate the impact of problems with the existing networks so as to improve the prediction accuracy of radar echoes, this paper proposes a SAST-LSTM (Self-Attention Integrated Spatiotemporal LSTM) unit based on the SA mechanism, which enables the fusion of current features with global features through a dedicated memory unit. Two practically retrieved radar echo datasets have been prepared for comparative experiments between the SAST-LSTM and other recent published models, including ConvLSTM, PredRNN, MIM, PhyDNet, etc. According to the results, the proposed work shows improved performance over the other models for radar echo extrapolation tasks. The rest of this paper is organized as follows: Section 2 provides a brief overview of related research on radar echo extrapolation using deep neural networks. Section 3 explains the self-attention mechanism, and describes in detail the working process of the proposed SAST-LSTM. Section 4 shows the conducted experiments and obtained results. Finally, the conclusion of the experiment and future work plan are given in Section 5.

2. Related Work

Radar echo extrapolation tasks can be regarded as a kind of spatiotemporal sequence prediction problem. At present, a large number of researchers have used deep neural networks to conduct research. RNN is used to extract temporal features, while CNN is generally used to extract spatial features.

Most CNN-based extrapolation models have been inspired by work in the fields of image classification and semantic segmentation, the models in these fields are further optimized and introduced into the radar echo extrapolation task. [44] proposed a dynamic convolutional layer in which the size of the convolutional kernel changes dynamically according to the input data, and used this structure for short-term weather forecasting. [45] designed a spatiotemporal convolutional neural network (ST-CNN) to mine precipitation precursor information from data for extreme precipitation prediction. [37] used U-Net to predict the rainfall status in one hour. Inspired by U-Net and SegNet, RainNet [46] is proposed, which predicts the precipitation intensity in Germany 5 minutes in advance. [47] proposed Broad-U-Net equipped with asymmetric parallel convolution and Atrous Spatial Pyramid Pooling (ASPP) module, which combines multi-scale features for nowcasting. [48] used a newly designed loss function to train U-Net to predict the radar echo images in northern China 30 minutes in advance.

RNN-based models are mostly used in combination with convolution layers. ConvLSTM [33] is a landmark deep neural network in the field of radar echo extrapolation. It combines convolution operation with traditional LSTM to enhance model's ability to capture spatial features. The predicted radar echo intensity is converted into the precipitation intensity through the Z-R relationship, and the precipitation nowcasting is realized. TrajGRU [34] expanded the structure of ConvLSTM by using a location-varying connection structure and obtained better extrapolation results. PredRNN [35] is built by the newly designed Spatiotemporal LSTM (ST-LSTM), which introduced an additional memory unit into the original LSTM, enabling the model to capture temporal and spatial features at the same time. The network adds zigzag connections to convey extracted features that improve the ability to model complex objects. To address the gradient disappearance problem caused by stacking multiple recurrent units in previous networks, PredRNN++ [36] uses the Causal LSTM unit based on the double cascade mechanism to increase the non-linearity of the recurring unit, and a gradient highway (GHU) to effectively convey gradient information. Memory In Memory (MIM) [49] innovatively uses the differential signal between adjacent loop states to model the stationary and non-stationary characteristics of spatiotemporal dynamics, with powerful generalization capabilities for different tasks in multiple domains. [50] proposed a dual-branch network PhyDNet, which uses PhyCell to capture physical features such as the position objects, and ConvLSTM cell to capture appearance, texture and other residual features. Finally, the two types of information are merged to model dynamics.

Several research integrated the attention mechanism into the previous network to enhance the prediction performance, and applied improved networks to spatiotemporal sequence prediction tasks. [39] proposed the self-attention mechanism based SA-ConvLSTM network, which achieves the best results on several video datasets. [51] proposed CMS-LSTM networks based on multi-scale attention modules for video prediction tasks. [52] improved the classic ST-LSTM cell, and the attention mechanism is used to model the long-range spatiotemporal dependence. [53] added convolutional block attention modules (CBAM) to U-Net, which uses the attention mechanism for both channel and spatial dimensions. [54] proposed a dual attention long short-term memory (IDA-LSTM) for radar echo extrapolation tasks in response to the understimation of high-intensity radar echo regions by previous models.

3. Methodology

3.1. Self-Attention Mechanism

Self-attention mechanism is one kind of attention mechanisms. Compared to the convolutional operation, the self-attention mechanism can focus on global important features by calculating similarity scores, without limiting the receptive field of the network due to kernel size. The structure of self-attention mechanism is shown in Fig. 1, this mechanism
The feature evolution operation. The lower right part updates the output $W$ then concatenated with the input feature $W$.

The structure of standard self-attention mechanism.

**Figure 1:** The structure of standard self-attention mechanism.

can be formulated as:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V \quad (1)$$

The input original feature maps are first operated by $1 \times 1$ convolution filters $W'_d$, $W'_k$, $W'_v$ to obtain three matrices: Query, Key, Value, their size is $B \times C \times H \times W$. Then, the matrix transpose operation is performed on Query, and the matrix multiplication with the Key is used to calculate the similarity score, the score for each group of points forms the similarity matrix, and dividing each element of the similarity matrix by $\sqrt{d_k}$ to reduce the influence of variance on the network gradient update, where $d_k$ is the dimension of Key. Then the results are normalized by the Softmax function to obtain the Weight matrix, i.e., the attention map. Finally, the attention map is weighted and summed with Value to obtain the final self-attention maps, which contain the extracted global features. [39] proposes the self-attention memory module based on the standard self-attention mechanism, as shown in Fig. 2. The upper part on the left side of the structure is a standard self-attention module, the output of this part is $Z_h$. The lower part is also essentially a Self-Attention module, sharing the same Query as the upper half, where the global features extracted by the self-attention mechanism are stored in $M$. Through the filter $W_{mk}$ and $W_{mv}$, the Key and Value of the lower half are obtained, and the output $Z_m$ is calculated together with Query. The $Z_h$ and $Z_m$ are concatenated along the channel dimension, and then concatenated with the input feature $H_t$ after the convolution operation. The lower right part updates $M$ with a gated structure similar to GRU. The upper right part updates the feature $H_t$ through the output gate. The entire calculation process can be formulated as follows:

$$Z_h = \text{softmax} \left( \frac{Q_hK_h^T}{\sqrt{d_{kh}}} \right) V$$

$$Z_m = \text{softmax} \left( \frac{Q_mK_m^T}{\sqrt{d_{km}}} \right) V$$

$$Z = W_z \ast [Z_h, Z_m]$$

$$i'_l = \sigma (W_{mzi} \ast Z + W_{mhi} \ast H_t + b_{mi})$$

$$g'_l = \tanh (W_{mzg} \ast Z + W_{mhg} \ast H_t + b_{mg})$$

$$M_l = (1 - i'_l) \odot M_{l-1} + i'_l \odot g'_l$$

$$o'_l = \sigma (W_{mzo} \ast Z + W_{mho} \ast H_t + b_{mo})$$

$$\hat{H}_t = o'_l \odot M_l$$

### 3.2. SAST-LSTM

Inspired by previous work, this paper proposes a novel recurrent cell called SAST-LSTM, which is a fusion of SAM module and the original ST-LSTM. With the SAM module, the recurrent cell can effectively capture global spatiotemporal variations, and the extracted features are stored in a dedicated attentional memory, which works in concert with the standard temporal memory and spatiotemporal memory to compensate for the previous networks’ limitation on the receptive field due to the size of the convolutional kernel, the structure of a single SAST-LSTM cell is shown in Fig. 3, where $t$ represents the $t$-th time step, and $l$ is the number of layers. $X$ is the input data of the current time step. $H$ is the hidden state, $C$ is the standard temporal memory, $M$ is the spatiotemporal memory, and $G$ is the attention memory.

The cell receives these parameters as input and updates $C$ after two symmetric gating mechanisms. The temporary hidden state $T_{l}^t$ is then obtained through the output gate, which, together with $G_{l}^{t-1}$ are used as the input of the SAM module to capture the global dependencies. The extracted global features are stored in $G_{l}^t$, and the final hidden state $H_{l}^t$ is obtained. The memory update process in SAST-LSTM can be formulated as Equation 3.

SAST-LSTM cells are stacked to build a four-layer architecture called SAST-Net, as shown in Fig. 4. The cell at the bottom layer receives the input data $X_t$. The spatiotemporal memory cell $M_{l}^t$, which stores higher-order features, is updated layer by layer in a zigzag route, while the hidden state $H_t$ is conveyed to the next cell in both the horizontal and vertical directions. Memory $M_{l}^t$ that stores coarse local features and $G_{l}^t$ that stores global features, are conveyed horizontally to the next cell. Under the action of these three types of memory, the SAST-LSTM can receive more information and dependencies to model complex dynamics such
4. Experiments

4.1. Experimental Setup

In this section, the SAST-LSTM proposed in this paper is evaluated on two different real-world radar echo datasets, Guangzhou Station dataset and CIKM 2017 dataset.

The radar echo data in Guangzhou Station dataset is collected from a CINRAD-SA Doppler weather radar in Guangzhou. The dataset contains radar echo data during the rainy season from May to August. To reduce the computational pressure, the original echo map is resized to 500 × 500 by the method of max pooling. The model predicts the next 10 frames based on 10 input frames in the experiments.

The CIKM 2017 dataset is a two-consecutive-year Doppler radar echo map dataset covering the rainy season from May to August. The interval of every two radar echo maps is 6 minutes, so the radar can generate 10 radar echo maps in one hour. The original size of each radar echo map is 500 × 500, and the spatial resolution is 1 km. The model predicts the next 10 frames based on 10 input frames in the experiments.
weather radar echo image dataset collected by the Shenzhen Meteorological Bureau. The size of each image in dataset is 101 \times 101, and each 1 \times 1 pixel represents a 1 \times 1 km square area. To facilitate the division of patches, we fill in zeros at the bottom and right side of the original image, so that the new image size is 104 \times 104. Each sequence of CIKM 2017 contains 15 frames, with the first 5 frames used for input and the last 10 frames used for prediction. The number of sequences for the training set, validation set and test set of two datasets is shown in Table 1.

In experiments, we selected ConvLSTM, PredRNN, PredRNN++, Memory in Memory (MIM), PhyDNet and SA-ConvLSTM as comparison models. The residual branch of PhyDNet and the other five models all use a four-layer architecture, and the number of feature maps in each layer is 64. All models are trained using with Adam optimizer [55], using scheduled sampling [56], layer normalization [57] and early stopping training strategies. The initial learning rate is 0.001, mini batch size is 4, and the mean squared error (MSE) is used as the loss function.

Due to the privacy concerns of weather radar data, this paper uses a distributed cloud platform based on Java EE and ICE (Internet Communications Engine) technology. Researchers use the SSL-encrypted Internet of Weather Radars transmission network to read and manage radar data. The platform accesses the Java Web API through the ICE framework, realizing model training, testing, log viewing and other functions. ICE is similar to socket technology and is responsible for handling the underlying communication programming. The service interfaces written in the SLICE (Specification Language for ICE) language, which decouples the client end from the server end, and the two ends can use different programming languages to keep the programming style consistent. The communication process of the ICE framework is shown in Fig. 5. In addition, the communication channel is configured with security protocols such as RSA, which can guarantee the security of communication during the training process.

### 4.2. Evaluation Metrics

In this paper, Critical Success Index (CSI) and Heidke Skill Score (HSS) are used as the evaluation metrics of model performance. With a given threshold \( r \), the real and predicted radar echo maps are converted into a 0-1 matrix, and

---

**Table 1**

Statistics of training, validation and test sets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guangzhou Station</td>
<td>4,570</td>
<td>602</td>
<td>603</td>
</tr>
<tr>
<td>CIKM 2017</td>
<td>8,000</td>
<td>2,000</td>
<td>4,000</td>
</tr>
</tbody>
</table>

---

Figure 4: The overall architecture of SAST-Net built by stacking SAST-LSTM cell.
Table 2
Results of the comparative experiment using CSI and HSS as evaluation metrics on the Guangzhou Station dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>CSI</th>
<th>HSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 20 30 40</td>
<td>avg</td>
</tr>
<tr>
<td>ConvLSTM</td>
<td>0.6792 0.5997 0.4329 0.1715</td>
<td>0.4708</td>
</tr>
<tr>
<td>PredRNN</td>
<td>0.6601 0.6147 0.4899 0.2104</td>
<td>0.4938</td>
</tr>
<tr>
<td>PredRNN++</td>
<td>0.6453 0.5861 0.4345 0.1764</td>
<td>0.4606</td>
</tr>
<tr>
<td>MIM</td>
<td>0.6520 0.6034 0.4805 0.1805</td>
<td>0.4791</td>
</tr>
<tr>
<td>PhyDNet</td>
<td>0.6050 0.5222 0.3735 0.1744</td>
<td>0.4188</td>
</tr>
<tr>
<td>SA-ConvLSTM</td>
<td>0.6948 0.6305 0.5105 0.2200</td>
<td>0.5140</td>
</tr>
<tr>
<td>SAST-Net</td>
<td>0.6835 0.6335 0.5120 0.2558</td>
<td>0.5212</td>
</tr>
</tbody>
</table>

when the value in the map is greater than \( r \), the value at the corresponding position in the matrix is set to 1, otherwise the value is set to 0. In this paper, the value of \( r \) is set to 10, 20, 30 and 40 dBZ. After conversion, the values of TP (real map = 1, predicted map = 1), TN (real map = 0, predicted map = 0), FP (real map = 0, predicted map = 1), FN (real map = 1, predicted map = 0) are obtained. The CSI and HSS values under the current threshold \( r \) can be further calculated according to the following formulas:

\[
\text{CSI} = \frac{TP}{TP + FP + FN} \\
\text{HSS} = \frac{2 \times (TP \times TN - FN \times FP)}{(TP + FN) \times (FN + TN) + (TP + FP) \times (FP + TN)}
\]

(4)

4.3. Experiment results and Analysis

The evaluation results for the extrapolation task on the two real-world radar echo datasets for all the models involved in the comparison are given in Table. 2 and Table. 3 respectively. It can be seen that although the performance of the SAST-Net proposed in this paper under certain thresholds is slightly inferior to the previous model, it is worth noting that when \( r = 40 \), the CSI value of SAST-Net on Guangzhou Station dataset is up to 16.27\% higher than the best-performing SA-ConvLSTM in previous works, HSS is improved by 12.26\%, and similar results can be seen on CIKM 2017. This shows that SAST-Net can more accurately predict heavy precipitation areas.

Comparing with the results of PredRNN, which composed of the original ST-LSTM stack, it can be seen that SAM has played an important role in improving the performance of the model. It can capture more global features and learn the radar echo movement more accurately. On Guangzhou Station dataset, the average CSI increased by 5.55\%, the average HSS increased by 4.55\%, and both increased by 7.53\% and 10.12\% on CIKM 2017. Compared with SA-ConvLSTM, which contains SAM but has no spatial temporal memory, SAST-Net captures high-order features through the additional unit, which improves the overall predictive ability of the model. The average CSI increased by 1.40\%, the average HSS increased by 1.47\% on Guangzhou Station dataset, and the two increased by 2.27\% and 0.67\% respectively on CIKM 2017. It can be seen that the spatiotemporal memory and SAM together contribute to the excellent prediction performance of the model proposed in this paper.

Fig. 6 shows the frame-by-frame CSI and HSS variation curves of different models on the two datasets when threshold \( r = 40 \), to compare the long-term prediction capabilities of the models. It can be seen from the figure that in the first and second frames, the previous models have a better performance, but the values of CSI and HSS of these models drop rapidly over time. In contrast, the prediction performance of SAST-Net was not as good as some models in the first two frames, the curves of CSI and HSS decreased much less rapidly than other models, and are always higher than other models from the third frame until the last frame, indicating that SAST-Net can be better applied to long-term prediction tasks and the accuracy of the prediction results is relatively stable.

Fig. 7 and Fig. 8 respectively shows the visualization of the model predictions on the two datasets. In Fig. 7, it can be seen that PhyDNet performs the worst, and its prediction results have been distorted. ConvLSTM and SA-ConvLSTM have the problem of underestimating the high-intensity echo area due to lack of spatiotemporal information. PredRNN++ predicts the high-intensity echo area correctly, but the low-intensity areas are not. PredRNN has the problem of overestimation of echo intensity in a large area. MIM and SAST-Net predict similar results, but SAST-Net predicts more accurately in terms of echo appearance and area boundaries. Fig. 8 is the prediction result on CIKM 2017. It can be clearly seen that ConvLSTM, PhyDNet and

![Figure 5: The communication process between server and client based ICE framework.](image-url)
Table 3
Results of the comparative experiment using CSI and HSS as evaluation metrics on the CIKM 2017 dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>CSI</th>
<th>HSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>ConvLSTM</td>
<td>0.6283</td>
<td>0.4021</td>
</tr>
<tr>
<td>PredRNN</td>
<td>0.6743</td>
<td>0.3809</td>
</tr>
<tr>
<td>PredRNN++</td>
<td>0.6777</td>
<td>0.3860</td>
</tr>
<tr>
<td>MIM</td>
<td>0.6642</td>
<td>0.3776</td>
</tr>
<tr>
<td>PhyDNet</td>
<td>0.5811</td>
<td>0.3276</td>
</tr>
<tr>
<td>SA-ConvLSTM</td>
<td>0.6642</td>
<td>0.4006</td>
</tr>
<tr>
<td>SAST-Net</td>
<td>0.6856</td>
<td>0.3924</td>
</tr>
</tbody>
</table>

Figure 6: The frame-by-frame variation curves of different models in terms of CSI and HSS scores on Guangzhou Station and CIKM 2017 datasets when threshold \( \tau = 40 \).

SA-ConvLSTM can’t predict the yellow area. The yellow areas predicted by PredRNN and PredRNN++ are not accurate enough. Although MIM predicts the yellow area in the upper right corner correctly, it can’t predict the yellow area in the middle of echo map. In contrast, only SAST-Net predicts the most accurate results.

By conducting comparative experiments on two different real-world radar echo data sets, it can be seen that the SAST-LSTM cell and the SAST-Net proposed in this paper has a strong ability to predict radar echo motion in different geographic areas, especially for Guangzhou Station, a kind of data with a wider observation range, reflecting the powerful effect of the self-attention mechanism on global feature capture.
Figure 7: The prediction results of all models on Guangzhou Station dataset. The 10 images in the first row are the input, and the 10 images in the second row are the real values. The other rows are the predictions of various models.

Figure 8: The prediction results of all models on CIKM 2017 dataset. The 5 images in the first line are the input, and the second line is the real value. The other rows are the predictions of various models.
5. Conclusion

This paper proposes the SAST-LSTM, a spatiotemporal recurrent cell that integrates the self-attentive mechanism, which enables the capture of global features by using a self-attentive memory module (SAM) and an additional global feature memory $G$, extending the perceptual field of previous models and enabling the cell to more accurately model the dynamics of complex moving objects such as radar echoes. In the experiment, the SAST-LSTM was stacked to build a four-layer SAST-Net structure, together with the models in previous works used to perform radar echo extrapolation tasks on two different real-world radar echo datasets. The results show that the model proposed in this paper obtains the best results on both datasets. In the future, the author will seek solutions to improve the accuracy of the first two predicted frames in radar echo extrapolation tasks.
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