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A B S T R A C T
Long Range (LoRa) networks provide long range, cost-effective and energy-efficient communications
by utilising the free unlicensed ISM band, which makes them appealing for Internet of Things (IoT)
applications. However, in high density networks, reliable performance might be hard to achieve due
to the nodes’ random-access method. Furthermore, the duty cycle restrictions that are imposed on
nodes and gateways transmissions can limit the scalability of the network. More importantly, the duty
cycle restrictions that are imposed on the downlink communication from the server to nodes can
impose further challenges. Consequently, the server in high density networks might not be able to
communicate with all network nodes due to its limited duty cycle. Besides, the server might not be
able to send individual controlling packets from server to nodes. One way to mitigate such a limit is to
allow nodes autonomously determine their transmission parameters without the need for any downlink
transmission from the server. Thus, this paper presents the Sector-Based Time Slotted SBTS-LoRa
MAC protocol that allows nodes to determine their transmission parameters autonomously based on
their location to the gateway. SBTS-LoRa is targeting large scale networks. Simulation results show
that our proposed protocol significantly enhances the scalability and outperforms its counterparts
by maximizing throughput without compromising the energy efficiency. Specifically, the average
throughput for dense networks was enhanced 14 times compared to the Adaptive Data Rate ADR-
LoRaWAN.

1. Introduction
Internet of Things (IoT) networks play a crucial role in

enabling smart scenarios. IoT can be defined as a connection
of objects that have the ability to sense and collect data
from the surrounding environment and deliver the collected
data through reliable connections [1]. In fact, Low Power
Wide Area (LPWA) technologies are considered the most
suitable technology to effectively enable Internet of Things
(IoT) paradigm. In fact, LPWA networks provide Long-range
connections with low energy consumption and cost. These
features are quite convenient for IoT applications as these
applications generally cover large-scale areas and connect
(things) that are mostly powered with batteries. Examples
of such applications include smart cities, smart agriculture,
and smart metering [2]. Many LPWA technologies have been
invented, which can be divided into LPWA technologies that
either operate on Cellular networks or Wireless network.
LTE-M [3] and NB-IoT [4] are examples of LPWA technolo-
gies for cellular networks, while SigFox [5] and LoRa [6]
are examples of LPWA technologies that work on the free
unlicensed band [7].

Among LPWA technologies for the unlicensed band,
LoRa provides the longest coverage range thanks to the
Chirp Spread Spectrum (CSS) modeling technique used
at the LoRa physical layer. Specifically, signals that are
transmitted in LoRa medium are more robust against inter-
ference, which is common in the free ISM band, hence they
can travel for longer distances. Furthermore, LoRa physical
layer provides variety of transmission parameters that highly
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affect the overall performance of the network. These param-
eters include the support of multi-channel communications,
different Spreading Factors (SFs) that act as virtual channels,
different transmission power levels (Txs), different channel
bandwidth (BWs), and different Coding Rates (CRs). The
supported number of channels, the transmission power lev-
els, and the used bandwidths highly depend on the deployed
region of the Industrial, Scientific and Medical (ISM) band.
However, the number of supported Spreading factors (SFs)
and the Coding Rates (CRs) are fixed for all regions. In fact,
spreading factors determine the number of data bits that are
modulated in each signal. For example, there are 10 data
bits modulated in a signal that is transmitted with SF10. In
fact, increasing the spreading factor will result in increasing
the transmission time or the Time on Air (ToA) of a packet.
Specifically, the data rate of a transmission with smaller SF
is greater than the data rate of a transmission with larger SF.
Besides controlling the data transmission rates, SFs control
the sensitivity level of the receiver. Whenever a spreading
factor of a signal increases, the receiver sensitivity of that
signal is also increasing. As a result, the communication
ranges are extended for signals with larger SFs. According
to LoRa, there are six spreading factors ranges from SF7 to
SF12. Signals with different SFs are considered orthogonal,
which means that two or more packets transmitted on the
same channel but with different spreading factors can be
successfully decoded at the receiver. Consequently, we can
think of spreading factors as if they are virtually partitioned
each physical channel into six sub-channels with the same
bandwidth. Obviously, this will expand the number of paral-
lel successful transmissions.

In fact, exploiting the variety of transmission parameters
by assigning different combinations of them to nodes will
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result in simultaneous collision-free transmissions, which
will maximize the network throughput. Furthermore, by
using diverse transmission parameters among the nodes, the
scalability of the network is also maximized [6]. However,
as explained previously, there are different data rates, and
hence different ToAs, and different receiver sensitivity levels
for each spreading factor, which will result in different
transmission qualities. In other words, having just unique
set of parameters for each neighbor node is not the optimal
distribution that will result in a high network throughput.
The optimal distribution of transmission parameters is the
distribution that maximizes the throughput without compro-
mises the energy consumption. In order to achieve that, there
are three main challenges of LoRa networks that need to be
overcome as described in the following sections.
1.1. Scalability issue

The main attractive feature that makes LoRa networks
appropriate for IoT applications is the long-range coverage,
where the gateway could receive packets from thousands of
nodes that are far from it for up to 14 Km. However, long-
range coverage is associated with the capture effect issue.
Capture effect happens when two or more nodes located at
different distances from the gateway transmit simultaneously
on the same frequency. The gateway in this case will decode
only the transmissions of the closer nodes, ignoring hence
the transmissions from farther nodes. This is because the
link budget of the closer nodes is much larger than the link
budget of the farther ones. Hence, the transmissions of the
closer nodes are dominant compared to the transmissions
of the farther ones. In fact, the capture effect results from
the use of uncontrolled transmission power levels. Thus,
adopting some transmission power control technique as well
as isolating far nodes from closer ones by assigning them
different frequencies will inevitably mitigate such effect.
1.2. Collisions due to ALOHA access method

According to LoRa physical layer, sensor nodes access
the channel using ALOHA access method. In other words,
once a node has a packet to transmit, it will wake-up and
transmit it immediately without any carrier sensing or time
regulations techniques. In fact, although there are multiple
channels for transmissions in LoRa physical layer, nodes by
default use the default channels only, which are three chan-
nels only in Europe band. Furthermore, as mentioned earlier,
spreading factors are orthogonal, where transmissions with
different SFs on the same channel might be successfully
received at the gateway. However, inefficient distribution of
SFs may result in having same SFs used by most of neighbor
nodes. Consequently, with numerous connected nodes, colli-
sions are not avoidable. Using some Time-Division Multiple
Access (TDMA) techniques and having optimal distribution
of SFs among the connected nodes are the key approaches
in order to mitigate collisions.
1.3. The duty cycle restrictions

Since LoRa networks use the unlicensed ISM band, duty
cycle regulation is imposed on the unlicensed ISM band,

which is considered a key limiting parameter [8]. Duty cycle
is the fraction of time during which a node is allowed to
transmit to the medium. For example, in Europe region, the
maximum duty cycle of uplink transmissions of nodes is 1%,
which means that nodes are allowed to transmit for only
36s per hour. In fact, this is highly affected by the used
SF, as SFs control the Time on Air (ToA) of transmitted
packets. For example, the ToA of a packet with 20 bytes
payload that is transmitted in a channel with 125 kHz and
a coding rate equals 4/5 is ranging from 56.6ms to 1319
ms depending on the used SF [9]. In addition to that, duty
cycle restrictions are also imposed on the downlink com-
munication of the gateway. Accordingly, with large number
of connected nodes, the gateway cannot acknowledge all
nodes due to the duty cycle restrictions. Furthermore, in the
previous section, we mentioned that replacing the ALOHA
medium access method with TDMA method could reduce
collisions and hence enhance the network throughput. How-
ever, the process of disseminating medium access schedules
through downlink communications from the gateway may be
disrupted because the gateway may reach its duty cycle limit
before completing the schedule dissemination process.

To tackle these challenges, we propose Sector-Based
Time Slotted SBTS-LoRa, a MAC protocol that autonomously
distributes LoRa transmission parameters among the con-
nected nodes. Furthermore, it regulates the access to the
transmission medium by autonomously assigning timeslots
to nodes without any downlink transmissions from the
gateway. Based on nodes distance to the gateway, they can
individually determine their transmission parameters and
timeslots. We leverage some tools from the geometry of
circles to determine the timeslots of nodes. SBTS-LoRa is
targeting large-scale dense networks where the previously
mentioned challenges are highly arising. The main objec-
tive of the proposed protocol is to maximize the network
scalability by increasing the network throughput without
compromising the energy efficiency.

The contributions of this paper are summarized as fol-
lows:

1) Presentation of a new comprehensive probability col-
lision model that takes into account all possible events
that could result in packet collisions at the receiver. The
model is general and does not suppose a specific statistical
distribution for the data generation rate or other factors. Most
importantly, the model considers all supported transmission
parameters of LoRa physical layer (Section 3).

2) Designing and deploying SBTS-LoRa protocol as a
novel MAC protocol to overcome key LoRa challenges such
as the capture effect, the limited scalability, and the duty
cycle. SBTS-LoRa replaces the ALOHA random access
method with a TDMA access method. It allows each node
to autonomously determine its transmission parameters by
knowing only the gateway location and its own location. To
do that, SBTS-LoRa firstly divides the network field into a
set of annulus cells. Each cell will have a unique frequency,
a set of eligible SFs, and a specific transmission power level.
Nodes that are located on a specific cell boundary will use
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the transmission parameters assigned for that cell. Moreover,
SBTS-LoRa divides each cell into a set of sectors. The sector
ID to which a node belongs is the timeslot ID for which
a node is allowed to transmit. The main novelty of SBTS-
LoRa is the use of a decentralized approach that accurately
and efficiently determine node’s transmission parameters
without burden the network with extensive control packets
from the network server. (Section 4)

3) Extensive analysis and simulation experiments using
OMNET++ simulator under FLoRa framework have been
conducted to explore the performance of the SBTS-LoRa
under different operating conditions. [10] (Section 5). In
order to critically evaluate the proposed protocol, we im-
plement EXPLoRa-AT [11] and [12] besides the Adaptive
Data Rate (ADR) of LoRaWAN [6] protocol. We evaluate
the performance of all protocols in large-scale extremely
dense networks, where nodes are distributed in an area with
a maximum distance of 14 km from the gateway and the
number of connected nodes ranges from 1000-5000 nodes.
To the best of our knowledge, no proposed protocol for LoRa
networks is evaluated under these challenged conditions and
considering all LoRa transmission parameters.

The rest of the paper is organized as follows. Section 2
provides background information about LoRa networks and
surveys recent related works. Section 3 presents the proba-
bility of collision model for LoRaWAN protocol. Section 4
describes in details the proposed SBTS-LoRa including the
sectorization mechanism to autonomously determine node’s
timeslots. Section 5 presents the results of the performance
evaluation process of the proposed protocol. Finally, Section
6 concludes the paper and provides insights for future works.

2. Background and Related Work
2.1. Background

A LoRa system consists mainly of sensor nodes, gate-
ways, and an application server. In typical LoRa networks,
the network topology is a star topology, where sensor nodes
connect with peer-to-peer communications to one or more
gateways. Fig.1 shows the general architecture of LoRa
networks. Generally, sensor nodes sense and collect data
from the environment, which will send them through LoRa
networks to gateways. Gateways in turn, forward the re-
ceived data packets through typical IP network to the server
for further processing. Obviously, star topologies are simple
compared to mesh network architecture, where the complex-
ity in the former is reduced and hence nodes consume less
energy compared to the latter. LoRa is the physical layer of
LoRa technology that uses Chirp Spread Spectrum (CSS)
modulation, which provides the long-range communication
link. LoRaWAN, on the other hand, is the MAC protocol that
is deployed on top of LoRa physical layer. Generally, since
MAC protocols control the access to the shared medium as
well as determine transmission parameters to nodes, they
have crucial effect on network performance and scalability.
Consequently, although LoRa physical layer provides effi-
cient techniques to transmit packets for longer distances with

Figure 1: LoRa network architecture

minimum interference, without efficient MAC protocols that
exploit all LoRa physical features the optimal performance
of LoRa networks could be hard to achieve. According to Lo-
RaWAN class A nodes, nodes access the medium in ALOHA
manner. In other words, whenever a node has a packet, it
will randomly select an SF, a Tx and a channel, then it will
immediately send its packet. After that, a node will schedule
two timeslots to receive any possible acknowledgment or
MAC command from the server as follows: the first timeslot
is at least 1s latter after the end of packet transmission, while
the second timeslot is exactly after 1s from the first receiving
timeslot. If a node receives a downlink transmission from the
server in its first receiving window, it won’t open the second
receiving window. In other words, a node could receive
a downlink transmission in one of its receiving windows.
LoRaWAN has an algorithm called the Adaptive Data Rate
to enhance node’s transmission parameters as described in
the following section.
2.1.1. Adaptive Data Rate (ADR) algorithm [6]

The Adaptive Data Rate (ADR) algorithm of LoRaWAN
tends to enhance the network performance by adapting both
the node’s data rates, which is mainly affected by the node’s
spreading factor, and the transmission power levels. To do
that, during the initialization phase, nodes select randomly a
spreading factor and a transmission power in order to send
their join requests and packets to the server. When a node
sends multiple packets without receiving any acknowledg-
ment packet from the server, the node supposes that their
transmissions cannot be reached to the server. Accordingly,
the node will gradually increase its spreading factor and/or
their transmission power. Once the server receives packets
from nodes, it will record the Received Signal Strength
Indicator (RSSI) for each received packet. After the server
receives a specific number of packets from a given node, it
will estimate the most suitable SF and transmission power
level, based on the recorded RSSIs for that node and transmit
them in a downlink communication. In other words, if a node
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has a high link budget, the server will adapt its transmission
parameter by reducing the data rate and/or the transmission
power level.

Although ADR-LoRaWAN has efficient performance in
small- to medium-scale networks, its efficiency dramatically
decreases in large-scale dense networks, as demonstrated in
Section 5. The main reason is the centralized approach of
the ADR algorithm, where the server needs to update each
node independently by a dedicated downlink communication
and this update process could be obstructed due to duty
cycle limitation. Consequently, when nodes did not receive
downlink communications from the server in their expected
periods, it will suppose that their transmissions are not
reachable. Hence, it will increase its spreading factor and/or
transmission power. Eventually, most of end nodes will end
up with the highest spreading factor with the longest time on
air, which will further increase the probability of collisions
and hence reduce the overall network throughput.
2.2. Related work

In order to mitigate collisions and hence enhances LoRa
network performance and make them more scalable, re-
search works can be divided into two main categories: ones
that are related to improving the distribution of the avail-
able transmission parameters of LoRa physical layer among
nodes and others that aim at changing the ALOHA medium
access method to Time-Division Multiple Access (TDMA)
access method. The following sections describe these two
main categories.
2.2.1. Improving the distribution of transmission

parameters
Regarding the first category, most of the proposed dis-

tribution algorithms focus only on distributing Spreading
Factors (SFs) [11][13][14] ignoring hence both the multi-
channel support and the availability of multiple transmis-
sion power levels. By doing so, collisions related to the
capture effect issue are considered unresolved as all nodes
in the deployment area, regardless of their RSSI at the
gateway, use the same transmission power and the same
channel. As a result, the gateway will mainly decode the
transmissions of the close nodes only. ExploRa-AT [11] is
an example of such algorithms. EXPLoRa-AT uses LoRa
default channel and a fixed transmission power (14 dBm).
It distributes spreading factors among nodes by dividing
nodes into six groups, which corresponds to the number of
supported SFs in LoRa physical layer, such that all groups
eventually will have similar Time-on-Air (ToA). Similar
to ADR algorithm of LoRaWAN, EXPLoRa-AT runs at
the server and distributes the recommended SF for each
node in a centralized way. In other words, the server has to
update individually each node with the recommended SF.
Specifically, once the server receives a packet from a node,
it will send the updated SF to that node in its receiving
windows. Therefore, duty cycle limitation imposed on gate-
way’s downlink communication could be the bottleneck of
the system. According to EXPLoRa-AT algorithm, all nodes
start with SF12 to make sure that their joining requests are

not received below the sensitivity at the server. Then, after
the joining requests transmission phase, the server will run
the algorithm, determine the recommended SF for each node
according to the join packet’s RSSI, and then transmit that
SF on nodes’ upcoming receiving windows. Since all nodes
are sending only on the default channel using SF12, the
collisions between the joining requests may prohibit some
nodes from accessing the gateway. In fact, according to our
simulation experiment, the number of nodes that could reach
the server is decreasing with the increase of node density.

In fact, with extremely large number of connected nodes,
the server cannot receive packets from all nodes with the
same SF and on the same channel due to collisions. Ac-
cording to that, only a small portion of nodes will succeed
delivering their messages to the gateway, and hence their SFs
will be appropriately adapted. Fig. 2 shows the number of
nodes successfully initialized at the server, i.e. the number
of nodes the server receives packets from and hence records
their RSSIs in order to adapt their SFs compared to the actual
number of nodes in the network for 12 days simulation time.

Furthermore, in order for the server to run EXPLoRa-
AT algorithm, it has to wait for the network to stabilize
where all nodes have sent their join requests so the server
can have node’s RSSIs in order to be able to estimate the
appropriate SF according to the RSS of node’s join request
packets. This condition could be hard to satisfy especially
with large number of connected nodes (2000 nodes or more),
or with mobile nodes.

On the other hand, other researches such as algorithms
that are proposed in [12] and [15] are taking into account the
distribution of both the spreading factors and the different
transmission power levels among the nodes. However, they
only use LoRa default channels and hence they are not ex-
ploiting the multi-channel communication feature that could
boost up the network throughput. Specifically, the algorithm
in [12], we call it the Bit Rate Ratio (BRR) algorithm,
exploits the fact that the transmissions with smaller SFs have
higher bit rates, and hence lower Time on Air (ToA), than the
transmissions with larger SFs. Therefore, the BRR algorithm
distributes the spreading factors among nodes such that large
portions of nodes use small SFs and only small portions
of nodes use large SFs. By doing that, collisions resulting

Figure 2: Scalability limitation of EXPLoRa-AT algorithm.
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from long transmissions could be mitigated. To do that, the
portion of nodes 𝑃𝑠𝑖 that use a given 𝑆𝐹𝑖 is calculated
according to the following equation [12]:

𝑃𝑠 =

𝑆𝐹
2𝑆𝐹
12
∑

𝑖=7

𝑖
2𝑖

(1)

Similar to EXPLoRa-AT [11]and ADR [6] algorithms,
the Bit Rate Ratio [12] algorithm is implemented in a cen-
tralized approach, where it runs at the server that is respon-
sible of distributing SFs using downlink communications.
2.2.2. Improving medium access methods

As for the second category, many researches have been
proposed to mitigate collisions of LoRa networks by chang-
ing the ALOHA medium access mechanism. In fact, most
of the work opting for TDMA based medium access adopt a
centralized approach, where the network server is responsi-
ble for setting up and disseminating the schedule to all nodes
on the network [16] [17][18][19][20]. The adopted central-
ized approaches can be further divided into beaconic-based
approach and synchronization-based approach. According to
the beaconic-based approach, the gateway initiates the trans-
mission by sending beacons that hold control information
to nodes at the beginning of each frame. Nodes use these
beacons to set up their transmission parameters and their
timeslots. RS-LoRa [17], RT-LoRa [18], and DG-LoRa [21]
protocols are examples of beaconic-based algorithms.

In DG-LoRa [21], the frame structure is divided into two
main periods, the Up-link Transmission Period (UTP) and
the Downlink Transmission Period (DTP) where the gate-
way sends a beacon message at the beginning of each frame.
Nodes during the UTP uses ALOHA access method while
gateways use TDMA access method in the DTP. Hence,
DG-LoRa does not comply with LoRaWAN MAC protocol,
where after each Uplink transmission, there are two down-
link transmission phases. Unlike DG-LoRa, in SBTS-LoRa,
no beacons are needed from the gateway to control nodes.
Furthermore, SBTS-LoRa uses TDMA in uplink transmis-
sions without violating LoRaWAN standard. Hence, SBTS-
LoRa could be easily adopted in LoRa networks with very
minor modifications. In general, the initialization and syn-
chronization process of LoRaWAN class A devices is always
triggered by end nodes as the downlink transmission to these
devices is always triggered by an uplink transmission from
a node. Consequently, using beaconing-based approaches
for synchronization may conflict with the behavior of Lo-
RaWAN class A devices.

Regarding the synchronization-based approach, it has
generally two main phases, the synchronization phase and
the data transmission phase. During the synchronization
phase, unlike beaconic-based protocols, nodes initiate the
connection by sending synchronization requests including

information that help the server to determine node’s trans-
mission parameters. The proposed protocols in [19] and [20]
are examples of the synchronization-based approach.

In fact, the overhead of the initialization phase in synchro-
nization-based algorithms limits the scalability of the net-
work as each node should send/receive join-request/accept
packets. Moreover, in saturated networks, nodes wouldn’t
have slots and must wait for a long time either because the
network server reach its duty cycle limit or there is no free
timeslots that can be used to transmit the synchronization
replies to nodes. This will result in a limited scalability of
LoRa networks.

Obviously, all previous researches use centralized ap-
proaches to schedule and distribute the schedule among the
nodes. However, gateways should respect the duty cycle of
the ISM band, which prevents the downlink transmissions
from gateway to nodes most of the time, especially with
dense networks. One possible solution is to allow nodes
autonomously determine their transmission parameters and
most importantly their timeslots independently without ex-
tensive downlink transmissions from the gateway. To the
best of our knowledge, there are few algorithms where nodes
autonomously determine their transmission parameters [22]
[23]. Both algorithms in [22] and [23] determine the times-
lots of nodes by applying the modulo operator on some
features of nodes.

In [22], nodes determine their timeslots by applying a
modulo operation on their MAC addresses, which does not
guarantee the unicity of slots used by each node. In addi-
tion, the proposed solution is not completely autonomous as
nodes still need to receive the frame size from the gateway
to calculate their slot IDs. Furthermore, using MAC-based
solution results in large number of empty slots in a given
frame and this number is exponentially increasing with the
increase of the number of nodes, which makes this solution
not suitable for dense network scenarios.

Alternatively, instead of using node’s MAC addresses,
TS-LoRa [23] protocol utilizes the DeVAddr attribute of
the Join-Accept packet, which is created and transmitted
by the network server during the joining phase.TS-LoRa
has six frames, one frame for each SF. All frames have
a maximum length, which is broadcasted by the network
server. According to TS-LoRa, when the server receives a
join request packet from a node, it will generate a device
address ’DeVAddr’ for the node such that the generated
’DeVAddr’ modulo the frame length results in a unique slot
ID for that node on its frame. To guarantee such unicity, the
modulo operation is done recursively by the server until it
founds the appropriate ’DeVAddr’. Once the server founds
the appropriate ’DeVAddr’ that results in a unique slot ID,
it will replay with a join reply including that ’DeVAddr’.
On the node side, it will perform the modulo operation only
once to retrieve its slot ID. Nevertheless, the SFs assignment
was not discussed in the paper. Furthermore, they assume a
maximum frame length (S), which may limit the scalability
of the network. Note that in [22]and [23], the node config-
uration is not fully autonomous as nodes still need some
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Table 1
Comparison of related work researches

Ref. Objective Approach Main idea Channel
access

Does
considering
capture
effect?

Is it scal-
able?

[11] Enhance throughput Centralized Divide nodes into six
groups with equal ToA

Random ✗ ✗

[12] Fairness packet error rate Centralized Assign SFs to nodes based
on a proposed probability
distribution model

Random ✓ ✗

[13] maximize packet success
probability

Centralized Divide nodes into six
groups using stochastic
geometry

Random ✗ ✗

[14] Maximize the network ca-
pacity

Centralized Estimate the percentage
of nodes that use a given
SF to meet a given aver-
age success probability

Random ✗ ✗

[15] Fairness distribution of
SFs

Centralized Assign SF and TX to
nodes based on a pro-
posed probability distribu-
tion model

Random ✓ ✗

[16] Enhance the throughput Centralized Using S-ALOHA instead
of P-ALOHA

Time-slotted ✗ ✗

[17] Improve scalability and re-
liability

Centralized Provides nodes with
coarse-grained scheduling
to facilitate their
selections

Hybrid ✓ ✓

[18] Support real time traffic Centralized Support both random and
time-slotted traffics

Hybrid ✗ ✗

[19] Improve Packet Delivery
Ratio

Centralized synchronize nodes with
on-demand compressed
schedule packets

Time-slotted ✗ ✗

[20] Support bulk data collec-
tion

Centralized Using fine-grained sched-
ule to speed up the data
collection time while mini-
mize the energy consump-
tion

Time-slotted ✗ ✓

[21] Improve the reliability of
the network

Centralized Separating the uplink and
downlink transmission pe-
riods and grouping the
ACK of nodes

Hybrid ✗ ✓

[22] Enhance collision proba-
bility

Decentralized Nodes determine their
timeslots by applying a
modulo operation on their
MAC addresses

Time-slotted ✗ ✗

[23] Enhance the packet Deliv-
ery Ratio

Decentralized Nodes determine their
timeslots by applying a
modulo operation on their
DeVAddr attribute

Time-slotted ✗ ✗

SBTS-
LoRa

Maximize the throughput Decentralized Nodes determine their
transmission parameters
by leveraging tools from
circle geometry

Time-slotted ✓ ✓

information from the gateway or the network server to set
their transmission parameters especially their slot numbers.
Table1 summarizes the main features and limitations of the
related work researches.

On the other hand, in this paper, the proposed algorithm
provides a comprehensive solution that takes advantage of
all variant of transmission parameters that are provided by
the underlining physical layer. Furthermore, based on node’s
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location to the gateway, each node independently determines
its time slot for transmittion. By doing so, the protocol
avoids the overhead associated with TDMA solutions that
are related mainly to synchronization. To the best of our
knowledge, no research provides such comprehensive and
autonomous solution to mitigate collisions and hence im-
proving the scalability of LoRa networks.

3. Collision probability model of LoRaWAN
In this section, we focus on deriving the probability of

unsuccessful transmission attempt, 𝛽(𝑈,𝐺), from a node 𝑈
to the gateway 𝐺 due to either channel error or collision
in legacy LoRaWAN protocol. The main objective of this
analysis is to mathematically assess the performance of Lo-
RaWAN in order to define its weaknesses to help in propos-
ing the right solution that aims at enhancing LoRaWAN
performance. To the best of our knowledge, there is no model
that compute the probability of collisions using discrete
events. Furthermore, the proposed model is more accurate
as it considers all the transmission parameters of LoRa
without simplifying the model with certain assumptions
like assuming a specific distribution of nodes. Moreover,
it considers all possible events that result in collision. To
the best of our knowledge, no events have been neglected
in order to simplify the model. The proposed model can be
a starting point for future research work aiming at mathe-
matically assessing the performance of LoRaWAN in order
to optimally distribute the LoRa parameters in any random
network topology.

According to LoRaWAN, nodes access the medium us-
ing ALOHA mechanism, where nodes randomly choose
their spreading factors and their communication channel in
order to proceed sending their messages at anytime without
performing channel listening while respecting the duty cycle
constraint. We calculate 𝛽(𝑈,𝐺) by mimicking the real
case scenario to the most possible extent. To do so, we
determine the different events that arbitrate the LoRaWAN
channel access. Accordingly, a transmission from node U is
unsuccessfully received by the gateway G if one or more of
the following events occur:

• A: a packet error occurs during the transmission on
the wireless link (𝑈,𝐺)

• B: one or more sensor nodes within the transmission
ranges of G transmit at the same time as node U in the
same channel using the same spreading code.

• C: node U transmits while G is busy with a trans-
mission from a neighbor node. For example, node U
uses a given spreading factor SF𝑈 . There is a node
N within the transmission range of G. Node U will
access during node N transmission using the same
spreading factor as node N and the same channel as
node N.

• D: the gateway G receives transmissions from another
node while node U transmission is still in progress.

Figure 3: Probability collision model of LoRaWAN

Typically, if during the packet transfer from U to G
in a given channel and using a given spreading factor,
node N transmits to G using the same channel and the
same spreading factor as U.

Fig. 3 shows a demonstrative example of the events.
Assuming the independence of the aforementioned events,

the probability of successful transmission from node U to the
gateway G can be expressed as follows
1−𝛽(𝑈,𝐺) = (1−𝑃𝑟{𝐴}) (1−𝑃𝑟{𝐵}) (1−𝑃𝑟{𝐶}) (1−𝑃𝑟{𝐷})

(2)
where the 𝑃𝑟{𝐴} = 𝑙(𝑈,𝐺) is the packet error rate

on link (𝑈,𝐺). In what follows, we provide a detailed
description on how to calculate the probabilities of events𝐵,
𝐶 , and 𝐷. To do so, let us discretize the time into so small
slots of time.
3.1. Calculating Pr{B}
Theorem 1. For every node 𝑈 , the probability 𝑃𝑟{𝐵} that
one or more nodes in𝐻(𝐺)⧵{𝑈} transmit in the same slot as
node 𝑈 , in the same channel and using the same spreading
factor is given by

𝑃𝑟{𝐵} = 1−
∏

𝑘 ∈ 𝐻(𝐺)⧵{𝑈}
(1 − 1

𝑁𝑐ℎ
× 1
𝑁𝑠𝑓

×
𝑁𝑠
𝑁𝑠𝑡

× 𝜌𝐾 )

(3)
To describe 𝑃𝑟{𝐵}, we have defined the following

events:
𝐸 = { 𝑛𝑜 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝐻(𝐺) 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠 𝑖𝑛
𝑎 𝑔𝑖𝑣𝑒𝑛 𝑠𝑙𝑜𝑡 𝑢𝑠𝑖𝑛𝑔 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑎𝑛𝑑 𝑎 𝑔𝑖𝑣𝑒𝑛
𝑠𝑝𝑟𝑒𝑎𝑑𝑖𝑛𝑔 𝑓𝑎𝑐𝑡𝑜𝑟}

𝐹 = { 𝑛𝑜𝑑𝑒 𝑈 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒
𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑆𝐹 𝑖𝑛 𝑡ℎ𝑎𝑡 𝑠𝑙𝑜𝑡}

(4)
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Then we have,
𝑃𝑟{𝐵} = 1 − 𝑃𝑟{𝐸|𝐹 } (5)

Let us consider sensor node 𝐾 ∈ 𝐻(𝐺) ⧵ {𝑈}.
According to that, we can define the following events:
𝑋 = {𝑛𝑜𝑑𝑒 𝐾 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑢𝑠𝑖𝑛𝑔 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑆𝐹
𝑖𝑛 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑠𝑙𝑜𝑡}

𝑌 = {𝑛𝑜𝑑𝑒 𝑈 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠 𝑡ℎ𝑎𝑡 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑢𝑠𝑖𝑛𝑔
𝑡ℎ𝑎𝑡 𝑆𝐹 𝑖𝑛 𝑡ℎ𝑎𝑡 𝑠𝑙𝑜𝑡}

𝑍 = {𝐾 ℎ𝑎𝑠 𝑎 𝑝𝑎𝑐𝑘𝑒𝑡 𝑡𝑜 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡}
𝑄 = { 𝑛𝑜𝑑𝑒 𝐾 𝑖𝑠 𝑖𝑛 𝑎𝑐𝑡𝑖𝑣𝑒 𝑠𝑡𝑎𝑡𝑒}

(6)
Then we have,

𝑃𝑟{ 𝑋 | 𝑌 } = 𝑃𝑟{ 𝑋, 𝑍, 𝑄| 𝑌 }
= 𝑃𝑟{𝑋|𝑄} × 𝑃𝑟{𝑄|𝑍, 𝑌 } × 𝑃𝑟{𝑍}
= 𝑃𝑟{𝑋|𝑄} × 𝑃𝑟{𝑄|𝑍} × 𝑃𝑟{𝑍}

(7)

𝑃𝑟{𝑍} = 𝑚𝑖𝑛
(

1, 𝜆𝐾 × 𝐸
[

𝑇𝐾
] )

= 𝜌𝐾 (8)
𝐸[𝑇𝐾 ] can be defined as the time on air (ToA) of a packet

from node 𝐾 to 𝐺. In fact, computing the average value
of 𝐸[𝑇𝐾 ] necessitates the estimation of the SFs distribu-
tion in the network according to LoRaWAN protocol. This
distribution depends both on the network topology (nodes’
positions) and mostly the network density. That being said,
in dense network, regardless the nodes’ positions, most of
LoRaWAN nodes will end up choosing𝑆𝐹12 as they will not
receive the acknowledgment from the gateway due to duty
cycle limitations [24]. For this reason, and since the time
on air depends on the used SF, the authors opt for choosing
𝑆𝐹12 to calculate the 𝐸[𝑇𝐾 ] as follows [25] :

𝐸[𝑇𝐾 ] = 𝑇 𝑜𝐴12 =
212
𝐵𝑊

× 𝑃𝐿
12

(9)

Moreover, recall that the total time on air for every sensor is
limited by the duty cycle restrictions. Thus:

𝜆𝐾 × 𝐸[𝑇𝐾 ] ≤
𝑁𝑠
𝑁𝑠𝑡

< 1 (10)

𝑃𝑟{𝑄|𝑍} = 𝜓 =
𝑁𝑠
𝑁𝑠𝑡

(11)

𝑃𝑟{𝑋|𝑄} = 1
𝑁𝑐ℎ

× 1
𝑁𝑠𝑓

(12)

It is worth pointing out that X, Y, Z and Q are granu-
lar events that have been defined in order to meticulously
calculate Pr{B}. Regarding X and Z, Z denotes the activity

ratio of a node which is limited by the packet generation rate
𝜆𝐾 . Moreover, X can happen only if Z and Q occur. In other
words, a node K can only access the channel using a given
SF only if it has a packet to be transmitted and is allowed
to access according to the duty cycle. In other words, if a
node K has a packet to be transmitted but its duty cycle has
been consumed; then, node K can not access the channel.
Consequently, in order for node K to access the channel,
two conditions have to be satisfied, node K has a packet in
its queue and node K is active (its duty cycle has not been
consumed yet).
3.2. Calculating Pr{C}

The probability 𝑃𝑟{𝐶} that the gateway 𝐺 is already
busy with a transmission on a given channel with a given
spreading factor when it receives a transmission from 𝑈 on
the same channel using the same spreading factor can be
expressed as follows
𝑃𝑟 {𝐶} = 𝑃𝑟{𝐺 𝑖𝑠 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑏𝑢𝑠𝑦 𝑜𝑛 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙

𝑤𝑖𝑡ℎ 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑆𝐹 | 𝑛𝑜𝑑𝑒 𝑈 𝑎𝑐𝑐𝑒𝑠𝑠𝑒𝑠 𝑡ℎ𝑎𝑡 𝑐ℎ𝑎𝑛𝑛𝑒𝑙
𝑡𝑜 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝑡𝑜 𝐺 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑎𝑡 𝑆𝐹 }
= 𝑃𝑟{𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦 𝑜𝑛 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑜𝑛𝑙𝑦 𝑑𝑢𝑒
𝑡𝑜 𝑛𝑜𝑑𝑒𝑠 𝑜𝑡ℎ𝑒𝑟 𝑡ℎ𝑎𝑛 𝑈 𝑢𝑠𝑖𝑛𝑔 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑆𝐹 }
= 𝑃𝑟{𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦 𝑜𝑛 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝐶ℎ𝑈 𝑑𝑢𝑒
𝑡𝑜 𝑛𝑜𝑑𝑒𝑠 𝑜𝑡ℎ𝑒𝑟 𝑡ℎ𝑎𝑛 𝑈 𝑡ℎ𝑎𝑡 𝑢𝑠𝑒 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑆𝐹𝑈
| 𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦} × 𝑃𝑟{𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦}

(13)
The first element can be written as follows

𝑃𝑟{ 𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦 𝑜𝑛 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝐶ℎ𝑈 𝑑𝑢𝑒 𝑡𝑜
𝑛𝑜𝑑𝑒𝑠 𝑜𝑡ℎ𝑒𝑟 𝑡ℎ𝑎𝑛 𝑈 𝑡ℎ𝑎𝑡 𝑢𝑠𝑒 𝑎 𝑔𝑖𝑣𝑒𝑛
𝑆𝐹𝑈 | 𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦} =

[

1 −
∏

𝐾 ∈ 𝐻(𝐺)⧵{𝑈} (1 − 𝜔𝐾 )
]

1 −
∏

𝐾 ∈ 𝐻−(𝐺) (1 − 𝜔𝐾 )
(14)

𝜔𝐾 = 𝑃𝑟{ 𝑋|𝑍} × 𝑃𝑟{𝑍}
= 𝑃𝑟{ 𝑋, 𝑄|𝑍} × 𝑃𝑟{𝑍}
= 𝑃𝑟{ 𝑋|𝑄, 𝑍} × 𝑃𝑟{𝑄| 𝑍} × 𝑃𝑟{𝑍}

= 1
𝑁𝑐ℎ

× 1
𝑁𝑠𝑓

× 𝜓 × 𝜌𝐾

(15)

The second element can be expressed as follows
𝑃𝑟{𝐺 𝑖𝑠 𝑏𝑢𝑠𝑦} = 1 − 𝑃𝑟{𝐺 𝑖𝑠 𝑛𝑜𝑡 𝑏𝑢𝑠𝑦}

= 1 −
∏

𝐾 ∈𝐻 (𝐺)
𝛿 (𝐺, 𝐾) (16)
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𝛿 (𝐺, 𝐾) = 𝑃𝑟{ 𝐺 𝑖𝑠 𝑛𝑜𝑡 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑎 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛
𝑓𝑟𝑜𝑚 𝐾 }
= 1 − 𝑃𝑟{ 𝐺 𝑖𝑠 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑎 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛
𝑓𝑟𝑜𝑚 𝐾 }
= 𝑃𝑟{𝐺 𝑖𝑠 𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 𝑏𝑦 𝑎 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝐾
| 𝐾 𝑖𝑠 𝑎𝑐𝑡𝑖𝑣𝑒} × 𝑃𝑟{ 𝐾 𝑖𝑠 𝑎𝑐𝑡𝑖𝑣𝑒}

= 𝜓 ×
(

𝜆𝐾 ×𝑁𝐶 (𝐾,𝐺) + 1
)

× 𝑇 𝑜𝐴12

+ 𝜆𝐾 × 𝑇𝐴𝐶𝐾

= 𝜓 × 𝜆𝐾
[(

𝑁𝐶 (𝐾,𝐺) + 1
)

× 𝑇 𝑜𝐴12 + 𝑇𝐴𝐶𝐾
]

𝛿 (𝐺, 𝐾) = 1−
[

𝜓 × 𝜆𝐾
[(

𝑁𝐶 (𝐾,𝐺) + 1
)

× 𝑇 𝑜𝐴12 + 𝑇𝐴𝐶𝐾
]]

(17)

𝑁𝐶 (𝐾,𝐺) =
𝛽(𝐾,𝐺)

1 − 𝛽(𝐾,𝐺)
(18)

𝑁𝐶 (𝐾,𝐺) can be derived as follows: 𝑁𝐶 (𝐾,𝐺) be a
random variable representing the number of unsuccessful
transmissions experienced by by a given data message from
𝐾 to 𝐺. If 𝛽(𝐾,𝐺) is the probability that a transmission a
tempt from 𝐾 to 𝐺 is failed. Then, 𝑁𝐶 (𝐾,𝐺) is a geometric
random variable and thus we have

𝑁𝐶 (𝐾,𝐺) =
𝛽(𝐾,𝐺)

1 − 𝛽(𝐾,𝐺)

where 𝛽(𝐾,𝐺) is the probability of collision on link
(𝐾,𝐺). Finally, substituting Eq.14 and Eq.16 into Eq.13, we
get expression of 𝑃𝑟{𝐶}.
3.3. Calculating Pr{D}

We firstly define the vulnerability period 𝑇𝑣 as follows:

𝑇𝑣 =
𝑇 𝑜𝐴12 +𝐷

𝑆𝑙𝑜𝑡
(19)

T𝑣 is the vulnerability period in terms of slots during
which the transmission of a node within the range of 𝐺
prevents the success of the in-progress transmission from
𝑈 to 𝐺. Hence, the probability 𝑃𝑟{𝐷} that the gateway
𝐺 receives transmission from other node than 𝑈 while the
transmission of node 𝑈 is still in progress can be derived as
follows:
𝑃𝑟{𝐷} = 1 − 𝑃𝑟{ 𝑛𝑜 𝑛𝑜𝑑𝑒 𝑖𝑛 𝐻(𝐺) ⧵ {𝑈}𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑠

𝑑𝑢𝑟𝑖𝑛𝑔 𝑇𝑣 𝑠𝑙𝑜𝑡𝑠}

= 1 −
∏

𝐾 ∈ 𝐻(𝐺)⧵{𝑈}
(1 − 𝜔𝐾 )

𝑇𝑣
(20)

Finally, substituting Eq.3, Eq.13 and Eq.20 into Eq.2, we ob-
tain the probability of collision 𝛽(𝑈,𝐺). Table 2 represents
the notations and description used in this section.

Table 2
Notations and descriptions.

Notations Description

𝛽(𝑈,𝐺) The probability of unsuccessful trans-
mission from a node 𝑈 to the gateway
𝐺.

𝐻(𝐺) All the nodes within the transmission
range of the gateway. 𝐺

𝑁𝑐ℎ Number of available channels.
𝑁𝑠𝑓 Number of spreading factors.
𝑁𝑠 Number of active slots per unit of time .
𝑁𝑠𝑡 Total number of slots per unit of time.
𝜌𝐾 The utilization of node 𝐾.
𝐸[𝑇𝐾 ] The average transmission time from

node 𝐾 to the gateway 𝐺.
𝜆𝐾 the traffic rate from node 𝐾 to the

gateway 𝐺.
𝑇 𝑜𝐴𝑆𝐹 The Time on Air (ToA) of a packet

using the spreading factor 𝑆𝐹 .
𝐵𝑊 The channel bandwidth.
𝑃𝐿 The payload length.
𝜓 Node duty cycle.
𝜔𝐾 The probability that node 𝐾 trans-

mits on the medium in a given slot in
a given channel using a given 𝑆𝐹 .

𝛿 (𝐺, 𝐾) The probability that 𝐺 is not occupied
by a transmission from 𝐾.

𝑁𝐶 (𝐾,𝐺) The average number of unsuccessful
transmissions from 𝐾 to 𝐺 before
being successfully received.

𝐷 The maximum propagation time.
T𝑣 The vulnerability period.

4. Sector-Based Time-Slotted LoRa Protocol
4.1. Overview

As mentioned before, LoRa physical layer provides vari-
ant transmission parameters that if they are distributed and
used in an efficient way, they could overcome most of LoRa
network challenges. Hence, in this paper, the researchers are
taking advantage of all transmission parameters to provide
comprehensive protocol that eliminate collisions and hence
increase the scalability of the network to the most possible
extent. Accordingly, our research work can be divided into
two main stages: i) distributing all transmission parameters
that affect the scalability of the network, ii) adding a TDMA
layer on top of the proposed parameters distribution strategy,
to allow collision-free transmissions for nodes with similar
transmission parameters. These two stages are described in
the following sections.
4.2. Annulus-based distribution of transmission

parameters
According to [24] our protocol supposes a star network

topology where the gateway is located at the center and
nodes are distributed randomly around the gateway with a
maximum distance R. SBTS-LoRa protocol starts by divid-
ing the area around the gateway into six annulus cells. Each
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Figure 4: Annulus-based partitioning of LoRa network

cell is assigned a unique channel and a transmission power
level. By doing so, collisions emanating due to the capture
effect are avoided as all nodes on a given channel use the
same transmission power and they are spatially close to each
other. After that, we define a set of eligible SFs for each
cell. The set of eligible SFs of a given cell is the set of SFs
that can be used by the nodes on that cell such that their
packets transmissions will not be discarded by the gateway
because the strength of the received signal was below the
sensitivity of the gateway. According to LoRa standard, each
spreading factor has a given sensitivity level at the gateway.
Specifically, when we increase the SF, the sensitivity of the
gateway is increasing too, allowing successful reception for
far nodes. Hence, the set of eligible SFs for a given cell is
decreasing while the cell is getting farther from the gateway.
Indeed, if nodes in the first closest cell to the gateway are
allowed to use any SF (SF7 to SF12), nodes in the farthest
cell are only allowed to use SF12 as it is the only SF that
guarantees successful reception at the gateway. Once the
set of eligible SFs is defined for every cell, we proceed
distributing the SFs between the nodes of that cell. To do
so, we further divide each cell into a number of sub-cells
that equals the number of eligible SFs for that cell. In fact,
if the number of eligible SFs on a given cell is 4, it will
be partitioned into 4 sub-cells. Fig. 4 demonstrates the SF
distribution according to our proposed algorithm. By doing
so, collisions between nodes on the same cell but on different
sub-cells are avoided as they use different spreading factors.
However, collisions between nodes that are on the same sub-
cell may still arise, as they use the same SF on the same
frequency CF.
4.3. Sector-Based Time-Slotted LoRa

(SBTS-LoRa) Protocol description
In order to avoid collisions between nodes on the same

sub-cell that are sharing the same channel, the same trans-
mission power and the same spreading factor, we regulate
their transmissions by assigning a unique timeslot for each
node. To do so, we propose SBTS-LoRa protocol that is
described in details in the following sections.

4.3.1. Overview
Many researches have emphasized on the importance

of changing the ALOHA access method of LoRa networks
and using instead Time-Division Multiple access (TDMA)
[8][26]. For instance, authors in [16] found that the maxi-
mum LoRaWAN throughput with slotted Aloha S-ALOHA
is the double of LoRaWAN throughput with pure-Aloha P-
ALOHA. These findings confirm the efficiency of adopting
TDMA approaches on top of LoRa physical layer to mitigate
collisions and hence increase its scalability. According to
that, there are some researches that have proposed TDMA
medium access algorithms for LoRa networks [17][18][19]
[20] [21]. However, all these algorithms use centralized
approaches to schedule transmissions between nodes. In
other words, both the newly-joined and the already-joined
nodes need to receive periodic transmission schedules from
the gateway using extensive downlink transmissions. As a
result, the scalability will be compromised because of the
duty cycle restrictions of the downlink transmissions that
are imposed by the ISM band. However, in our proposed
algorithm, the schedules are determined by the nodes au-
tonomously without any need of downlink transmissions
from the gateway. Specifically, based on node’s location to
the gateway, each node independently determines its slot
number and hence its transmission time. Since LoRa net-
works have a star network topology with a gateway centered
in the middle and nodes are distributed around the gateway,
we get inspired from the geometry of circles and sectors of
circles to specify independently the transmission schedule
of each node. The following sections describe in details the
initialization and data transmission phases of the proposed
SBTS-LoRa protocol.
4.3.2. The initialization phase

In order to avoid collisions between nodes that are on
the same sub-cell, which they use the same SF on the same
channel, we further divide cells into sectors to which we
assign numbers, as shown in Fig. 5. The number assigned
to each sector is simply the slot number for every node
belonging to that sector. By doing so, the same slot number
can be reused by nodes that are in different subcells without
any collision since they are using different orthogonal SFs.
As a result, the frame size can be reduced such that only a
limited number of timeslots can safely serve large number of
nodes. As for nodes that are in the same sub-cell, they will
get different slot numbers as they reside in different sectors.

We assume that a node n knowing its geographical
coordinates (𝑋𝑛, 𝑌𝑛) and the ones of the gateway (𝑋𝐺, 𝑌𝐺)will automatically and autonomously know to which sector
it belongs and hence its slot number for transmission. To
do that, each node located on 𝑐𝑒𝑙𝑙𝑖 calculates an angle 𝛼𝑖according to which 𝑐𝑒𝑙𝑙𝑖 will be partitioned into sectors of
angle size 𝛼𝑖 with the gateway as sector origin. Fig.5 shows
an example of sectors division of 𝑐𝑒𝑙𝑙3. As shown in Fig.5,
𝑐𝑒𝑙𝑙3 has 4 sub-cells and 8 different sectors each with an
angle 𝛼3. The sectors will be assigned a number according to
their relative position from the gateway as it will be detailed
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later. The intersection between a sub-cell and a sector is
called Annulus-Sector. Given that, each sub-cell is assigned
a different SF, all nodes located on a given sector use that
sector number as their slot number. In other words, the same
slot number can be used by nodes on different sub-cells
without any collision since they use different SFs. Similarly,
in order to avoid collisions between nodes on the same
sub-cell, we aim at guaranteeing the existence of a unique
node per Annulus-Sector. In other words, to guarantee that
only one node exists in every Annulus-Sector, the following
equation should be satisfied:
[

𝛼𝑖
2
×

(

𝑖𝑟2 −
(

𝑖𝑟 − 𝑟
6 − (𝑖 − 1)

)2
)]

×𝑑 = 1 (21)

where i is the cell identifier that ranges from 𝑖 = 1(the closet
cell) to 𝑖 = 6 ( the farthest cell), d is the node density, 𝛼𝑖 is
the sector angle of 𝑐𝑒𝑙𝑙𝑖, and r is the annulus width, which is
the maximum distance from the gateway, R divided by 6.

The first term on the left hand-side of equation (21)
simply denotes the area of the Annulus-Sector of the last
sub-cell of 𝑐𝑒𝑙𝑙𝑖, which is multiplied by the node density 𝑑
to estimate the number of sensor nodes in the last Annulus-
Sector. According to equation (21), the number of nodes in
the last Annulus-Sector must be equal to 1 in order to have
just a unique node uses a given slot number and a given SF.
Any other node on the same cell has either a different SF or a
different slot number. Indeed, if we guarantee that the largest
Annulus-Sector in a given sector contains only one node,
we can deduce that for all previous Annulus-Sector, there is
at maximum one node since previous Annulus-Sector have
smaller areas than the last one. By doing that, we can achieve
collision-free transmissions without the need for extensive
down-link transmissions.To demonstrate that, let us consider
the example that is shown in Fig.5. The last and largest
Annulus-Sector here is Annulus-Sector 4, if we guarantee
that there is only one node in that sector, we can guarantee
different slot numbers for nodes that use same SF on the
same channel. Furthermore, by guaranteeing uniqueness
timeslots for nodes located on the largest Annulus-Sector, we
can deduce that nodes that are located on smaller Annulus-
Sector, which are in our example the Annulus-Sectors rang-
ing from 1 to 3, have unique slot numbers.

From the previous equation, we can derive the angle of
𝑐𝑒𝑙𝑙𝑖 as follows:

𝛼𝑖 = 2

𝑑 ×

(

𝑖𝑟2 −
(

𝑖𝑟 − 𝑟
6 − (𝑖 − 1)

)2
) (22)

In fact, the size of a sector angle 𝛼 is affected by two main
factors: i) the node density of the network, d and ii) the radius
of 𝑐𝑒𝑙𝑙𝑖 that equals ir. Furthermore, the size of 𝛼 has a direct
impact on the frame size. The frame size in SBTS-LoRa is
the total number of available time slots per 𝑐𝑒𝑙𝑙𝑖. According
to SBTS-LoRa, each cell has its own frame size that depends
on the radius of that cell. In other words, closer cells have

Figure 5: Dividing cells into sectors

frame size smaller than the farther cells. This means that
farther cells with less number of eligible SFs have more time
slots. This will have the advantage of mitigating collisions
on farther cells due to the reduced number of eligible SFs on
these cells. For example, since nodes on 𝑐𝑒𝑙𝑙6 are so far from
the gateway, they can use only SF12. Hence, if there are two
or more nodes on cell6 transmitting simultaneously, there
will be collisions between them. By having large frame size
for far cells, we allow for more collision-free communication
for those nodes.

After a node calculates the angle 𝛼𝑖 of its 𝑐𝑒𝑙𝑙𝑖, it can
easily calculate the frame size m𝑖 of its cell by the following
formula:

𝑚𝑖 =
2𝜋
𝛼𝑖

(23)

Note that, according to SBTS-LoRa protocol, there is a fixed
frame size for each cell. However, the slot duration is varying
depending on the given sub-cell that reflects the used SF.
This is because the frame size depends on the angle of 𝛼𝑖 ,
where the 𝛼𝑖 depends on the cell radius. The cell radius
is doubled when cells get farther from the gateway. For
example, as shown in Fig. 5, there are 8 timeslots for 𝑐𝑒𝑙𝑙3regardless of the used SF. However, the slot duration for
nodes located on the first sub-cell is different from the slot
duration of nodes located on the last sub-cell since they use
different SFs in their transmissions. In fact, the slot duration
here acts as a third dimension besides the coordinates of
the nodes. Fig. 6 shows a demonstrative example of the
frame structure of 𝑐𝑒𝑙𝑙3. As shown in the figure, the frame
consists of 5 timeslots regardless of the used SF. However,
the duration of the slots for each frame is varying depends
on the used SF.

After that, a node n calculates its polar angle 𝜃𝑛 based on
the following formula:

𝜃𝑛 = 𝑡𝑎𝑛−1
(

𝑌𝑛 − 𝑌𝐺
𝑋𝑛 − 𝑋𝐺

)

(24)
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where (

𝑋𝑛, 𝑌𝑛
) are the coordinates of node n and

(𝑋𝐺, 𝑌𝐺) are the coordinates of the gateway. Fig. 7 shows
the polar coordinates of node n. Finally, each node n finds
its slot number s𝑛 by applying the following equation:

𝑆𝑛 =
𝜃𝑛
𝛼𝑖

(25)

Fig. 8 shows a Flowchart diagram of the proposed SBTS-
LoRa protocol. Furthermore, Algorithm 1 illustrates the
main steps of the proposed protocol. Once the slot number
is determined, every node sleeps until its timeslot begins to
start its data transmission.
4.3.3. Data transmission phase

During the data transmission phase, each node wakes
up at the beginning of its timeslot to transmit its packet.
According to SBTS-LoRa protocol, each node transmits one
packet per frame. As mentioned earlier, there is a given
frame size for each cell, which depends on the angle size
of the sectors of a given cell. To make sure that nodes
are transmitting once per frame without violating their duty
cycle, the following condition must be satisfied:

𝑡 × 𝑚𝑖 × 𝑇 𝑜𝐴𝑆𝐹 ≥ 𝜓𝑛 (26)
where t refers to an integer that denotes the time frame ID,
𝑇 𝑜𝐴𝑆𝐹 is the Time on Air of a packet that uses a given SF,

Figure 6: SBTS-LoRa frame structure

Figure 7: Polar coordinates of node n

Figure 8: Flowchart diagram of SBTS-LoRa protocol

𝑚𝑖 is the number of timeslots per 𝑐𝑒𝑙𝑙𝑖, and 𝜓𝑛 is the duty
cycle of node n, which is the time a node must wait before it
can transmit again.

In other words, once a node succeeds its transmission of
a packet, it will schedule the time for the next packet such that
it will not violate its duty cycle 𝜓𝑛. To do that, a node will
calculate the left-hand side of equation 26 by multiplying
the frame ID 𝑡 (start from 1) by the frame length 𝑚𝑖 and
𝑇 𝑜𝐴𝑆𝐹 of the selected SF. If the resulting waiting time for
the node was less than the duty cycle 𝜓𝑛, which means
that the node cannot sent a packet in the next upcoming
frame, it will postpone the transmission to the after the next
frame by increasing the frame ID by 𝑡 1. This process is
repeated until the node finds the frame ID 𝑡 for the next
packet transmission that comply with its duty cycle 𝜓𝑛. By
doing that, nodes respect their duty cycles as well as their
schedule of transmissions.
4.4. Finding the optimal frame size

According to SBTS-LoRa protocol, the frame size of
cells that are closer to the gateway is less than the frame
size of cells that are farther from the gateway. This is mainly
because the angle of closer cells is larger than the angle of
farther cells. This has an advantage of having larger frame
sizes for nodes on farther cells where there is a limited
number of SFs that could be used. However, extremely large
frame size is undesirable as it will increase the waiting time
for a node to transmit again especially for farther nodes,
where large SFs with high ToA are used and thus the network
throughput maybe badly affected. Hence, a trade off between
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Algorithm 1 SBTS-LoRa MAC Protocol
1: Input: node coordinates (𝑋𝑛,𝑌𝑛), Gateway coordinates

( 𝑋𝐺, 𝑌𝐺), node density d, and p
2: Output: cell, 𝐶𝐹𝑛𝑜𝑑𝑒, 𝑇𝑋𝑛𝑜𝑑𝑒,𝑆𝐹𝑛𝑜𝑑𝑒, and slotID 𝑆𝑛
3: 𝑆𝐹𝑠← [7, 8, 9, 10, 11, 12]
4: 𝐶𝐹𝑠← [𝑐𝑓1, 𝑐𝑓2, .., 𝑐𝑓6]
5: 𝑇𝑋𝑠← [𝑇𝑥1, 𝑇 𝑥2, .., 𝑇 𝑥6]
6: 𝐷𝑁𝐺

← 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑋𝑛, 𝑌𝑛, 𝑋𝐺, 𝑌𝐺)
7: # r is the annulus width, R is the field radius
8: 𝑟← 𝑅∕6
9: for 𝑖 ← 1 to 6 do

10: if (𝐷𝑁𝐺
> (𝑖 − 1) ⋅ 𝑟) & (𝐷𝑁𝐺

≤ (𝑖 ⋅ 𝑟)) then
11: 𝑐𝑒𝑙𝑙 ← 𝑖
12: 𝐶𝐹𝑛𝑜𝑑𝑒 ← 𝐶𝐹𝑠[𝑖 − 1]
13: 𝑇𝑋𝑛𝑜𝑑𝑒 ← 𝑇𝑋𝑠[𝑖 − 1]
14: 𝑛𝑠← 6 − (𝑐𝑒𝑙𝑙 − 1)
15: 𝑠𝑟← 𝑟∕𝑛𝑠
16: for 𝑘 ← 1 to 𝑛𝑠 do
17: 𝑚𝑖𝑛← ((𝑘 − 1) ⋅ 𝑠𝑟) + ((𝑐𝑒𝑙𝑙 − 1) ⋅ 𝑟)
18: 𝑚𝑎𝑥← ((𝑘) ⋅ 𝑠𝑟) + ((𝑐𝑒𝑙𝑙 − 1) ⋅ 𝑟)
19: if (𝐷𝑁𝐺

> 𝑚𝑖𝑛) & (𝐷𝑁𝐺
≤ 𝑚𝑎𝑥) then

20: 𝑠𝑢𝑏𝐶𝑒𝑙𝑙 ← 𝑘
21: 𝑆𝐹𝑛𝑜𝑑𝑒 ← 7 + (𝑐𝑒𝑙𝑙 − 1) + (𝑘 − 1)
22: end if
23: end for
24: end if
25: end for
26: 𝑡𝑒𝑚𝑝← 𝑐𝑒𝑙𝑙 ⋅ 𝑟 − (𝑟∕(6 − (𝑐𝑒𝑙𝑙 − 1)))
27: 𝛼𝑐𝑒𝑙𝑙𝑖 ← 2 ⋅ 𝑝∕𝑑 ⋅ ((𝑐𝑒𝑙𝑙 ⋅ 𝑟)2 − 𝑡𝑒𝑚𝑝2) ⊳ Eq.22
28: 𝑚𝑐𝑒𝑙𝑙𝑖 ← 2 ⋅ 𝜋∕𝛼𝑐𝑒𝑙𝑙𝑖29: 𝜃𝑛 ← arctan(𝑌𝑛 − 𝑌𝐺∕𝑋𝑛 −𝑋𝐺)
30: 𝑆𝑛 ← 𝜃𝑛∕𝛼𝑐𝑒𝑙𝑙𝑖

the frame size 𝑚𝑖 and the number of nodes per Annulus-
Sector of a given cell, p, must be performed.

As mentioned in the previous section, the frame size 𝑚𝑖(Eq. 23) is mainly affected by 𝛼𝑖 which in turn depends on
the number of nodes per Annulus-Sector of a cell, called
hereafter as p. Accordingly, Equation 22 can be generalized
as follows:

𝛼𝑖 =
2 × 𝑝

𝑑 ×

(

𝑖𝑟2 −
(

𝑖𝑟 − 𝑟
6 − (𝑖 − 1)

)2
) (27)

Note that in Equation 22, p is set to be equal 1. Indeed,
setting p equals 1 means that we impose the presence of
a unique sensor in the last Annulus-Sector of a given cell.
Imposing a unique sensor in the last Annulus-Sector will
result in at most one sensor in the other Annulus-Sectors of
the same cell as the last Annulus-Sector has the largest area.
Obviously, if we increase the p value, more nodes will be
sharing the same slot which may result in more collisions
but at the same time increasing p will increase the 𝛼𝑖 of a
given 𝑐𝑒𝑙𝑙𝑖 and hence the frame size will be reduced and thus

the end-to-end delay will be reduced. Clearly, an optimal p
value will maximize the throughput since there is a tradeoff
between the collisions and the end-to-end delay.

Hence, we have run SBTS-LoRa with different node
densities d and p values to find an optimal p that maximize
the network throughput. Fig. 9 illustrates the result of the
experimental analysis, where p equals 0.5, 1, or 3 and
with a number of nodes ranging from 1000 to 5000 nodes.
We evaluate the impact of p in terms of the probability
of collision (Fig 9.a), the end-to-end delay (Fig 9.b), the
throughput (Fig 9.c), and the total energy consumed per a
successful reception of a bit (Fig 9.d). As shown in Fig 9.c,
the maximum network throughput was achieved when p=1.
Furthermore, although the probability of collision and the
end-to-end delay is not the best with p=1, this is not compro-
mising the energy consumption as it is also optimized with
p=1. Hence, the optimal p for our simulation experiments is
1. Thus, in section 5, we evaluate SBTS-LoRa protocol with
p=1.

5. Performance Evaluation
This section presents a simulation-based assessment that

is performed on SBTS-LoRa protocol using OMNET++
[27] simulator under FLoRa framework [10]. FloRa is an
open source framework that implements LoRa network ele-
ments such as LoRa nodes, gateways, and network servers.
Specifically, it implements LoRa physical layer and Lo-
RaWAN MAC layer of LoRa nodes. It also includes a mod-
ule to depict energy consumption of LoRa nodes. FLoRa
framework provides flexible configurations for different
physical transmission parameters such as SFs, transmission
powers, coding rates, and bandwidths. However, it only sup-
ports the default sub-band of LoRaWAN protocol. Hence,
we modify the framework to include all the supportive sub-
bands in Europe region. Specifically, our proposed protocol
is mainly developed at the node’s application layer of FLoRa
framework. No required modifications were needed at the
network server entity of FLoRa framework, as SBTS-LoRa
protocol is completely distributed. We suppose that simul-
taneous transmissions with different SFs are considered
orthogonal, which is the same assumption implemented in
FLoRa framework and used by different studies [10] [28]
[11] [12]. As mentioned earlier, SBTS-LoRa is intended for
large scale environments, where the number of connected
nodes is extremely large. According to that, the number
of connected nodes in the performance evaluation ranges
from 1000 to 5000 nodes that are randomly distributed
within a radius of 14 Km from the gateway. Regarding the
packet size, each node generates a packet of 20 bytes length
with an inter-arrival time between packets following the
exponential distribution with1000s mean. Similar to [10], we
used the European regional parameters for the LoRa physical
layer with 1% duty cycle for both the LoRa nodes and the
gateway. Table 3 Summarizes the simulation parameters
of the simulations. We compare the performance of our
SBTS-LoRa protocol to EXPLoRa-AT [11], BitRateRatio
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Figure 9: Finding optimal p value

(BRR) [12], and the Adaptive Data Rate (ADR) algorithm
of LoRaWAN [6]. Although BRR in [12] is implemented
using a centralized approach, we implement the algorithm
in a distributed manner, so our proposed protocol can be
evaluated with respect to both centralized and distributed
algorithms. According to our implementation of BRR [12]
algorithm, each node firstly determines the set of eligible
SFs that can select from according to its path loss to the
gateway. To do so, we use the cell-based distribution of
SFs similar to [24] and the SBTS-LoRa algorithms. Then,
each node autonomously calculates the 𝑃𝑠𝑖 (equation 1)
for each SF. After that, each node will generate a vector
of aggregates 𝑃𝑠𝑖, called 𝐴𝑃𝑠𝑖,for each SF. Fig. 10 shows
an example of aggregated ratios where the set of eligible
SFs accommodate all SFs (SF7-SF12). After that, each node
will generate a random number x between (0,1] and check at
which SF interval it exists. Then, the node will select the
corresponding SF for that period. For example, as shown
in Fig. 10 , when the generated random number x=0.8, the
node will select SF9 for its transmissions. As illustrated in
Fig. 10, smaller SFs have larger intervals of random numbers
than larger SFs. Note that, in order to determine the set of
eligible SFs for each node, we have been inspired in [24]
by dividing the area around the gateway into cells such that
each cell has different set of eligible SFs that depends on
the distance to the gateway. However, note that BRR [12]

uses only the default channels unlike [24] and SBTS-LoRa
algorithms.

In this section, we demonstrate the performance evalua-
tion of the proposed protocol with respect to the end-to-end
delay, network throughput, probability of collisions, Packet
Error Rate (PER), and energy consumption metrics.
5.1. The probability of collision

Fig. 11 shows the probability of collision as a function
of the number of nodes. First, the probability of collision
of all protocols is increasing with the increase of the number
of nodes as the traffic rate is getting higher. However, SBTS-
LoRa is increasing slowly compared to other protocols. Most
importantly, SBTS-LoRa protocol is achieving the lowest
probability of collision compared to other protocols thanks
to the efficient distribution of transmission parameters and

Figure 10: Example of the implemented Bit Rate Ratio
Algorithm.
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Table 3
Simulation parameters

Parameter Value Comments

SF 7 to 12 Spreading Factors.
TP (2, 5,8,11,14)

dBm
Transmission power.

CR 4/8 Coding Rate.
CF {868.1, 868.3,

868.5, 867.1,
867.3, 867.5}

Carrier Frequencies
(MHz).

BW 125 kHz Bandwidth.
PL 20 Bytes Payload length.
R 14 Km Field radius.
N 1000-5000 Number of nodes.
Simulation
Time

10 Days.

timeslots among the nodes that aim at mitigating collisions
to the most possible extent. Our implementation of the BRR
algorithm has the second lowest probability of collisions
since it is distributed, where each node autonomously de-
termines its transmission parameters.

On the other hand, ADR-LoRaWAN and EXPLoRa-AT
have the highest probability of collisions because they are
centralized protocols, where the selection and the distribu-
tion of the transmission parameters are performed at the
server. Furthermore, LoRaWAN and EXPLoRa-AT use only
the default channels without exploiting the multi-channel
feature of LoRa physical layer and thus all the nodes tend
to communicate on the same channel which will further
increase the number of collisions. Specifically, since these
protocols are centralized protocols, they have both uplink
and downlink communications that are performed only on
the default channels, which will further increase the proba-
bility of collisions. EXPLoRa-AT has the highest probability
of collisions, especially with extremely high number of
nodes (more than 2000 nodes) because all nodes, according
to EXPLoRa-AT algorithm, start their transmissions with

Figure 11: Probability of collision.

SF12, to insure the successful reception of packets regardless
of node’s distance to the gateway. However, with an increas-
ing number of nodes that send packets with the same highest
SF12, the probability of collision is getting worse.
5.2. The end-to-end delay

Fig. 12 shows the end-to-end delay as a function of the
number of nodes. The end-to-end delay is greatly affected
by the used SF. Indeed, the usage of smaller SFs results in
lower end-to-end delay as the packets that are transmitted
by small SFs will have less Time on Air (ToA). According
to SBTS-LoRa, SFs are assigned based on node’s locations.
This explains the minor decrease of SBTS-LoRa curve at
N=2000 nodes compared to others. Furthermore, the delay
is only considered for the successfully received packets by
the gateway. This explains why the end-to-end delay of
BRR, EXPLoRa-AT, and ADR-LoRaWAN are generally
decreasing with the increased traffic, as collisions for these
protocols are increasing with the increased traffic (Fig.11),
and hence the number of successfully received packets,
for which the end-to-end delay is counted for decreases.
Moreover, EXPLoRa-AT has the lowest end-to-end delay
compared to other protocols, especially when N=2000 or
more, as the number of nodes that successfully reaches
the server is getting too small as shown in Fig. 2. With
high number of connected nodes, only the traffic of a small
portion of nodes reaches the server, which explains the small
end-to-end delays achieved by EXPLoRa-AT.

The BRR algorithm, on the other hand has the highest
end-to-end delay because the majority of nodes (about 75%)
have large SFs (SF10-SF12). Obviously, this distribution
is not compliant with the main objective of BBR, where
the majority of nodes is supposed to use small SFs. In our
experiment, nodes are distributed in large-scale environment
and the area around the gateway is divided into annulus-cells
such that the cells that are located farther from the gateway
have higher area and hence accommodate higher number of
nodes. Consequently, nodes located farther from the gateway
are eligible to select only large SFs, which will result in
higher delays.
5.3. The throughput

The throughput is mainly affected by the end-to-end
delay and the probability of collisions. Fig. 13 demonstrates
the network throughput as a function of the number of
nodes. First, it is worth pointing out that SBTS-LoRa is
by far achieving the highest throughput compared to other
protocols with almost 15 packets/second that can be suc-
cessfully received by the gateway when N=5000 nodes.
Indeed, SBTS-LoRa is achieving in average 1362 % larger
throughput than the second best protocol BRR. Indeed, BRR
achieves only in average 1.18 packets/second that could be
successfully received by the gateway on the same network
density. In other words, the network throughput with SBTS-
LoRa protocol is at least 8 times greater than the achieved
throughput with other protocols. In fact, this emphasizes
how changing the access method from ALOHA to TDMA
is vital in terms of network throughput. In fact, having a
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Figure 12: The end-to-end delay.

timeslot for each node for transmission instead of the random
access to the medium will inevitably decrease collisions, as
demonstrated in Fig.11. Specifically, with large number of
connected nodes that are scattered in a wide-coverage area,
which is the case of LPWA networks, nodes will not just
encounter destructive collisions, where all collided packets
are destroyed, but also encounter the capture effect, where
strong signals are dominant on weak ones. This in fact limits
the scalability of the network, which is considered as a key
challenge in LoRa networks as mentioned in Section 1.1.
Furthermore, TDMA methods are best suited for high den-
sity networks, where timeslots are efficiently used by nodes,
and hence the end-to-end delay is minimized. Consequently,
using TDMA method will increase the network throughput
and hence, the network scalability will be enhanced.

According to Fig.13, the throughput of SBTS-LoRa pro-
tocol is generally increasing with the increased number of
nodes. However, at N=3000 nodes, the throughput is slightly
decreased, which reflects the increase of the end-to-end de-
lay at the same node density as shown in Fig. 12. As known,
while the end-to-end delay increases, the overall throughput
of the network will decrease. As explained previously in
section 5.2, the end-to-end delay is directly affected by SF
distributions, which depends on node’s locations.

Indeed, despite the fact that EXPLoRa-AT and Lo-
RaWAN are achieving lower end-to-end delays than our
protocol (Fig. 12), they end up with lower throughput as the
impact of collision is much important (Fig. 11). Specifically,
the throughput of EXPLoRa-AT is decreasing with the
increase of the network density due to the increase of the
probability of collisions (Fig.11). On the other hand, the
throughput of LoRaWAN and BRR is almost stabilized
even with the increase of the network density due to the
stabilization of collisions as the network is saturated (see
Fig. 11). However, it is worth pointing out that the through-
put of SBTS-LoRa protocol depicts a clear increase with the
increase of the number of nodes. Thus, our protocol is much
more scalable compared to other protocols.

Figure 13: The network throughput.

5.4. The packet error rate (PER)
The PER is the ratio of the total number of packets that

are received under the gateway sensitivity. Since EXPLoRa-
AT and LoRaWAN use centralized approaches in how they
assign SFs to nodes, they have the lowest PER compared to
the distributed ones. In fact, the server in centralized network
has better knowledge about the network. Consequently, the
distribution of SFs and other transmission parameters is
more accurate. This is true for ADR-LoRaWAN algorithm as
shown in Fig. 14 . However, unlike the ADR-LoRaWAN, the
PER of EXPLoRa-AT is almost zero as all nodes start their
traffic using SF12 and then change their SFs if they received
downlink communication from the server that contains the
new selected SF. Note that the server in this algorithm only
receives traffic from a very small portion of nodes (Fig. 2 ),
that are close to the gateway. As a result, only those nodes
use smaller SFs than SF12 while all the remaining ones are
using SF12. Hence, if no collision happens, the delivery
of EXPLORA-AT is guaranteed as nodes mostly use high
SFs with the maximum transmission power. On the other
hand, BRR is achieving the highest PER as nodes randomly
choose the transmission power level and the SFs selection
is based on a bounded random variable x, as explained
previously. The PER of SBTS-LoRa increases with extreme
high number of nodes (more than 4000 nodes), as more
nodes could inappropriately select SFs and/or transmission
power level. Although the PER of our protocol increases
with the increase of the number of connected nodes, this is
not affecting the overall network throughput (Fig. 13).
5.5. The energy consumption (Energy per Bit)

Fig.15 shows the total energy consumed by nodes to suc-
cessfully deliver one bit as a function of the number of nodes.
Obviously EXPLoRa-AT has the highest energy consump-
tion since it has the highest collisions (Fig.11). On the other
hand, the energy consumption of both ADR-LoRaWAN
and BRR algorithms is increasing with the increase of the
network density, which is mainly due to their high prob-
ability of collisions (Fig.11), the high packet error rate
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Table 4
A summary of performance metrics

Collisions End-to end delay
(s)

Throughput (pack-
ets/s)

PER Energy per bit (J)

SBTS-LoRa 28% 0.47 13.05 16% 15.49
BRR 50% 0.61 0.89 43% 61.30
EXPLoRa-
AT

76% 0.19 0.34 0% 257.08

ADR-
LoRaWAN

55% 0.48 0.90 16% 54.85

Figure 14: The packet error rate (PER)

(Fig.14), and the high end delays (Fig.12). However,SBTS-
LoRa protocol achieves the lowest energy consumption since
it has the lowest probability of collisions. Furthermore, the
energy consumption level of nodes is stable even with the
increase of the network density thanks to the efficient use of
LoRa transmission parameters and the judicious allocation
of timeslots that result in lower collisions. To sum up, table 4
shows the average of collisions, end delay, throughput, PER,
and energy per bit for all evaluated protocols.

6. Conclusion and future work
6.1. Conclusion

This paper develops the SBTS-LoRa, a novel MAC pro-
tocol that is targeting large-scale networks. SBTS-LoRa im-
proves the scalability of the network by mitigating collisions
resulting from nodes ALOHA-access method and avoiding
downlink communication to control the transmission param-
eters distribution among nodes. SBTS-LoRa firstly divides
the network into six annulus virtual cells such that all nodes
on the same cell use the same channel and transmission
power level. This will mitigate common issues such as
the capture effect. Then, each cell is further divided into
a number of annulus sub-cells that match the number of

Figure 15: The energy consumption per bit (EpB)

eligible SFs for a given cell. On top of that, each cell is fur-
ther divided into sectors where the sector ID represents the
timeslot ID for which a node transmits. Accordingly, nodes
autonomously determine their transmission parameters and
timeslot by only recognizing gateway and its coordinates.
Simulation results show tremendous enhancements in col-
lision rate, network throughput, and energy consumption.
Specifically, for large-scale dense networks, the average
throughput of SBTS-LoRa protocol is about 13 times better
than the ADR-LoRawan.
6.2. Future work

Going forward, we will further enhance the network
performance by considering a TDMA dynamic frame size
instead of the static one. In fact, assuming static features
for IoT networks may not be realistic for some scenarios.
By adopting different node densities for cells with different
areas, we can have dynamic frame length for each cell. In this
case, we avoid having very long frame length for cells with
less node density. This will further enhance the end-to-end
delay and hence the network throughput is improved.

Moreover, further investigation needs to be accom-
plished in order to mathematically derive the optimal distri-
bution of SFs among nodes for any random network topol-
ogy. Indeed, analytical derivation of the optimal distribution
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Table 5
List of abbreviations.

Abbreviation Explanation

ADR Adaptive Data Rate.
BRR Bit Rat Ratio.
CF Carrier Frequency.
CR Coding Rate.
DCL Duty Cycle Limit.
ISM Industrial, Scientific and Medical.
LoRa Long Range.
PER Packet Error Rate.
SBTS Sector-Based Time-Slotted.
SF Spreading Factor.
TDMA Time Division Multiple Access.
ToA Time on Air.
TX Transmission power.

of LoRa features will highly increase the network perfor-
mance. Recall that, the main features of LoRa are: spreading
factors, transmission powers, communication channels and
coding rate. Deriving mathematically the optimal distribu-
tion of these parameters in any random network topology
will be a huge scientific step that will clearly open new
research directions in LoRaWAN. Finally, implementing our
protocol in a real experimental testbed will give further
insights into the protocol contributions and limitations.
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