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Abstract

This paper studies the leader-following consensus problem for high-order stochastic nonlinear multi-agent systems. Each agent
is in the strict feedback form with nonlinear functions in drift and diffusion terms and admitting time-varying incremental
rates. A novel distributed observer-type consensus protocol is proposed based only on the relative output measurements of
neighboring agents. The dynamic gains in controller are designed to compensate for the time-varying coefficients of nonlinear
functions. By using appropriate state transformation, it is proved that the 1th moment exponential leader-following consensus
is guaranteed by the proposed protocol. Different from some existing approaches, the proposed method only requires the
output information of neighboring agents to be shared and does not need the observers’ full state variables to be transmitted,
thus the network bandwidth is saved. In addition, the controller is constructed without using the traditional backstepping
method, which makes the design procedure simple and convenient for use. Finally, a simulation example is given to illustrate
the effectiveness of the theoretical results.
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1 Introduction

In the past decades, consensus problem has been exten-
sively studied for various multi-agent systems (MASs),
such as integrator-type systems in Li et al. (2014); Wang
& Song (2018); Abdessameud & Tayebi (2018), general
linear systems in Zhang & Hu (2018); Zhao et al. (2017),
nonlinear systems in Meng et al. (2018); Wang et al.
(2017) and strict feedback systems in Wang & Ji (2012);
Zhang et al. (2015). It is well known that many physical
systems are not only nonlinear but also always affected
by various random disturbances and uncertainties, such
as noise from the unpredictable environmental condi-
tions. Therefore, stochastic nonlinear systems are ubig-
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uitous in practice and it is necessary and beneficial to
study the distributed consensus problem for networked
stochastic nonlinear dynamical systems. The consensus
problems have been studied in Zheng et al. (2011) and
Zhao & Jia (2015) for first- and second-order stochastic
MASS, respectively. The consensus tracking problem for
high-order stochastic nonlinear MASs has been investi-
gated in Li & Zhang (2014) and Tang et al. (2015). Al-
though some progress has been made towards consensus
control for stochastic MASs, the existing literatures of-
ten require that all the state variables of agent are avail-
able. To our best knowledge, there are no results focusing
on output feedback consensus for high-order stochastic
nonlinear MASs up to now, especially on the case that
only output of agent can be transmitted to its neighbors.

It is known that the state variables of each agent could
not always be obtained and only the output information
is available. Thus the output feedback consensus is more
realistic than state feedback consensus in practical sce-
nario. Recently, the output feedback consensus problem
has been studied for high-order linear MASs (Gao et al.,
2015; Han et al., 2018) and nonlinear MASs (Li et al.,
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2018), respectively. However, all state variables of the
observer for each agent in pre-mentioned literatures need
to be transmitted to it’s neighbors, which makes that
its’ quantities of transmitted information is the same as
that in state feedback case. To save the communication
costs, a dynamic output approach using only the output
information (rather than the full observer states) from
the neighboring agents has been proposed in You et al.
(2018); Wen et al. (2016); You et al. (2018). Neverthe-
less, the model of MASs considered in these literatures
are deterministic and the proposed results can not be
easily extended to the consensus control for high-order
MASs with stochastic dynamics. All of these motivate
us for the study of this paper.

This paper investigates the leader-following consensus
problem for high-order stochastic nonlinear MASs in
strict feedback form. The main contributions of this pa-
per are threefold. (i) General high-order stochastic non-
linear MASs is considered. To the authors’ best knowl-
edge, there is still no results reported on this model. Ex-
isting literatures present some good results for the agent
model with deterministic low-order dynamics, such as
Zheng et al. (2011); Zhao & Jia (2015); Wen et al. (2016)
and You et al. (2018). The high-order stochastic nonlin-
ear MASs are not discussed. The method proposed for
the deterministic low-order dynamics case could not be
used for the high-order stochastic nonlinear MASs. (ii)
The output feedback consensus control problem is inves-
tigated. We design a novel dynamic consensus protocol
requiring only neighboring agents’ output information
to be transmitted, and the observer state information
is not needed to be transmitted. Compared to exiting
methods in Gao et al. (2015); Han et al. (2018); Li et
al. (2018), less information is transmitted and the com-
munication bandwidth is saved. (iii) A simple control
design method is proposed. The traditional step by step
(backstepping) method is not needed any more. Com-
pared with backstepping approach in Li & Zhang (2014),
the construction of consensus protocol in this paper re-
quires no recursive design and is simple and convenient
for practical use.

2 Problem formulation and preliminaries

Consider the MASs composed of NV + 1 agents, having
nth order nonlinear and stochastic dynamics. The dy-
namics of the ith (¢ = 0,1,--- , N) agent is described as:

dzsm = (Timi1 + fonFiom, 1)) dt + b (Fjm, t)dw

dzin = (ui + fo(®i,t)) dt + bl (24, t)dw

Yi = Ty 1, (1)
where m = 1,--- ,n—1, &; = (x;1, - ,xi’n)T € R”,

u; € R and y; € R are the state, input, and measured
output of system, respectively, and w is an p-dimensional

independent standard Wiener process (or Brownian mo-
tion). Note that Z; ,, = (zi1,* ,Tim)? € R™. In our
formulation, the agent indexed by 0 is referred as leader
and the agents indexed by 1,--- , N are called follow-
ers. The followers connected to leader can receive the
information from leader. For m = 1,--- ,n, the uncer-
tain nonlinear functions f,,(-): R™ xR — R and h,,(+):
R™ x R — R? are Borel measurable and satisfy the fol-
lowing Lipschitz assumption:

Assumption 1. For ¢ =0,1,--- ,Nand m =1,--- ,n,
‘fm(fi,ma t) - fm(fo,mat” < al(t) Zlﬂll ‘xlﬁl - xO,llv
[P (Zimt) — o (Fom, )| < calt) Y202 |zip — zoul,
for all (Zim,t),(@om,t) € R™ x RT, where ay(t) <
cre?t and ag(t) < ¢e®t are strictly positive time-
varying functions, in which ¢;, ¢o, ¢; and ¢ are known
nonnegative constants.

In this paper, we use a graph G to describe the informa-
tion exchanging among agents. The augmented graph G
contains G and a leader with edges between some fol-
lowers and leader. The corresponding connectivity ma-
trix A = [a;;], in-degree matrix D = diag{dy,--- ,dn},
Laplacian matrix L = D — A, pinning matrix B =
diag{by,--- ,bn} are defined the same as that in Yang et
al. (2014). Note that the details are not presented here
for the sake of saving space. Then, we have the following
assumption.

Assumption 2. G is fixed, undirected and the aug-
mented graph G contains a spanning tree with leader
node 0 as root.

Based on the idea of the pth moment exponential practi-
cal stability in Cui et al. (2013), the following definition
is reasonably introduced for consensus analysis.

Definition 1. Fori =1,--- ,N and m = 1,--- ,n, the
agents are said to reach 1th moment exponential leader-
following consensus if there exist positive constants o
and v such that F |z; ., — xo,m| < 07", t > 0.

To this end, a useful Lemma which is important to derive
the main results of this paper is presented as follows:

Lemma 1. Let B;,B; € R"” and A € R"*",
E € R2"X27 be the vectors and matrices, respectively,

defined as By = (0,---,0,1)", By = (1,0,---,0)",

= = diag(é,é) with & = diag(0,---,n—1)
01---0

and A = Then, column vectors
00---1
00---0

ky, = (91, ‘7gn)T7 Eg = (gla"'vgn)T and kK =



(K1, - ,/{n)T can be found such that M = (IN ® ]\7)—

((L+ B)® (l‘cBg))

Iy is the N-dimensional identity matrix, L and B
T —

are graph matrices, By = (BQT,BQT> and M =

A+ k,BY +BikT 0 ko (ET’_’;T)T. -~
—k,B] A o
thermore, there exist positive definite matrix P €
R2N7x2Nn and positive constants A1, \a, B, h satisfying
5\1-[2N7L < P < 5\212N71,7 MTP+PM < _BP and

—hP<(IN®E)P+P(InyR®E)<hP.

is a Hurwitz matrix, where

Proof. Denote M = M — kB], we have M =

A+ k,BY + Bk — kB —k,B)
) T o P From

—kgBy + kB, A+ kyB,
Lemma 2 and Lemma 3 in Wang & Ji (2012), it is ob-
vious that there exist column vectors kg, K such that

A+ BT —k,BY

0 A+ ky,BS
Then, choosing k, = k,, we get that M = D is also
Hurwitz. Under Assumption 2, we know that L + B
is a positive definite matrix (Wang & Ji, 2012) and its
eigenvalues \; > 0,4 = 1,--- , N. Thus, following the
proof process of Lemma 3 in Wang et al. (2008), we
have that matrices (1\7.7 - )\iI;:B3T> i =1,---,N are

also Hurwitz by choosing k appropriately. It follows
that matrix M is Hurwitz (Wang & Ji, 2012). Then,
the matrix inequalities in Lemma 1 are easily obtained
and the proofs are omitted here for brevity.

matrix M = < > is Hurwitz.

Remark 1. As shown in Mazenc et al. (1994), for sys-
tems with growth nonlinearities relevant to unmeasured
state components, the output feedback stabilization
problem may not be solvable. Therefore, it is necessary
to assume some growth conditions to deal with non-
linearities depending on unmeasured states. In many
existing works (Zhang et al. (2015) and the references
therein), the nonlinearities are assumed to admit an in-
cremental rate depending on measured output or time
t. Thus, in this paper, we assume that the incremen-
tal rate of f,(Tim,t) and h,,(®; m,t) all depends on
time ¢, which is given as Assumption 1. Note that con-
ditions ay(t) < cre®t, as(t) < ¢e®! in Assumption
1 are easy to be satisfied for nonlinear and stochastic
terms. It is easy to check that the constants and many
time-varying functions satisfy above conditions, such
as linear function, quadratic function, trigonometric
function, logarithmic function and their combinations
with respect to ¢. Therefore, system (1) satisfying As-
sumption 1 includes many types of linear and nonlinear
systems as special cases. The linear system considered
in Wang & Song (2018); Abdessameud & Tayebi (2018)
satisfies (1) with ¢; = ¢ = & = & = 0. The nonlinear

system considered in Wang & Ji (2012) satisfies (1) with
¢y = ¢1 = €3 = 0. The time-varying system considered
in Zhang et al. (2015) satisfies (1) with ¢, = é; = 0 and
the second-order stochastic system in Zhao & Jia (2015)
satisfies (1) with ¢;, é» being nonnegative constants.

Remark 2. In Lemma 1, vectors kg, k4, K, positive

definite matrix P and positive constants A1, A2, 5, h can
be obtained by the following procedure. Firstly, find out
the eigenvalues A\; > 0,i =1,--- , N of L+ B. Secondly,

find out vectors k,, k, and & such that (]\7 — )\iI;'Bg)

are all Hurwitz. Finally, by solving matrix inequalities
in Lemma 1, we can obtain positive definite matrix P

and positive constants A1, A2, 3, h.

3 Main result

In this section, a distributed controller is designed to
guarantee the 1th moment exponential leader-following
consensus. Since only relative output information is
available, the local output consensus error for the ith
agent is defined as 0, 1 = Zje/\/i ai; (Y5 —yi) +0i(Yo—yi)-
Based on this, we design the distributed dynamic output
feedback controller for the ith agent as

dzim = (Zims1 + g F ™" 2i1 + G F"oi1) dt

dzi,n = (Z Han_erlZi’m + gnF”zM) dt

m=1

-‘rgnFnO'i,ldt

dF = v(F,t)dt, u; = Z IianierlZi,m +ug  (2)

m=1

where 2;,, € R,m =1,--- ,n are the state variables of
the z;—system. g,,, gm, Km are the coefficients provided
in Lemma 1, and ug is a time-varying function only re-
spect to time ¢. F'(¢) is an extra state satisfying F(0) > 1
and v(F,t) is a function to be determined below. Then,
we establish the following result.

Theorem 1. Suppose that Assumptions 1-2 are satis-
fied. Then, the 1th moment exponential leader-following
consensus problem of MAS given by (1) is solved by the
distributed consensus protocol (2) with

v(F,t)

F (B(F-1) ANnay(t)  4hgn2a3(t) 3)
= — — —_— "Y — — _ =

h 3 VvV A
in which h, 5, 5\1, Ao are provided in Lemma 1, n is

the order of agent system and v = 2¢(n + h) with ¢ =
max{ca, 2¢2}.

Proof. Form =1, --- ,n, define consensus errors for the
ith agent as Z; y, = Tjm—To,m andlet v, = Tj ym—2im.



It follows from (1) and (2) that

drim = (Timt1 + Piom — g F™" 21 — G F™ 05 1) dt
67 dw
drin = (Pin — gnF"2i1 — GnF"041) dt + c;{ndw (4)

where ¢; = fr(@im:t) — fn(Tom,t) and ¢ m =
hm(fi,m,t) — hm(§07m,t) form=1,---,n.

To go further, we first make sure that F(t) in (2) is
larger than 1. From (3), it is known that v(1,¢) > 0 for
all t > 0. Thus we can choose the initial condition of
F(t) strictly larger than 1 to ensure F'(t) > 1. Then,
as by now routine in the analysis of stabilization for
single nonlinear system, we introduce the following state
transformation

Ni,m = Zi,m/meHhv Ciym = Ti,m/Fm71+h (5)

The novelty here is that h is not taken as 0 or 1 as usual.
Instead, it is a positive constant chosen to satisfy —h P <
(IN®E)P+ P (Iy ®E) <hP shown in Lemma 1.

Then, z;-system in (2) and system (4) is rewritten as

dni,m = (Fm,m+1 + gmFnin + g F "0

dF/dt
—(m—14h) / mm>dt
F
nin = (F Z KmNim + gnFNin + gnF "0 4
m=1
aFjdt
—1+4h )dt
-1+ 0L
dCs.m = (FCi,m-i-l + Pim — GmFnin — g F "oy
dF/dt
—(m—1+h) / Qm)dt+1,blmdw
dC’i,n = (Qpi,n - gnFTh 11— gnF hoi,l
dF/dt
-1 Nk gl (6)

where Pim = ¢1.7m/1;1771714rft7 d’i,m — Cl,m/Fm71+h

for m = 1,---,n. Letting n; = (91, -- ’ni’”)T and
¢ o= (Gise ,gi’n)T, then (6) can be rewritten as
d’r’l _ (F (A—Fkng"'BlHT) n; 4 Fl*h];;g(j@l _
ar py )dt ¢, — (F.ACZ- + ¢, — Fk,Bin, —

F'=hk,o1 — dF;dtﬁCi)dt + z,blrda,u where matrix
A, vectors Bl,BQ,kg,ngJQ are defined in Lemma 1

E’Lvnd LPi = (4,01',17' o 7307;,71),1—'7 wz = (¢i,17' c 7¢i,n)’
II = diag(h,1+h,---,n—1+h). Further defin-

- r o\ ~T
ing §; = (ni ,CZ-> , one has that dd, = ¢, dw +

(FM&- P+ P ko, — dF;dfnai) dt, where 3, =

( nx1> Pi ) ) 17)7, = (Opxna'l;bi)» II= dlag{ﬁvﬁ} and Ev
M are provided in Lemma 1. From (4) and (5), we have
F*him = 1;,1+(;,1- This together with y; = x; 1 results

in F~'o;y = F~h (ngj\/i aij (Tjn — Tin) — bifm) =
Bg (ZjEM a;j (0 —6;) — bi6i>, in which Bs is defined

in Lemma 1. Thus, §;-system can be rewritten in global
form as

dF/dt

s = (FMJ - (Ixy®II)6+ @) dt + 9 dw(7)

where 5 = (o7 0%) @ = (1. .2%) B =
(b1 %n) and M = Ino M — (L+ B) (KB} ).

Based on the discussions above, we construct the Lya-
punov candidate function as V = §7 P8, where positive
definite matrix P is defined in Lemma 1. Then, using
II = E 4+ hly, with E shown in Lemma 1 and taking
differential operator £ of V (see the definition in Zhao
& Jia (2015)) along system (7), one has

LV = 2F6TPM6 + 26T P + Tr {JJPJ;T}

_dF/dt dF/dt

T
7 ——0 (IN® )5 2h—— 7

dTPs (8)

In the following, we will estimate the terms on the right-

hand side of (8). By utilizing Lemma 1, we obtain
2F§TPMS < —BF6T Pé (9)

Using Assumption 1, definition (5) and the fact that

T
F>1146 = (mT,CiT> and 8; = (d;1,+,0i2n)
we have lpin| = gty = UGy g@al <
ar(t) 32121 10i0 + dina|- Define z|p = (|2a], -+ Jan])"
for any vector £ = (21, ---,2zn5)T. Then, since
~ _ (~T ~r\T o~ g m\T
Y = P PN with P = (On><17 ) ’
T
©; = (Pi1, s pin) , We get
N n
267Pp <23 > 6" P 1ynim| [piml
i=1 m=1
<20‘1 ZZ ‘5 P2z 1)n+m’Z |57l|+|5zn+l|)
i=1 m=1
<2 (t) Z Z ‘6TP(2i71)n+m‘
i=1 m=1



m

X Z (’S(2i—2)n+l‘ + |S(2i—1)n+l’)
=1

<204 (t ‘JT

<4Nna1 /\/7 ) 8" Ps (10)

where P; is the ¢th column of matrix P. 5j is the jth ele-
ment of column vector § and A; is given in Lemma 1. Sim-
ilarly, from Assumption 1 and @ = <¢1, e ,’(/JN> with

17’1‘ = (Opxm'd)i)v Y, = (11[71',1"“ ’1’[)i’”) and d]i’m -
i/ F™" 141, we obtain ||| < 2nas(t) 3] Then, us-
ing Lemma 1, we get

|5 | <4Nnoy(t ‘5TP‘ 6]

Tr{quff} <antad(t) (%a/M ) 67PS (1)

Moreover, using —hP < (INQE)P +P(IN®E) <
hP in Lemma 1, we have

L dF/dt o, |dF/dt\

L=6"P(In©E)6 < hit—

o"Ps  (12)
Then, substituting (9)-(12) into (8) gives
LV < —x6'P§ (13)

where x = SF+h (2%/‘“ - |dF;dt|)—4Nna1(t)/\/i—
An?al(t) <X2 /Xl). Then, using (3), if dF/dt > 0
(F > 1), we have x = %(2F+1)+’y > B+ . Else, if
dF/dt < 0 (F > 1), we obtain y = S-+8Nnai (£)/v/ A1+
8n2a3(t) <;\2/5\1> + 3y > B + 7. This together with
inequality (13) leads to

LV < —(B+7)8"Pé < —(B+7)V (14)

Therefore, using Lemma 1 in Cui et al. (2013)
and Lemma 1 in Wang et al. (2014), there ex-
ists a unique solution of system (7) and system
(7) is exponentially stable in probability. Further-
more, from (14), the inequality d(E [V (¢)])/dt <
—(B + 7)E[V(t)] can be obtained directly by The-
orem 4.1 in Deng et al. (2001), which implies that

EV(H)] < e TV O), e, E|8T(0P0)] <
[JT(O)Pé(O)} e~ B+t This together with A\ Tony <

P < XIy,y in Lemma 1 and equality (5) fol-
lows that E|z;,(t)] < csF™m tthe ﬁﬂ)t, where

s = \/(5\2/5\1) 67(0)8(0). According to (3), one

knows that F(t) is upper-bounded by function &(t) =
(128001 (6)/vV/A1 + 120203(8) (Ae/A1) + 37+ ) /5.

Then, from a;(t) < cleCZt and as(t) < ée®! in As-
sumption 1, we obtain

_ B+~)
E [zim(t)] < cs (a(t))" e

< csfmithe 5t (15)

where § = (12n (A2)+12Nncl/\ﬁ+3'y+ﬂ> /8.

Similarly, we get E |1 m (t)| < cs0™ the 3t As Zim (1)
= 2im(t) + rim(t), we have E|xzm(t) —zom(t)] <
E|zim®)| + E|rim(t)] < 2c,6m~1+he=5t. Therefore,
from Definition 1, the 1th moment exponential leader-
following consensus of MAS (1) is achieved. This com-
pletes the proof.

Corollary 1. Suppose that Assumptions 1-2 are sat-
isfied and «1(t), aa(t) in Assumption 1 are given
as ai(t) = cre®’ and as(t) = ée®!t. Then, the
1th moment exponential leader-following consen-
sus problem of MAS given by (1) is solved by the
distributed consensus protocol (2) with F(f) =

(<4Nncl/\/x> et + 4n2¢3e2eet (5\2/S\1> +v+ B) /B,

where 3, v, A1, A2, n are the same as that in Theorem 1.

Proof. The proof can be completed by following simi-
lar steps in the proof of Theorem 1, except the deriva-
tion from (13) to (14). Since substituting F'(¢) into (13)
gives x = 8 + v, which also leads to the establishment
of inequality (14), the 1th moment exponential leader-
following consensus of MAS (1) is achieved. The detailed
proof is omitted here for brevity.

Remark 3. In controller (2), ug is a time-varying func-
tion only dependent on time ¢ or equal to zero. Therefore,
when ug is not zero, it can be obtained directly without
communication transmission, and thus be regarded as a
pre-known information for the followers. For example,
choosing up = sin(t), since there is no state informa-
tion of any neighbouring agents, each follower can pre-
obtain this information without any communication. It
also means that function ug will not affect the distribut-
edness of designed controller (2). Note that in the works
of Wang & Ji (2012), Zhang et al. (2015) and some other
papers, ug is also assumed to be a time-varying function
which pre-known for all followers. Additionally, in the
work of Wu et al. (2016), ug is actually equal to zero and
in the works of Hu & Zheng (2014); Hu et al. (2015), u

is essentially equal to the time-varying function g (t).

Remark 4. For designed controller (2), since the num-
ber of networked agents is known, we can obtain a solu-
tion of g, Km, h, B including all connected situations
but independent of global communication information.
For example, if N +1 = 3 (two followers with a leader),



under Assumption 2, all cases of topology matrix and
corresponding eigenvalues are shown as (L + B), and
Xsirs = 1,2,3,4,¢ = 1,2, respectively. Following the
procedure in Remark 2, we can obtain g,,, Gm, Km such
that (M — )\S’ilz:B‘gT) are all Hurwitz. Then, based on

pre-known ¢,,, gm, km, the parameters h, 8 can be ob-
tained by solving the inequalities in Lemma 1. Thus, a
solution of ¢, Gm, Km, b, B, which covers all the com-
munication cases with NV + 1 = 3, is obtained.

Remark 5. In this paper, controller (2) is designed
with the term Fm~™%lz | rather than just F(t).
Then, similar to the proof of (15), since v = 2¢(n + h)
and ¢ = max{cg,2¢2}, we have FE |F”_m+1zi,m(t)| <

cs ( (B+v)

a(t))"th e= 2t < ¢s0mthe= 2t Tt implies that the
term F"~™F1z, . (¢) in (2) will converge to zero with 1th
moment exponential practical stability performance.
Therefore, even though parameter F'(t) is unstable, the
designed controller (2) with term F"~™%!z; . is 1th
moment exponential practical stable. Thus, controller
(2) can be realized in practice and a small error of z; ;(t)
will not render serious control errors.

Remark 6. You et al. (2018) solved the consensus prob-
lem for deterministic nonlinear MASs with nonlinear
part satisfying linear Lipschitz conditions with constant
gain. Compared which, there are two differences: (i) The
system in You et al. (2018) is a deterministic system
whose nonlinear dynamics satisfies the traditional Lips-
chitz conditions with constant gain. The consensus prob-
lem is solved by the linear dynamic output feedback con-
trol method. In contrast, the agent system considered
in this paper is a stochastic system whose nonlinear dy-
namics admitting time-varying incremental rates, and
we have to develop specific nonlinear dynamic output
control techniques to deal with the complex couplings
among agents’ time-varying nonlinearities and random-
ness. (ii) Due to the exiting of nonlinear stochastic dy-
namics, the stability theory for deterministic system in
You et al. (2018) can’t be used for the consensus analysis
of this paper, and thus we have to apply more compli-
cated stochastic differential equations for the analysis of
stochastic MASs.

Remark 7. Compared to the work in You et al. (2018),
the contributions of this paper are characterized as fol-
lows: (i) More general high-order stochastic nonlinear
system is considered with nonlinear dynamics admitting
time-varying incremental rates, which is more challeng-
ing than that in You et al. (2018) whose dynamics are
with Lipschitz conditions and without diffusion term.
(ii) In the controller design, we propose a novel dynamic
parameter F'(t) with adaptive law (3) to deal with the
nonlinearities rather than a constant F' in You et al.
(2018) to guarantee the consensus of considered stochas-
tic MASs. (iii) The stochastic stability is proved for the
consensus error system. We prove that the 1th moment

leader-following consensus is achieved with the designed
controller (2).

Remark 8. It is known that the backstepping control
method usually needs to introduce the virtual controller
step by step and requires the repeated differential of vir-
tual controller. Thus, it may lead to calculating explo-
sion. To avoid the repeated differential actions, the dy-
namic surface control (DSC) method is proposed. But
the complexity of control still increases rapidly as the
number of system orders increases. In this paper, by us-
ing dynamic gain method, the output feedback consen-
sus controller can be obtained directly rather than step
by step, and thus the pre-mentioned shortcomings of
backstepping control can be avoided. Therefore, the con-
structed controller in this paper makes the design pro-
cedure simple and convenient for use. Additionally, the
drawbacks of dynamic output feedback control method
is that it can only deal with the nonlinearities admitting
time-varying incremental rates. Namely, if the incremen-
tal rates in Assumption 1 is a function not only depen-
dent on time ¢ but also rely on agents’ state variables,
the proposed dynamic gain approach is not applicable.

Remark 9. The design ideals of this paper is sum-
marised as follows. First, based on the dynamic output
control method, we design a observer-type system (z;-
system) to compensate for the controlled system (agents’
system (1)). It should be noted that the observer-type
system is designed based only on the relative output
measurements, which will reduce the quantities of infor-
mation to be transmitted. Second, a dynamic parame-
ter F'(t) is proposed to deal with the couplings among
agents’ nonlinearities and randomness, and thus the con-
sensus performance is improved. Third, by using the
state information of z;-system and the dynamic param-
eter F'(t) in combination, a novel consensus controller is
designed. Note that by designing controller as (2) and
choosing adaptive law v(F,t) as (3), the differential op-
erator £ of V along system (7) is negative, and hence
guarantees the 1th moment exponential consensus ac-
cording to the stochastic stability theory.

4 Numerical Examples

Fig. 1 Topology of augmented graph G

In this section, an actual simulation example is pro-
vided to validate our theoretical results. Consider a
MAS consisting of five pendulum systems with stochas-
tic noises, in which leader is labeled by 0 and four



followers are labeled from 1 to 4. Suppose that the in-
formation exchanging among agents is shown in Fig. 1.
Therefore, the ith agent system is described by (1) with
fi(zi1,t) = 0, fo(xs,t) = —sin(z;1)/U(t) — q(t)zs,2,
hl (l‘i71,t) = 0.1t.’1§1‘,1, hg(wi,t) = 60‘”.131',1 + 0.1t.’13i,2
and w be a scalar Gaussian white noise with zero-mean
and variance of 2. For the pendulum system, its length
I(t) plays the role of an unknown time-varying param-
eter satisfying I(t) > 5,t > 0 and its resistance due
to pivot and surrounding air is governed by the law
q(t) := t (see Zhang et al. (2015)). It is obvious that
the nonlinearities f,,(-) and h,,(-) satisfy Assumption 1
with a1(t) = t + 0.2 and as(t) = %! + 0.1¢. Accord-
ing to the proof of Theorem 1, we construct the con-
sensus protocol as dz;1 = (252 —2Fz,1 —2F0;1)dt,
dZi,g = (—FQZi,l - 2F2:i72 — F2zi,1 — F20'i71) dt, U; =
—F?%2 1 —2Fz; 5 + ug with ug = sin(0.1¢) and v(F,t) =
—(355)F ((%2%) (F — 1) — 804 — 32a1 (t) — 80a3(1)).

—T1,1 — To,1 ---T2,1 — To,1 ==T31 — T0,1 T4,1 — To,1

Zi1 — 20,1
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Time(s)
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Fig. 2 Leader-following consensus results
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Fig. 3 Comprehensive stochastic noises imposed on agents

Setting the initial values g1 = 0, 211 = 4, 221 =
2, x31 = =2, 341 = —4and ;2 = 21 = 22 =
0,7 = 1,2,3,4, we obtain Fig. 2, which depicts the 1th
moment exponential leader-following consensus results
and shows the efficiency of the distributed consensus
controllers. Let hw;1 = hi(z;1,t) (dw/dt) and hw;, =
ho(x;,t) (dw/dt). Then, the Fig. 3, which depicts hw;;
and hw;s, shows comprehensive stochastic noises im-
posed on agents. Furthermore, the time varying param-
eter F'(t) is shown in Fig. 4 with F'(0) = 3.

200

150

100

501

5
Time(s)

Fig. 4 Time varying parameter F(t)

5 Conclusion

In this paper, the leader-following consensus problem for
a class of high-order stochastic MASs in strict-feedback
form have been studied. The nonlinear terms in each
agent are assumed to satisfy Lipschitz conditions with
time-varying gains. By introducing dynamic output
feedback approach together with an adaptive param-
eter, a novel distributed consensus protocol has been
proposed. Based on appropriate state transformation, it
has been proved that all the agents in network G reach
the 1th moment exponential leader-following consensus.
The proposed dynamic output feedback controller only
requires the relative output information of neighboring
agents to be transmitted, and then the communica-
tion cost is reduced greatly. A simulation example has
been given to illustrate the effectiveness of the proposed
theoretical result.
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