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Abstract. This paper outlines the details of a real-life scam, which in-
volves creating fraudulent Web sites which pretend to sell goods, but
are actually used to perform click-through crime or use identity fraud
to claim commission on the sale of goods. It involves an investigation
of real-life investigatory data, which outlines the methodology used to
implement an investigatory framework. This novel framework allows an
investigator to use anonymised data, which still has the context of the
investigation.

1 Introduction

At present, an increasing number of businesses are turning toward an online
presence for their advertising campaigns, and many are moving toward Affiliate
Advertising programmes. These programmes offer web page publishers revenue
for driving business toward a merchant’s site and, according to a report released
by an international digital marketing firm, Econsultancy, generated £4.62 billion
worth of sales in the UK alone last year [6]. Unfortunately, as this market ma-
tures, individuals have begun to discover malicious ways of manipulating their
revenue figures in order to earn money fraudulently through a variety of scams.
The aim of the investigatory framework defined in this paper is to assist adver-
tising networks to detect malicious activity. One of the key aspects of this is the
ability to analyse the risks within websites and present them to the investigator.

In the UK alone, it is estimated that £38.4 billion is identified on fraud in
general [4] with £27 billion allocated directly to cybercrime [5]. Affiliate Adver-
tising Fraud falls into the Online Scams subsection which is estimated to have
an annual total cost of £1.4 billion according to the Office of Cyber Security and
Information Assurance [5]. In fraud related investigations there is sometimes a
need to investigate a crime without imparting any personal bias on the evidence,
thus the aim of this work which is carried out in collaboration with the Finan-
cial Services Authority (FSA) in London, is to produce a novel investigation
infrastructure in which scripting can be used to define the complete investiga-
tion process, and where each step of this process can be entirely matched to the
requirements of the investigation. The key objectives of the project are:
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– Produce a proof-of-concept investigatory infrastructure.
– Investigate and implement criminal fraud classifications (online advertising

fraud, credit card fraud, ID theft, and so on).
– Evaluate investigatory framework to validate our hypothesis.

2 Online Advertising Programmes

A typical online advertising scheme consists of three entities:

– Advertisers, synonymous with publisher and affiliate, are the people who
create the content that is responsible for driving traffic to a merchant’s site.

– Advertising Network, also called the affiliate network, which acts as a middle-
man between the publishers and merchants that are a part of their network.

– Merchants are the entities that are actually selling the product or services.

There are two main types of advertising programmes: Pay Per Click (PPC)
and Pay Per Action (PPA) [8]. In a PPC advertising programme, if a publisher’s
advertising link is clicked, the publisher receives a set amount of money. This
programme often has a low payout per click as it is highly prone to abuse. Many
PPA programmes work through the use of tracking cookies, so that when a user
visits a publisher’s page, and clicks on an advertisement link, a cookie is placed
on that user’s computer. The merchant can then use the tracking cookie to credit
the proper merchant with the commission.

Figure 1 provides an overview of a typical affiliate programme scam. Valid
publishers (AdvertiserB and AdvertiserC) create web pages with content related
to the products in order to drive business to the merchant’s site. AdvertiserA,
though, has set up a site whose sole purpose is to facilitate advertising fraud
either by using fake or stolen identity information to generate sales commission,
or to generate pure click-though commission.

Many of the original scams include either using a script or manually clicking
repeatedly on an advertising link in order to either inflate their revenue, or
to deplete the daily allotted advertising budget of a competitor [17]. In order
to see where the clicks originate an advertiser may examine their click logs
that are often provided to both merchants and publishers by several of the
larger advertising networks [21]. They are often from the same IP address, and
are sometimes even from a remote region in which the services offered on the
advertiser’s site are not even offered [14].

As the advertising networks began to crack down on the basic form of click
fraud, the malicious users have been driven to come up with methods that were
more difficult to detect. From these efforts has come the practice of forcing a
click, where users visiting a site are forced to click a link that they would not
normally not click on [8]. The most common example is to display the advertising
link in a pop-up window as the user browses to a publisher’s site. Once the link
is loaded, the advertiser’s tracking cookie has been put onto the user’s PC and
the merchant will credit that advertiser even if their page is not the reason that
the user makes a purchase [26]. Another example of forced click can be found on
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Fig. 1. Affiliate Fraud

many online voucher sites. These sites exist so that users can find codes to be
entered when shopping online to receive discounts. If a user searches on these
voucher sites looking for deals for ordering pizza, they may find a page full of
great deals that would then require that they click a link to reveal the code
needed to take part in the deal. When this link is clicked, the tracking cookie
for that publisher is then put onto that user’s PC [29] and the pizza merchant
will credit that publisher with commission for the sale, even though they already
knew which merchant they wanted to use.

3 Literature Review

This section outlines some of the key literature related to the research.

3.1 Privacy Preservation

The world of research is powered by data, and without access to research data,
it would be near impossible for the research community to validate any possi-
ble breakthroughs [30]. However, when this data contains sensitive information
about people, there is often moral and legal reasons to preserve the privacy of
any individuals in order to remain compliant with laws, such as for the Data
Protection Act (DPA) [16]. The idea is to enable the release of research data,
but to ensure that no individual can be identified using any other information,
including information outside the supplied data set [23].

A table in a data set could be thought of as a group of rows with each row
corresponding to a specific person or organisation. For simplicity’s sake, we refer
to these people and organisations as respondents throughout the rest of this
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paper. Rows contain two different types of fields: public and private. The public
fields contain information that most people would not mind sharing and that,
by itself, cannot be used to specifically identify a respondent. These fields may
include information such as age, date of birth, and zip/post code. The private
fields contain information that a person would not want shared or that could be
used to positively identify a respondent. This information includes fields such
as surname, social security number, national insurance number, salary, medical
condition, and other sensitive information.

There are several types of variables used throughout data sets, where a cate-
gorical variable is a variable with multiple possible categories, but without order
to those categories [3]. For example, hair colour has many possible categories
such as brown, blonde, black or ginger. However, there is no inherent way to
order the categories by value or importance so hair colour is said to be categor-
ical. The main goal of privacy preservation schemes is to enable the sharing of
important data without allowing a non-trusted person to infer the values of any
private fields related to any respondents.

Generalisation and Suppression Samarati and Sweeney introduced the con-
cept of k-anonymity in order to achieve a goal of privacy preservation. In order
to be considered k-anonymous, any record in the table must exactly match at
least k-1 other records. This ensures that no records can be matched directly
back to an individual. In order to achieve k-anonymity, the data provider must
be capable of distinguishing quasi-identifiers (QID) present in a table. Quasi-
identifiers are defined as public attributes that may also be available in external
data sources [12] and may be used to re-identify records [11]. Some examples of
common QIDs include age, zip/post code, gender and ethnicity.

Almost all k-anonymity schemes implement some form of generalisation and/or
suppression, in order to meet the requirements. It is possible to generalise the
values of quasi-identifiers, such that k-anonymity is achieved [27]. In generalisa-
tion techniques the goal is to replace quasi-identifiers with a generic value that
maps to multiple specific values. For example, instead of displaying the town a
person is from, the data provider could generalise the value to the state, region
or even country. The trade-off with generalisation is that as a value becomes
more general, context is lost [22].

Having been considered the de-facto anonymisation technique by many ex-
perts in the field, k-anonymity has had several improvements made to it along
the way such as l -diversity and t-closeness. Table 3.1 shows a truncated example
of a patient database from a fictional hospital. Based upon the data shown in
the table, this data set is two-anonymous because the QIDs (gender and age in
this case) resolve to at least two records. For example’s sake, let’s say that a
non-trusted person, who is a a person with authorisation to view the records,
but one that may be acting outside of the remit of their authorisation, is curious
about the diagnosis of Jim. The snooper looks up Jim’s age on his Facebook
account in order to further narrow down the results. The non-trusted person is
then left with the records for Bob, Jim and Ben (but he cannot see the names,
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because that field is suppressed). The attacker can now infer with 80% certainty
that Jim’s diagnosis is positive because two out of the three possible respondents
are positive. l -diversity was developed to ensure that the values of private fields
contain enough diversity to prevent the problem showcased in Tbl. 3.1 [19]. In
response to l -diversity, Li et al. developed the concept of t-closeness saying that
not only did the values of sensitive fields need to be diverse, but that the dif-
ference in the distribution of these values in the equivalence class, and in the
overall table, must be within the threshold t.

Name (Suppressed) Gender Age Diagnosis (Sensitive)
Bob Male 50-60 Positive
Jim Male 50-60 Positive
Ben Male 50-60 Negative

George Male 50-60 Positive
Larry Male 50-60 Positive
Joy Female 20-30 Negative

Claire Female 20-30 Positive
Greg Male 20-30 Positive
Moe Male 20-30 Negative

Aside from modifications to the original theory of k-anonymity, new im-
plementations have been developed in order to simultaneously solve a second
problem along with preserving privacy. For example, many early generalisation
techniques were designed to support only one sensitive field per respondent. In
practice, this is highly unlikely, and He and Naughton have addressed this issue
with their k-anonymous implementation that they have called top-down, local
generalization [15]. Often, though, generalisation is not enough to achieve k-
anonymity, so using a voter registration list purchased for twenty dollars along
with an insurance database thought to be anonymised by the data provider,
Sweeney was able to track down the medical records of the governor of Mas-
sachusetts using linking techniques [28]. In order to prevent this attack, a tech-
nique called suppression can be used [23] along with generalisation.

Suppression is the process of not disclosing particular fields in the database
that could be used in such a linking attack [27]. If the Zip code field of the
voting records or an insurance database in [28] had been suppressed, the task of
re-identifying the governor would have been marginally more difficult. Unfortu-
nately, suppression vastly decreases the quality of the data, and may even alter
statistics making the data useless for many purposes including our own.

Perturbation Rather than simply omitting data, one could choose to modify
certain fields in order to reduce a non-trusted person’s ability to re-identify any
specific responses using a method known as perturbation [25]. One of the orig-
inal perturbation methods, defined in [13], is the Post Randomisation Method
(PRAM). Gouweleeuw et al. were able to perturb a file in such a way that answers
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to specific questions were unable to be traced back to a particular respondent,
but analysts were still able to make valid inferences about the original data. An
analyst attempting to make inferences from the file must make corrections to
account for randomly introduced errors. Because the complete distribution of er-
rors is known by the analyst, Gouweleeuw et al. argue, and are supported by [24],
that the process is only slightly more cumbersome than normal for categorical
variables. Some, such as Aggarwal argue that because perturbation is designed
for randomisation, and there is no guarantee of the privacy that k-anonymity
offers [2], which is a definite drawback.

Substitution As laid out in our previous work [20], the anonymisation portion
of this framework is crucial because it is to be used within an investigatory
setting, where it is a difficult task to anonymise a table of data and maintain
all of the relationships between entities in the table. Unfortunately, the methods
defined in the previous sections tend to transform the data into a format that
no longer preserves the original context, and thus a substitution [9] method is
used to bypass this restriction.

The method used in this paper is thus to use method called Table Internal
Synchronization [10]. This data substitution method is more like the blanket
substitution mentioned in [9], but it takes the process a step further and ensures
that if the name “Mat Miehling” is changed to “Fred Smith”, in the first instance
it will also be changed to “Fred Smith” in every subsequent instance. This is
essential to meet the context preserving goal of our framework and to maintain
the relationship between respondents.

4 Details of the scam

The following defines the context of the real-life scam, without revealing the
details of it. According to the incident report given to us by the police, the
affiliate network, AffiliateNow, received a complaint from Merchant2 about sus-
pected fraudulent behaviour. The user involved, Stan Smith of 416 Cherry Street
in Gotham City, had been sending fraudulent leads to Merchant2 and earning
commission from them. Upon internal investigation by Merchant2’s fraud team,
Merchant2 had decided not to honour the commission earned by Stan Smith.
Merchant2 then raised an incident report with AffiliateNow to warn other mer-
chants of his fraudulent behaviour and to have him removed from the network.

The AffiliateNow employee investigating Stan Smith’s case found that the
traffic being sent to merchants from Stan Smith’s affiliate account was coming
from the same referring site and many of the IP addresses were repeated. The
repeated IP addresses were all from foreign countries and visiting sites that only
offered services in the UK. AffiliateNow suspended Stan Smith’s account and
issued a warning to all affected merchants about Stan Smith’s account.

That is as far as the incident report we have received seems to go. However,
upon further investigation, we have found several links from Stan Smith to other
accounts in the affiliate database. The originally reported account is linked to 5
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other affiliate accounts in the database, four of which are listed in Stan Smith’s
name with the 5th having his name in the cheque payable field and the name
Edward Smith as the account holder. These different accounts have four unique
physical addresses, two of which have been listed by other affiliates as their
address.

Three of the accounts we examined have different names in the cheque
payable and account holder fields. Of the five affiliates with bank account in-
formation on file, three also listed a different name on the bank account than
that of the account holder. The greatest anomaly that we discovered involved
the telephone numbers listed for the affiliates. Surprisingly, only six out of the
28 affiliates examined listed mobile phones when asked for a phone number.
This is helpful to our analysis because landline telephone numbers can be traced
back to a general area. Only one of the remaining 22 numbers, however, had a
dialling code consistent with the address information provided by the affiliate.
This should be a significant clue that something is amiss with the accounts of
these affiliates.

In looking at the customer database, several inconsistencies are present. A
system designed to seek out these anomalies may enable affiliate networks to
flag accounts for a closer inspection by an employee. For example, if a detection
system had been run in our case study it may have picked up that Stan Smith
was registered to multiple physical addresses. It may have also picked up that
multiple users were registered to these addresses as well. Linking these accounts
together may enable the affiliate network to remove large chunks of fraudulent
accounts with a single investigation rather than a new investigation for each
account.

We believe that the most suspicious detail in the customer records is the fact
that none of the telephone numbers originate from the area listed in the address
details of the affiliate. A person listed as living in Gotham City may have a
phone number with a dialling code for Shelbyville, for example. A comparison
between the dialling code and postcode of the listed address could easily mark
such an account at a high risk for being fraudulent if a landline phone number
is provided during the affiliate registration process.

Another tell-tale sign of fraudulent behaviour is an in-depth look at the
affiliate’s site. If the site consists mainly of banners and ads, or is in some other
way inappropriate for the products being advertised, the page may belong to
a malicious affiliate. If the affiliate does not use proper grammar and complete
sentences it may be a sign that the site was hastily made. If the images appear
broken or are taken from another site, something suspicious may also be going
on with the affiliate. These are a couple of the more obvious signs that the site
may have been created simply to host the ads and scripts necessary to generate
a fraudulent income.

Less obvious signs might be found in the code of the affiliate’s site. Websites
that contain scripts used by known fraudsters such as the code example shown
in Figure 2 should probably be looked at more closely. If an affiliate is producing
dozens of sites for their operation, they are likely to all have a similar layout and
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similar mistakes in their code. Running the website through a HTML and CSS
validation checker on suspected pages may produce similar results, which could
be an indication of multiple accounts involved in dodgy behaviour.

Weighing each of these categories and keeping track of an affiliate’s score
while running these tests could give an indication of whether or not the affiliate
is genuine, fraudulent or undetermined. In the case of fraudulent and undeter-
mined, the case could be moved to the fraud team of the affiliate network for
further investigation.

Apart from the affiliate database and sites, a good indication that an account
is involved with fraudulent behaviour has duplicate IP addresses appearing from
the same affiliate on multiple merchants. An occasional duplicate IP address
is not necessarily fraudulent, but the same duplicate IP address(es) multiple
times in a small time period is pretty suspicious. Another method of combat-
ing the rising number of malicious affiliates is to prevent them from joining a
programme in the first place. Edelman posits that it may be possible to prevent
fraudsters from joining an affiliate programme all together ([7]). He found that
if a merchant pays their affiliates in arrears with compensation to offset the ex-
tra time before payment is received, there exists a certain point at which it is
no longer profitable for fraudsters, or bad-type agents as he calls them, to par-
ticipate in the programme. Unfortunately, according to a recent survey ([1]) of
over 450 affiliates, 57% of good-type affiliates decide whether to join an affiliate
programme based upon how often a programme pays out. With the majority of
affiliates basing their preference of programme on how soon they start earning,
extending that wait may decrease the number of good affiliates a merchant or
affiliate network can attract.

5 Investigatory Framework for Fraud

The current research aims to provide an anonymisation framework for investiga-
tions that also preserves context, but which is still useful for investigators (see
Fig. 3). The framework is designed in a modular fashion to allow for customisa-
tion in the level of assistance and methods of visualising the data available to the
user. The anonymisation portion of the framework takes in affiliate data from an
advertising network’s customer database and substitutes fake values into every
field of the table. Once a value has been assigned a substitution that value will
always have the same substitute in this data set. This allows the user to main-
tain relationships between entities which is essential to our context-preserving
element of the framework. The original data is then securely stored unperturbed
and out of reach of the investigator. In order to allow for quicker anonymisation,
any field that is not needed by the user can be marked for masking or exclusion
from the resulting anonymised table. Figure 3 outlines the current implementa-
tion, where the investigatory engine assesses the risks related to the crime, such
as for, in the case of affiliate fraud, that the remote sites have a large number of
URLs within each page, or that there are a large number of broken links within
the site. Agents are then used to gather this data from the sites under investiga-
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Fig. 2. Example data

tion, and presented to the investigator in a way that prioritizes the risks involved.
The investigator can then choose to select the key investigatory parameters, in
order to more quickly achieve the required results. Once the investigator has
investigated the case, the remapping process can then be used to determine the
mapping back from the substitution to the real data, which can then reveal the
actual details of the criminal investigation.

6 Conclusions and Future Work

This paper has outlined a basic methodology for preserving the context of an in-
vestigation, based on a real-life scam. Unfortunately there is often very literature
published which relates to the actual detail of fraudulent activity, often because
it can be difficult to publish the details of an investigation. This is unfortunate
as fraud is a growing problem in the UK and world-wide, thus methods must
be put in-place to be able to investigate these activities, and for businesses to
use risk-based models to assess whether their partners have malicious activities.
The methods used in this paper have been used in a real-life case, and thus
have proven success in preserving the context of a problem, while preserving the
anonymity of those involved, until some form of crime can be implied. Current
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Fig. 3. Framework Overview

work involves defines the risks involved in affiliate crime, and will be used to
better inform future risk models for businesses involved in affiliate marketing.
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