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Introduction
Lise Jaillant, Claire Warwick, Paul Gooding,  
Katherine Aske, Glen Layne-​Worthey  
and J. Stephen Downie

This edited collection explores some of the innovative technologies and 
approaches to digitised and born-​digital records within libraries and 
archives across the United States, United Kingdom and Europe. Thanks 
to mass digitisation initiatives across the cultural sector, the number of 
digitised records continues to grow. The increase of born-​digital records 
is also exponential. The issues of digital preservation and of access to 
these digital records have been central since the 2000s. Simultaneous 
with this tremendous growth in volume of cultural information, there 
have been numerous developments in automated processing and artifi-
cial intelligence (AI) tools over the past two decades, which continue to 
adapt to an ever-​increasing need to preserve the digital records of our 
recent histories. To make this possible, archival practice is increasingly 
turning to the use of automated technologies.

AI is playing a crucial role in many kinds of data management sys-
tems within the cultural heritage sector, and information professionals 
are relying on the creators of digital tools to help them make appraisals 
and manage workloads in the processing of their collections. Beyond mere 
data management, though, sector professionals and scholars are also seek-
ing to benefit from the many new affordances and innovative research 
tools offered by large-​scale digital collections. Such collections inspire new 
questions and areas for research –​ such as using these collections as data.

However, many born-​digital collections are currently inaccessible 
to users for several reasons, ranging from copyright restrictions and data 
protections to more practical issues such as staff workload, time, exper-
tise and financial cost. But providing users with access to cultural herit-
age records is crucial. As highlighted by Jason R. Baron’s work on the US 
Presidential records, the sheer quantity and potentially sensitive nature 
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of many born-​digital materials cannot possibly be addressed by manual 
appraisal processes (Baron et al 2022). This presents a significant prob-
lem in terms of public records being openly accessible. Similar issues 
are being seen across the UK, Europe and elsewhere, and the balance of 
public interest and individual rights is becoming increasingly critical, as 
records of our current history exist mostly in born-​digital formats.

Questions of how AI and machine learning (ML) should be applied 
to data in libraries and other cultural institutions are currently preoc-
cupying heritage professionals, computer scientists and digital humani-
ties scholars alike. The debates that sit at the nexus of these fields have 
been the impetus behind the international network established by the 
AEOLIAN (Artificial Intelligence for Cultural Heritage Organisations) 
project1 jointly funded by the Arts and Humanities Research Council 
(AHRC)2 in the UK and the National Endowment for the Humanities 
(NEH)3 in the United States. AEOLIAN’s main intention was to facilitate 
communications among various actors in the development, employment 
and critique of AI within cultural heritage organisations. This included 
researchers, computer scientists, digital humanists, data management 
and information specialists, as well as other professionals across the cul-
tural heritage and archival sector. While the AEOLIAN project began with 
a focus on UK and US archival institutions, it was soon clear that many 
of the challenges these institutions faced regarding digital and born-​
digital records are a concern around the world. In this volume, we have 
reflected this shared challenge with the inclusion of chapters addressing 
the National Library of Norway and the Netherlands Institute of Sound 
and Vision.

Further challenges have manifested in the lack of awareness of tech-
nologies and their potential uses within cultural heritage. The chapters 
included in this volume have therefore been selected to demonstrate the 
wide range of technological approaches being employed, often in silo, 
to address the varied and broad span of digital and born-​digital records 
held within cultural organisations. This includes the purposes of and 
need for AI tools more broadly, as well as specific tools, such as ML, com-
puter vision, handwritten text recognition (HTR) and optical character 
recognition, as well as more specific projects for certain types of records, 
including emails, books, visual media and newspapers. However, the col-
lection also considers the impact of these technologies at an institutional 
level as well as their usability and the challenges inherent in their use for 
the facilitation of research across the spectrum.

Other significant challenges that the AEOLIAN project has brought 
to light are not only the accessibility of digital records, but also the 
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accessibility of the tools, skills and technologies required to process these 
records in the digital age. This volume has been designed to reflect cur-
rent and state-​of-​the-​art technologies and innovations for the preserva-
tion and accessibility of digitised and born-​digital records across cultural 
heritage sectors in the United States, UK, Norway and the Netherlands.4 
Building on key elements identified through the AEOLIAN project’s six 
international workshops and two journal special issues,5 the authors 
explore crossovers and collaborative approaches to applying AI tools to 
digitised and born-​digital cultural heritage records. The collection con-
siders a wide range of themes including AI and ML, computer vision, 
text and data mining, record management, accessibility and sensitivity 
review, as well as important issues in the sector such as risk, trust and 
transparency in the uses of AI algorithms and automated systems.

The volume features nine main chapters, grouped together in three 
thematic parts. Part I looks at current AI technologies for preservation 
and access within national libraries and cultural heritage institutions. 
Part II focuses on machine learning, computer vision and other computa-
tional methods to aid access and usability. Part III examines digitised col-
lections and the technologies being used to make them more accessible, 
exploring the current issues, challenges and innovative methodologies.

The volume’s overarching focus on the uses of AI in cultural organi-
sations is developed across these chapters, which move from a broader 
overview of AI tools and their purposes to more specific applications and 
challenges. The volume closes with a reflection on the state of the art, 
and a call to pause for reflection and come together to face the future of 
the digital age.

Part I concerns the role of AI in the preservation and accessibility of 
digitised and born-​digital records –​ a main aim of the AEOLIAN project 
and this edited collection.

This part begins with a case-​study chapter written by Lise Jaillant, 
Annalina Caputo and Katherine Aske. This chapter explores the AI tech-
nologies being developed and employed within The National Archives 
UK (TNA), a partner with the AEOLIAN project, and includes interviews 
with members of staff responsible for the digital archives at TNA. The 
chapter outlines current approaches from, and issues faced by, TNA and 
other comparable archives, and makes recommendations of existing 
technologies for processing digital archives using AI.

TNA’s projects have been developed in response to key challenges 
brought about by born-​digital and digitised records. They range from 
testing existing AI-​powered tools to developing new approaches, such as 
using topic modelling to discover the latent or underlying topics of texts 
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across a corpus. The authors examine a selection of TNA’s AI projects and 
others from across the globe that are addressing similar challenges.

The case study is intended to raise greater awareness of current 
work on AI applied to archives and to encourage further collaborations 
with other institutions on both sides of the Atlantic. It brings a critical 
perspective, from the viewpoint of digital humanities and computer sci-
ence, to demonstrate the importance of collaborative approaches to mak-
ing digital records more accessible.

Building on the explorations of AI tools in the TNA, Chapter 2, writ-
ten by Catherine Nicole Coleman, presents a case study of the employ-
ment of innovative computer vision technologies in cultural heritage. 
This chapter concentrates on discoveries and outcomes of Stanford 
Global Currents, a project that applied computer vision techniques to 
mediaeval manuscripts. These are compared to related work with com-
puter vision applied to cultural heritage that has influenced how we think 
about search and discovery in libraries, archives and museums. Some 
key terminology is defined and core concepts of computer vision that 
are essential to understanding the project are explained, but this is not a 
study of how computer vision works, nor does it address in any detail the 
methods or techniques applied in the Stanford Global Currents project. 
Instead, the case study is focused on what can be learned from computa-
tional approaches to archival research that rely in some way on computer 
vision for information retrieval. The reason Stanford Global Currents 
remains an important case study today is not the technology itself that 
they use, but rather what emerged from the researcher’s and curator’s 
engagement with the technology.

Drawing Part I to a close, Chapter 3, by Javier de la Rosa, moves 
beyond UK and US archives and libraries to examine current AI initia-
tives and image classification systems being developed to improve the 
discoverability and accessibility of collections at The National Library of 
Norway (Nasjonalbiblioteket). The library, which has recently become 
a member of the Digital Preservation Coalition, established its own 
Artificial Intelligence Laboratory in 2018. Ever since, the independent 
unit has fostered the use of ML solutions in the Norwegian cultural sec-
tor, both internally, to assist in their processes, and externally, to contrib-
ute to society.

This chapter examines how the Nasjonalbiblioteket (NB) AI-​Lab 
came to be, how it is organised and funded, and what kind of infrastruc-
ture allows it to run effectively. It also addresses the different modali-
ties that the Nasjonalbiblioteket has worked with regarding ML models, 
including the use of computer vision to support new user experiences and 
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to improve the discoverability of its own collection. The chapter details 
Maken,6 a similarity search system that benefits from Nasjonalbiblioteket’s 
massive digital library. By running all images and books through seman-
tic embedding models, it provides similarity matches for the final user for 
each of the records in the catalogue.

Chapter 3 also explores the way in which the NB AI-​Lab operation-
alised the digital catalogue to build the largest Norwegian text corpus 
to date, which was then used to pretrain and release very performant 
language models, later adjusted for many different purposes, from senti-
ment analysis or named entity recognition to bias detection or sentence 
similarity. Considering the text modality, the chapter describes two 
approaches for book-​length text classification on the work carried out 
by the Sámi bibliographers and the caveats and lessons learned in the 
process. Finally, as the NB AI-​Lab enters the audio domain, this chapter 
presents their efforts in collecting a massive speech corpus and the sub-
sequent pretraining of baseline language models for Norwegian speech, 
later used for the automatic speech recognition and the subtitling of the 
entire catalogue.

Part II, ‘Text and beyond: AI applied to images and audiovisual 
archives’, continues to explore the possibilities of AI technologies, and 
focuses on the application of AI to images and audiovisual archives. 
Where Chapters 4 and 5 focus on accessibility in non-​textual archives, 
using computer vision and other computational tools, Chapter 6 explores 
computational research methods designed specifically for large digital 
collections at HathiTrust.

In the fourth chapter, Julia Noordegraaf and Anna Schjøtt consider 
the significance of computational tools for preservation and address 
the shifting focus towards AI for accessibility in audiovisual archives 
at the Netherlands Institute of Sound & Vision, which preserves and 
maintains one of the largest audiovisual archival collections in Europe. 
They argue that advances in the development of digital technology 
over the past two decades have significantly impacted the workflow of 
cultural institutions. Digitisation has greatly expanded the scope of 
digital information and created the expectation that collections of cul-
tural heritage are generally accessible online. Archives that have the 
(legal) responsibility to acquire, store, preserve and make accessible 
the documentary heritage of societies have therefore experimented 
with new AI technologies to process this vastly expanding body of docu-
mentation. One of the consequences of digitisation is that the archival 
process extends beyond the walls of the archive itself: preserving born-​
digital information requires the collection of objects and metadata at  
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the moment of production and the involvement of users to meaningfully 
interpret them. Consequently, the emphasis in the archival workflow has 
shifted from preservation to access.

This chapter from Noordegraaf and Schjøtt thus critically engages 
with the growing shift from preservation of heritage to the prioritisa-
tion of access, and the role AI plays in that shift. Developments at the 
Netherlands Institute of Sound & Vision provide an exemplary back-
ground that helps to unfold this shift and its implications. Its Media 
Museum reopened in February 2023 with a brand-​new exhibition based 
on Mark Deuze’s notion of ‘living in media’. It is one of the first museums 
in the world to directly incorporate AI into the user experience by utilising 
facial recognition to personally greet visitors as they walk up to sections 
of the exhibition and by personalising the experience for each visitor. 
This provides a unique case to study the adoption and implementation 
of AI in the workflow of cultural institutions. The chapter asks whether 
this focus on AI-​enabled access induces standardisations of heritage and 
whether it might potentially contribute to reducing rather than increas-
ing the complexity of the understandings of heritage. To guide this dis-
cussion, the authors draw on the work of Johanna Drucker and Melanie 
Feinberg, who both challenge the notion of data as given, arguing that it 
should be seen instead as a designed object and where the processes of 
designing data highly influence the final outcomes. Through this work, 
the authors highlight how the processes of making the archive accessible 
via AI contributes to ‘formatting’ culture in a certain way, which we must 
consider as AI becomes a more integral part of archival practices.

Chapter 5 continues the discussion regarding accessibility, user 
experience and the employment of AI in archival institutions in a case 
study on digital mapping and cultural heritage. Written by two AEOLIAN 
team members, Co-​Investigator Claire Warwick and the project’s 
Research Associate, Katherine Aske, the chapter explores the interdis-
ciplinary research enabled by digital and computer-​generated mapping 
within cultural heritage organisations, and beyond. Examining recent 
examples from the National Libraries of the UK and Ireland, it focuses 
on the work of the National Library of Wales through interviews with 
library staff. The chapter also looks more broadly at the ways a range of 
archival records could be presented through digital mapping technolo-
gies and examines the advances in and potentials of such technologies 
to make archival collections more accessible to users. Where the authors 
discuss the impact of state-​of-​the-​art technologies and interactive maps, 
offering guidance for research methodologies for both researchers and 
other users, they also address approaches to preservation, digitisation 
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and the creation of linked data and enriched metadata for cultural herit-
age sites and archives.

The case study has three main focuses. The first is to explore the 
current national institutions within the UK and Ireland responsible for 
preserving historical maps as part of cultural heritage. The second is to 
consider the digitisation process of maps and their born-​digital crea-
tion, and to examine the information that is made accessible, and the 
digital tools that are used, within those processes. The third is to con-
sider the potential of digital mapping within cultural heritage institu-
tions, not only as a means of access and preservation, but as a platform 
for catalogued information and linked data, with potential opportunities 
for wider collaborations between archival sectors. The study addresses 
the use of Wikidata, Wikimedia Commons and the International Image 
Interoperability Framework, as well as current projects using AI tools to 
create and read digital maps.

The authors also examine the role that information professionals 
can play in supporting users’ understanding of the nature of AI technolo-
gies and ensuring that such technologies are suitable for their needs. As 
a final consideration, the chapter addresses the ethical aspects of the use 
of AI and the role of information professionals in ensuring that it is used 
responsibly, both in cultural heritage and more widely in society.

Furthering the discussion of AI to improve access and usability and 
drawing Part II to a close, Chapter 6 explores the employment of several 
in-​house-​developed computational research methods designed specifi-
cally for use with large digital library collections (including those with 
copyright-​restricted content). In a collaborative case study centred on 
the HathiTrust Research Center, a partner of the AEOLIAN project, Glen 
Layne-​Worthey (AEOLIAN US PI), J. Stephen Downie (AEOLIAN US Co-​
Investigator) and seven of their researcher colleagues discuss the use of a 
wide variety of AI tools and approaches to improve the access to, discov-
erability and research uses of these important cultural heritage materials 
in one of the world’s biggest digital libraries.

The HathiTrust Digital Library holds texts in a staggering variety 
of subjects, including the humanities, arts, natural and social sciences, 
and government information. Its immense scope (18.2 million volumes 
and growing) and its broad diversity (of languages, writing systems, top-
ics, genres, legal accessibility, etc.) represent fundamental challenges for 
traditional research methods, but are ideal for the highly scalable com-
putational research approaches created and enabled by the HathiTrust 
Research Center (HTRC) and its affiliated researchers. This chapter doc-
uments some of the tools and methods that HTRC has created to enable 
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exploration and research in the HathiTrust collection, as well as more 
experimental approaches that research collaborators outside the HTRC 
have developed for it.

In all this work there is a particular focus on the special chal-
lenges associated with the massive scale, scope, quality and variabil-
ity of the book-​length documents that make up the HathiTrust Digital 
Library. The authors describe the historical, organisational and legal 
underpinnings of the HTRC’s tools, services and data access regimes, 
as well as its suite of computational methods (united under the concept 
of copyright-​compliant ‘non-​consumptive research’ for in-​copyright 
works). They also include a series of more focused case studies doc-
umenting the variety of AI-​enabled research activities undertaken 
by our research community, including: automatic detection of book 
front-​matter; machine detection of non-​textual objects in digitised 
scientific literature; bit-​oriented feature representations; identifying 
relationships among books using neural network classifiers; large lan-
guage models to make sense of long-​form fiction; and making sense of 
long runs of serial volumes (typically united under a single catalogue 
record) as highly complex bibliographic objects.

Part III continues to address specific applications of AI within herit-
age organisations, and focuses more specifically on digitised historical 
collections, images and handwritten text, examining challenges and new 
methods. The final three chapters in this collection are concerned with 
the development of innovative methodologies to make complex digitised 
materials, including newspapers and moving-​image records, more acces-
sible, particularly for institutions without the budget or staffing level of 
larger-​scale organisations. Chapter 7 explores distant viewing and other 
approaches to make sense of masses of digital data, while Chapters 8 
and 9 work in conjunction to explore significant issues concerning the 
use of AI for text recognition in archives, and shift the focus to the future 
of computational research methods and tools for access, discoverability 
and rediscovery.

Previous chapters have moved from AI-​enabled research into pre-
dominantly text-​based records, and now Chapter 7, by statistician Taylor 
Arnold and digital humanist Lauren Tilton, looks to more visual cultural 
heritage materials and the uses of computer vision to make visual objects 
more accessible through the semi-​automated production of metadata. 
The authors argue that ways of seeing have long shaped how (moving) 
images are described and catalogued. New practices of looking, spe-
cifically computer vision through distant viewing, are facilitating access 
and discovery of collections through the (semi-​)automated production 
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of metadata. This chapter explores how this area of AI is creating meta-
data for collections of art, photography and television held by national 
and local archives in the United States, an area of research that is key 
to both exploration and information retrieval (i.e., searching, recom-
mender systems, etc.). The chapter also addresses challenges associated 
with computer vision, and potential future directions for development. 
Finally, the chapter discusses ways in which the legal landscape in the 
United States, particularly recent copyright decisions, has made the gen-
eration of metadata of holdings a crucial activity of research and in sup-
port of researchers. This chapter therefore builds on the discussions of 
current technologies explored in previous chapters to consider the legal 
landscape regarding copyright, the current challenges in computer vision 
technology that need to be addressed and the future directions of this 
technology within an archival context.

Having explored the AI technologies being applied to visual records, 
Chapter 8, written by Paul Gooding, Joseph Nockels and Melissa Terras, 
considers the potentials of HTR and the advances in ML tools being 
developed at the National Library of Scotland (NLS). Stepping back from 
the technological focus that has driven many of the previous chapters, 
this chapter explores how the NLS, along with other institutions, are pre-
paring to employ AI and ML to help process large numbers of digitised 
historical records. The chapter considers the impact of such technologies 
at an institutional level, as well as looking to the future of computational 
analysis of collections.

The chapter by Gooding, Nockels and Terras focuses specifically 
on how institutions are planning for the adoption and integration of AI 
and ML tools, including the scoping exercises which the NLS is currently 
undertaking, to understand the impact and potential of HTR across the 
entire institution. HTR has the potential to affect curatorial practice, dig-
itisation workflows, transcription practices by staff and users, and discov-
erability at scale of handwritten historical texts. The case study discusses 
how the NLS is seeking to understand how these potential uses might 
interact with, and affect, the work of both staff and users. The authors 
address the issue via two approaches. Firstly, they present the results of 
qualitative interviews across the institution, which aimed to investigate 
how NLS staff perceive the potential impact of HTR. Secondly, they pre-
sent an in-​depth analysis from the Digital Scholarship team at the NLS, 
exploring the potential applications of HTR in supporting computational 
analysis of its collections. In doing so, the authors aim to provide insights 
into how institutions understand and normalise new technologies within 
their existing workflows.
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Closing the final part, Chapter 9 continues to address the use of 
digital technologies to make collections available for computational 
research. Written by Rajesh Kumar Gnanasekaran, Richard Marciano and 
Christopher E. Hayley, the chapter looks at the potential of AI and ML for 
advancing research into slavery and reasserting the legacies lost to it.

Decolonisation and records of slavery in archives are major subjects 
of concern for many institutions, and this chapter explores a current pro-
ject using computational research tools to recover memories erased from 
the archive. With this goal, the chapter explores the use of AI and ML 
to facilitate the analysis and visualisation of newspaper advertisements 
from the Maryland State Archives related to the trading of enslaved peo-
ple. The study focuses on the Domestic Traffic Ads collection of the State 
of Maryland between 1824 and 1864, which exposes chattel slavery 
practices where buyers and sellers would interact to exchange and share 
human beings, often for social and domestic benefit. This case study is 
part of a larger project to explore computational treatments to remem-
ber the legacy of slavery, towards reasserting erased memory. Previous 
studies have included computational treatments for manumissions, 
certificates of freedom and runaway slave advertisements. The work 
has several objectives, including the promotion of technology-​based 
pedagogies in library and information science (part of the so-​called 
TALENT –​ Training of Archival & Library Educators with iNnovative 
Technologies –​ Network), developing new curriculum based on compu-
tational Jupyter Notebooks, and addressing the social and ethical con-
cerns that arise from computational and algorithmic thinking.

The chapter also looks at how these technologies can be more 
broadly employed within archives and libraries through in-​service staff 
training. A lack of skills training at an institutional level is another major 
issue that has emerged throughout the AEOLIAN project, and this chap-
ter is key to exploring the uses of AI to address these timely and wide-
spread concerns.

Finally, having explored a broad range of AI technologies, their 
applications and development, their practical uses and the way these 
tools are enabling not just research but also support in individual institu-
tions, the Afterword, written by Thomas Padilla, offers a summation of 
this collection, and considers the future of AI for the cultural heritage 
sector broadly understood. The Afterword reflects on the volume and 
contributed chapters, placing them within a sense of change, and closing 
with a call for more critical work to come. Padilla argues that the lure 
of linear progress is strong, and perhaps few experiences appear more 
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glamorous than individual and collective experiences of technological 
impact, with AI being a prime example.

Yet, Padilla, like the AEOLIAN team, insists that we must strive for a 
cyclical rather than linear sense of progress, lest we get lost in the tide of 
the always already new. Like any good ship, we working in and with the 
cultural heritage sector have anchors that can hold us steady in the ris-
ing technological tide –​ anchors that should ground us to analogous past 
experiences while navigating uncertainty in the face of change. 

Notes

	 1.	 The AEOLIAN Network and its research outputs are hosted on the project website, www.aeol​  
ian-​netw​ork.net/​.

	 2.	 Arts and Humanities Research Council Award AH/​V009443/​1.
	 3.	 National Endowment for the Humanities Award HC-​278124-​21. The opinions, findings and 

recommendations expressed in this book do not necessarily represent those of the National 
Endowment for the Humanities.

	 4.	 We recognise that such issues are not confined to these areas, and that they may pose particu-
lar problems in the Global South. The geographical coverage of the book simply reflects the 
nature of the AEOLIAN network and the location of its participants.

	 5.	 Journal of Computing and Cultural Heritage, 16(4) (2023); and Journal of Documentation, 
80(5) (2024).

	 6.	 www.nb.no/​maken/​.
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The role of AI in preserving  
and making accessible digitised  
and born-​digital records
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1
The National Archives (UK)
Lise Jaillant, Katherine Aske and Annalina Caputo

With this chapter on The National Archives UK (TNA), we have two main 
objectives. First, to raise greater awareness of current work on artificial 
intelligence (AI) applied to archives and to encourage further collabora-
tions with other institutions on both sides of the Atlantic. TNA’s projects 
have been developed in response to key challenges brought about by 
born-​digital and digitised records. They range from testing existing AI-​
powered tools to developing new approaches, such as using topic model-
ling to discover the latent or underlying topics of texts across a corpus. 
Here we examine a selection of TNA’s AI projects and others from across 
the globe that are addressing similar challenges. Our second objective is 
to bring a critical perspective, from the viewpoint of digital humanities 
and computer science. The chapter is written by a team composed of two 
digital humanists (Lise Jaillant and Katherine Aske) and one computer 
scientist (Annalina Caputo). Building on this cross-​disciplinary expertise, 
we reviewed TNA’s projects and, when appropriate, formed comparisons 
with projects conducted by other cultural institutions.

Drawing on interviews with TNA staff as well as published materi-
als such as reports, conference presentations and research papers, this 
chapter is organised into three sections:

•	 The first section on ‘Rethinking the record’ examines the transition 
from print to digital, which has led to an explosion of born-​digital and 
digitised records in central government departments. Established pro-
cesses to deal with paper records were disrupted, leading to a need 
for new methods to appraise, select and screen digital records before 
transfer to TNA. In this section, we focus particularly on AI for digital 
selection, sensitivity review and discovery of relevant records.
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•	 The second section is on ‘Openness, access and use’. We start with 
the need to strike a balance between risk and access, before turning 
to the development of tools to make collections more accessible, and 
finally the need to prevent harmful use of collections through risk 
management.

•	 The third section deals with ‘Risk, uncertainty and trust’. We look at 
blockchain to establish the authenticity of records; at the need to bal-
ance risk and access; and at explainable AI to build trust.

•	 The conclusion focuses on ethical uses of AI in the context of large 
archival collections, at TNA and elsewhere.

In the past decade, TNA has led several AI-​driven projects, which have 
resulted in a substantial portfolio of work that forms the basis for this 
chapter. As a non-​ministerial government department, TNA is the official 
archive for the UK government and for England and Wales. There are sep-
arate national archives for Scotland (National Records of Scotland) and 
Northern Ireland (the Public Record Office of Northern Ireland). TNA’s 
collections include records of the central government from the Middle 
Ages onwards, documents such as wills, naturalisation certificates and 
criminal records, and many others. Since 2003, TNA has also actively 
curated the UK Government Web Archive, which captures, preserves and 
makes accessible UK central government information published on the 
web. The web archive collects born-​digital records such as websites, but 
also videos, images and tweets. 

Rethinking the record

The transition from print to digital has led TNA, like other cultural insti-
tutions, to rethink the record. As part of this priority research theme, a 
core challenge is to focus on ‘digital recordkeeping at scale’.1 To deal with 
the boom in digital records, old approaches –​ such as manually reviewing 
collections to identify sensitive documents –​ can no longer be applied. 
Digital recordkeeping at scale has led TNA to rethink their practices and 
explore computational methods and other advanced techniques, requir-
ing close collaboration with central government departments.

Following an amendment of the Public Records Act, the UK govern-
ment is now required to transfer records of historical value to TNA after 
20 years for permanent preservation. Before that, records stay within 
government departments, first as living records (until Year 7) and then 
as archival records kept in internal archives (from Years 7 to 20). Good 
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record management is essential both before and after transfer to TNA. As 
Sir Alex Allan explained in his 2015 review of government digital records:

Records are needed to support policy development; to help assess 
the impact of policies; to provide accountability for decisions; to 
share knowledge across government; to enable departments to pro-
vide accurate and comprehensive evidence to inquiries or in legal 
actions; to answer Freedom of Information requests; and eventually 
to provide the historical background to government. (Allan 2015)

The key challenge is that digital records are seldom well-​organised. 
The 2017 ‘Better Information for Better Government’ (BI4BG) report –​ 
authored by the Cabinet Office, in partnership with TNA –​ declares: ‘much 
of what has accumulated over the past fifteen to twenty years is poorly 
organised, scattered across different systems and almost impossible to 
search effectively’ (Cabinet Office 2017). It attributes this digital disor-
ganisation to the lack of incentives for civil servants to sort out their mass 
of digital data –​ a time-​consuming task that has no or few rewards. As 
the Allan report had done before, the BI4BG report recommends enlist-
ing the help of senior decision-​makers to improve the management of  
digital records.

Since born-​digital records are often scattered across different sys-
tems (for example, email accounts, records management systems and 
shared drives), duplicates or near-​duplicates are frequent. The volume of 
data makes the task of searching for specific information extremely dif-
ficult. As Andrew Prescott and Jane Winters have shown, keyword search 
is not effective with very large datasets (Winters and Prescott 2019). 
When a search query produces hundreds of thousands of results, poten-
tially ranked only by date, it is difficult to know where to start. While this 
is an issue that can be approached by the semantic web (a technological 
effort to make web content more meaningful and readable to machines), 
it is limited by its inability to identify how knowledge content can change 
depending on context and use (Fesharaki et al 2020). Moreover, the 
semantic web presents drawbacks because it can be directly applicable 
to metadata –​ provided that an appropriate knowledge base is provided 
(such as Dbpedia2) and that the metadata can be linked to it. However, its 
application to the textual content of emails, for example, is not so naive, 
since it requires techniques of natural language processing (NLP) for the 
extraction of concepts and entities from the text, disambiguation, and 
then for the linking of such entities to the relevant knowledge base. That 
said, if methods to search and retrieve information are not effective across 
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the broad range of formats of born-​digital records, there will be implica-
tions not only for usability and access, but also for archives responding to 
Freedom of Information (FOI) requests and inquiries, which could pre-
sent further issues as time goes on.

The BI4BG report mourns the golden age of paper records that 
were neatly filed according to established processes: ‘Files and filing were 
at the centre of how work got done: they were intrinsic to the flow of 
work, not an overhead on it’ (Cabinet Office 2017). But is it really the 
case that the lifecycle of paper records, from creation to preservation, 
was much more robust? In a 2021 interview, Anthea Seles, the former 
Secretary General of the International Council on Archives, said: ‘There’s 
this notion that exists out there, it’s like, Norman Rockwell’s lovely paint-
ings of the United States at a particular golden era and people have this 
notion about paper … [yet] we didn’t get it right with paper … it’s less 
discoverable to some degree.’3 Seles recommends adjusting expectations 
to make it clear that no system of appraisal and selection is ever going to 
be perfect. Accepting a certain level of risk and imperfection is essential 
to move forward in the digital age.

AI for digital selection

How can government departments receive the help they need to select 
digital files of long-​lasting value? TNA recently conducted a project called 
‘AI for Digital Selection’ to evaluate existing AI tools that could be used for 
the appraisal and selection of digital records (including emails and data-
sets) held across government sectors (Venkata et al 2021). After choos-
ing a few relevant tools, TNA tested them on a set of their own corporate 
records –​ rather than records from the Cabinet Office or other central 
government departments. TNA’s corporate files had already been sensi-
tivity reviewed and had also been assigned to retention schedules which 
indicated how long they should be kept, in some cases this being perma-
nently. The tasks assigned to the AI tools were to review the content of 
test documents and to predict whether they should be preserved or not.

Regarding preservation, many libraries apply a faceted classifica-
tion system to organise their materials into categories based on multiple 
characteristics, such as subject, form, place, and so on. However, when 
archives are dealing with a diverse range of materials, these types of 
classification systems can present limitations when it comes to preser-
vation selection (Hoffman 2019; Mas et al 2011). Through the ‘AI for 
Digital Selection’ project, TNA learned what metadata should be cap-
tured about the AI tools and processes to help end users understand and 
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use government records selected via these methods. Moreover, TNA is 
now in a better position to assist government departments in automating 
the selection of born-​digital documents ahead of transfer for permanent 
preservation and presentation. However, as Santhilata Venkata (Digital 
Archiving Researcher at TNA) points out, while the project concluded 
that AI tools can assist record managers, the machine cannot replace 
human input.4

AI for sensitivity review

Identifying sensitive materials in large digital collections requires 
technology-​assisted review with human oversight. In its 2016 report on 
electronic discovery (eDiscovery) tools, TNA discussed the issue of born-​
digital records often containing sensitive information, such as contact 
details of individuals or financial details (TNA 2016). In the case of FOI 
requests, this kind of information falls under the category of ‘exemptions’ 
and cannot be disclosed. Around three-​quarters of exemptions to release 
relate to personal information, so this is clearly a priority area for gov-
ernment departments. After transfer to TNA, it is also essential that no 
personally identifiable information is released to the public.

AI-​powered tools can sort documents according to their sensitiv-
ity level: when no sensitive information is identified, documents can be 
released –​ although human input is often necessary to prevent any false 
negatives (in the case of a personal name spelled in various ways, for 
example). As the report points out, ‘technology-​assisted review is never 
going to be 100% accurate –​ departments will need to define and accept 
their risk appetite’ (TNA 2016). When sensitive information is identi-
fied, documents can be closed for a specific period. Another approach 
is to redact sensitive/​personal information using digital forensics tools 
(Woods and Lee 2015). The open-​source tool BitCurator5 offers bulk 
extractor functionality that lexically analyses text looking for sensitive 
features, such as email addresses, phone numbers and other personally 
identifiable information.

So how does automatic sensitivity review work in practice? As 
Graham McDonald et al (2020a, 2020b) note, keywords are not enough 
to identify sensitive information. However, the relationships between 
terms and entities in the discourse, in addition to single keywords, can 
help disclose sensitivities. In other words, the context is as important as 
the text itself when evaluating the sensitivity of a document. To capture 
contextual information, and at the same time overcome the ambigu-
ity of language, word embedding features can replace or be juxtaposed 
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with simple keywords. In NLP, word embedding is a representation type 
that links a word with other words with similar meanings. For example, 
‘terrorism’ and ‘radicalism’ should be closer than ‘terrorism’ and ‘agri-
culture’. In their study, categorising a collection of c. 3,800 government 
documents as either sensitive or not sensitive, McDonald et al (2020a) 
showed that the inclusion of word embeddings significantly increased 
the accuracy of the classifier. 

AI for discovery

AI can be used by creators of data and archivists for selection and sen-
sitivity review, but also by researchers to discover relevant information. 
To complement or replace keyword searches, topic modelling can group 
words into clusters based on similarity. Drawing on unsupervised and 
supervised machine learning techniques, this text mining method can 
be used to highlight underlying topics across a dataset –​ for example, on 
catalogue metadata describing a large collection.

While metadata is often seen as a way to enhance the human find-
ability of archival material, detailed item descriptions also offer vast 
corpora of machine-​readable data to analyse. Christopher Day (Head 
of Modern Domestic Records at TNA) has undertaken research on the 
catalogue data of the General Board of Health records, a collection com-
prising c. 89,000 items of correspondence, individually described. In the 
mid-​nineteenth century, the rapid development of capitalism led to over-
crowded, poorly drained cities, creating an environment ripe for diseases. 
The 1848–​1849 cholera epidemic in England and Wales claimed around 
52,000 lives. In response, the government passed the Public Health Act 
of 1848, creating a General Board of Health to oversee sanitary meas-
ures throughout the country (Day 2021). Drawing on a test corpus of 
the 1,967 descriptions dated 1848, Day used an algorithm called ‘latent 
Dirichlet allocation’, in which the machine applies probabilistic statistics 
to discover topics across a corpus and sorts them into a number of groups 
defined by the user. Topics were then visualised using the Python library 
pyLDAvis. The results revealed topics such as sanitary inspections, which 
were central to the activities of the General Board of Health during its 
first year (Day 2020).

Cholera may no longer be a major risk in Britain, but the COVID-​19 
pandemic has reminded us of the centrality of government in designing 
and implementing public health measures. AI-​powered approaches such 
as topic modelling will be invaluable to analyse the other large-​scale col-
lections that TNA continues to collect. During the pandemic, TNA set out 
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to capture a detailed record of the government’s response to COVID-​19 
on the web, using high-​intensity and in-​depth web archiving. Other web 
archiving initiatives (such as the Internet Archive or UK Web Archive) 
risked missing this content, which could have been lost to posterity in a 
rapidly changing context. TNA’s COVID-​19 collection contains over 50 TB 
of born-​digital material, which could be used as evidence for a future 
Public Inquiry into the pandemic. As John Sheridan (Digital Director at 
TNA) puts it, ‘How does a Public Inquiry begin to grapple with a collec-
tion of this size and scale? What role do AI tools have as we provide the 
mediation layer between the evidence on one side and the big questions 
that the Inquiry will be exploring on the other?’6

Other large-​scale collections are regularly transferred to TNA. 
In June 2020, the Lord Chancellor and Secretary of State for Justice 
announced that TNA will be the institutional home for Court Judgments 
and Tribunal Decisions for England and Wales from April 2022. TNA will 
inherit a large existing digital collection of judgments and decisions, 
which will then expand rapidly. For Sheridan, it is essential to think of 
the contribution that AI can make to improve TNA’s intellectual control 
over this material.7 Indeed, letting the public access this material (previ-
ously not available for reuse) is not without risk. TNA needs to enable 
that access while protecting against potential harms to the justice system. 
For example, an unscrupulous user could design an algorithm to game 
the justice system,8 which would impact public trust in legal decision-​
making processes.

Openness, access and use

TNA are committed to making their collections as accessible as possible 
to their users, from scholars conducting research to the public search-
ing for their family histories. They are finding innovative ways to present 
their collections in consideration of the rapidly increasing volume of digi-
tal records, and how the expectations of users are changing (TNA 2019). 
The usability of archival records is, therefore, central to their digital strat-
egy: ‘Archives need to develop extraordinary capabilities to ensure digital 
records can be kept’ (TNA 2017a). However, opening archival materials 
up to the public, or providing controlled access to closed records, comes 
with numerous challenges. Aside from complying with data protection 
laws and FOI requests, providing access to large-​scale digital collections 
requires user-​focused solutions, collaboration and additional ethical 
considerations. 
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According to Mark Bell (Senior Digital Researcher at TNA), the 
transition for TNA from paper to digital since the 1990s has seen a ‘phe-
nomenal increase’ in the number of records (Bell 2018). It is estimated 
that 1.7 MB of data was created every second in 2020, approximately 
2.5 quintillion bytes a day (DOMO 2018). Collecting and preserving an 
accurate record of our recent history is a challenging task, and that is 
without considering how archives can sort and present this information 
to researchers in a useful way. As archives ‘need to be used in order to 
be useful’, developing and using AI to support archival preservation and 
accessibility is crucial, but the development of these technologies is often 
siloed (TNA 2017a, 3). Many archives and other sectors develop systems 
in-​house, meaning the possibility of transference to another system, or 
integrating records developed with different models, will be increas-
ingly problematic as our digital cultural assets grow and alter with new 
technologies.

However, first and foremost, archives need to know what to archive. 
The judgement of what should be online and accessible, what needs 
reviewing and what requires limited or case-​by-​case access is currently 
still employing the same methodologies as paper archiving. TNA’s digital 
strategy explains that, as a first-​generation digital archive, digital records 
are currently ‘appraised and selected like physical records’ (TNA 2017a, 
5). But these processes were never designed to deal with the sheer vol-
ume and multiple formats of born-​digital records, and the same can be 
said of TNA’s online catalogue, Discovery. Primarily designed for users to 
search descriptions of physical records and services, it is not an adequate 
system to present born-​digital records (TNA 2017a, 3–​5). In other words, 
practices for paper archiving cannot deal with the unprecedented num-
ber of born-​digital records that archival institutions now hold, or present 
records in an accessible way. As TNA have observed, the preservation 
of and access to digital records ‘requires nothing less than a revolution’ 
(TNA 2017a, 1). But on the brink of revolution, while we must remem-
ber that born-​digital records are historical records, not everything can or 
should be kept.

Releasing records responsibly

Users may find it strange to think that archives want to dispose of docu-
ments, but this is part of the curation process and is done through rig-
orous criteria to avoid the accidental disposal of important documents. 
But even for those documents that are preserved, archivists, as well as 
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researchers, must accept that not everything can or should be released 
to the public. While archives may hold and preserve relevant records of 
our collective history, they also have a responsibility to present those 
records, not only for user access, but also with the consideration of 
legal and ethical factors. In this way, digital technologies have trans-
formed how archives are used by the public as online catalogues, and 
their search boxes give users instant results for millions of digital and 
digitised records (TNA 2017a, 3). For TNA, their catalogue search results 
indicate whether a record is available online, must be viewed onsite or 
if the record is closed access. However, while making more born-​digital 
materials accessible to users may be the goal, offering access to, or even 
keeping all digital materials, is unrealistic.

To ensure data protection laws are met for archival records, many 
archives set a high, overly cautious bar on sensitivity review. As John 
Sheridan points out, it is not a case of ‘transparency above everything’, 
as ‘archives are not Wikileaks, and we’re not in the Wikileak business. …  
It’s not responsible to data subjects; it’s not responsible to other people’s 
intellectual property rights; it’s not lawful. So, we then need to build the 
techniques to provide access responsibly.’9 That said, with continuing 
advances in AI, the potential to offer more, albeit limited, access to born-​
digital records is possible. Discussing the balance between risk manage-
ment and providing access to potentially sensitive materials, Sheridan 
notes that publishing materials online ‘is fundamentally a very different 
act from providing reasonable facilities for someone to inspect a record’.10 
So how can archive services design and present online access systems to 
meet the needs and expectations of their users, while also managing risk 
levels?

Developing tools for access

Discussing the development of tools to access digital records, TNA’s 
research priorities emphasise the necessity of understanding their 
researchers –​ and preparing for how research needs and skills will develop 
in the future. Providing access to users must not only accommodate 
records in multiple formats, but also the researcher’s and the archive’s 
capabilities. Acknowledging these elements to design new approaches to 
delivery and research with aggregated data, TNA are investing in new 
tools for quantitative analysis and the manipulation of data at scale.11 
The following sections discuss current issues and solutions to increasing 
usability and providing safe access to closed materials.
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Discovery and access
Accessing physical materials was inevitably made harder by the COVID-​
19 pandemic, but archives have also had to face the reality of digital 
accessibility sooner than they might have expected. With a growing 
demand for remote access to records, archives have focused on numer-
ous ways to provide digital content to users. Providing an online cata-
logue is a vital part of an archive’s usability in today’s modern world, and 
while not everything can be listed, the catalogue is often the first step for 
the user (Dunley and Pugh 2021). With no or limited access onsite, TNA 
offered free downloads to registered users from April 2020, allowing 
access to almost nine million of their digital records from the Discovery 
online catalogue. But while TNA have digitised over 80 million records, 
there are just over 24 million records available to search via Discovery, 
because some of the catalogue entries are closed (TNA 2020).

At the other end of the scale, the UK Government Web Archive, 
curated by TNA, has over 500 million digital records, dating from 1996 to 
2023. However, with only four filters available to users at this time (key-
word, website, file type, year), the searchability functions are insufficient 
for such a huge number of records; there are over 238 million results for 
‘COVID-​19’ alone. With the sheer volume of born-​digital records in vari-
ous formats passing on to TNA, as well as other cultural institutions, the 
development of new tools and methodologies needs to ensure digital 
records are not only made accessible (or at the very least discoverable), 
but that their searchability is adequate enough to allow users to sort 
through records and find what they need.

Providing physical access
At the time of writing, TNA’s Discovery catalogue has approximately 
756,000 of its closed documents listed.12 These sensitive materials, much 
like those held by other archives, must be requested through an FOI 
request. Traditionally, if a request is granted, these types of records need 
to be viewed within the specific archive. However, as in-​person research 
returned following the pandemic, TNA signed up to SafePod. Developed 
by Professor Chris Dibben (University of Edinburgh) and Darren Lightfoot 
(University of St Andrews), the SafePod Network provides access to sen-
sitive datasets through a series of secure pods located throughout the UK 
(Lightfoot 2021). According to Mark Bell, the TNA’s SafePod is mainly 
for ‘sensitive administrative data’ and will allow a researcher to remotely 
access different datasets without being able to take anything away with 
them.13 The data centres that can currently be accessed from a SafePod 
include the Secure Anonymised Information Linkage Databank, UK Data 
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Service and Office for National Statistics.14 While a physical space that 
allows multiple de-​identified or anonymised datasets to be examined 
securely in the same location is one answer to providing greater acces-
sibility, there are still practical issues.

SafePods are and will be primarily based at universities and aimed 
at researchers, but they require users to be onsite, and this could poten-
tially cause issues for public users. They also require users to register, and 
complete a short training questionnaire, to book.15 Additionally, there is 
a capacity issue. While a single SafePod may be adequate for a university 
library, is one SafePod enough for TNA? Until the demand is assessed, 
it is difficult to predict users’ needs in the long term. But the number of 
records a researcher might need to consult adds time restraints, poten-
tially meaning multiple visits to a SafePod. Looking ahead, the secure 
technology behind SafePod, providing users with remote access to its 
partnered data centres, could be adapted to remove the necessity of the 
‘pod’. Registered users could potentially be provided with temporary 
access to the required resources through a remote desktop, with the ses-
sion recorded via webcam and screen capture to prevent issues of photog-
raphy, copying or misuse. If such steps could be realised, the technology 
could be used by far more archives, libraries and universities across the 
UK, and beyond. But for now, SafePods are offering a timely and neces-
sary solution –​ a first step on a long road to making closed records more 
accessible.

Providing remote access
Providing physical access can placate user demand but it is not a practi-
cal solution in the long term. Content contained in digital records could 
be made remotely accessible if the sensitive information was efficiently 
redacted. Personal emails, for example, can contain large amounts of sen-
sitive information, scattered across a potentially huge number of records. 
Email preservation and review can be a laborious process but can pro-
vide evidence of prominent individuals’ lives and information that could 
interest researchers and the public alike (Schneider et al 2019).

AI tools can make the process of sensitivity review more efficient 
and less time-​consuming. Stanford University Library’s email archive, 
a system developed through their open-​source software programme 
ePADD, was designed to address this mammoth task. Started in 2010, 
ePADD uses machine learning and NLP to meet the multiple challenges 
of email archiving (Stanford Libraries Projects 2021). The program 
screens emails for confidential and legally protected information, offer-
ing a lexicon-​based search for sensitive topics and image browsing. These 
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tools allow ePADD’s users to prepare records for preservation, while mak-
ing them accessible and discoverable for researchers.

While providing access to preserved emails is a pressing issue, it 
must also be addressed with future users in mind. How will these sources 
be engaged with once issues of access have been navigated (Decker et al 
2022)? While content may be preserved, processes of sensitivity review 
increase the risk of decontextualisation, presenting challenges for his-
torical researchers and general users. To this end, the TNA has been 
involved in the project eConDist, a context-​based search tool developed 
using NLP and deep learning. This advanced search tool helps to incor-
porate human intuition into user queries. It has been developed as part 
of the AHRC-​NEH-​funded project ‘Contextualisation of Email Archives’, 
where TNA partnered with the University of Bristol (UK), De Montfort 
University (UK) and the University of Maryland (US) (Decker et al 2022).

AI and other technologies are being applied effectively to address 
issues of preservation and access. However, the employment of such 
technologies in archives requires skilled training, and without a dedi-
cated digital department or external assistance, archival staff would be 
required to learn digital skillsets on top of their existing archival exper-
tise. In this way, and at a policy level, the infrastructure for digital archiv-
ing is severely lacking, and changes need to be implemented across  
the sector.

Addressing this issue, a recent multinational project has paved the 
way for a more collaborative approach to digital strategy. The European 
Archival Records and Knowledge Preservation (E-​ARK) project has 
focused on ensuring digital archives and technologies remain usable and 
consistent over time, and internationally.16 Running from 2014 to 2017, 
the project brought together national archives across Europe, Chile and 
the United States to research consistency in digital archiving with sup-
port from the University of Brighton (UK) and the Digital Preservation 
Coalition (DPC). The collaborative project shared pioneering digital 
tools and expertise, which in turn improved skills and lowered costs  
for archives.

With a similar intention, TNA are taking the lead in the UK digital 
archival sector with the projects Archives for Everyone in 2015, Archives 
Unlocked in 2017 and Plugged In, Powered Up in 2020.17 Through these 
initiatives, they have set up and continue to provide training for AHRC 
Collaborative Doctoral students and seminars, and launched Bridging 
the Digital Gap, a National Lottery Heritage Fund training programme 
for 24 technical apprentices in UK archives (TNA 2021a). They have 
also worked with the DPC on the online learning pathway Novice to 
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Know-​How (TNA 2021b). TNA, like many across the sector, have recog-
nised the importance of collaborative action to secure future access to 
and use of digital records. Through collaborative partnerships built on 
feedback, justification and the exchange of knowledge, those with fewer 
resources can benefit from those with more (Gurciullo 2017). Although 
AI methods and technologies may continue to develop in-​house to meet 
the specific needs of individual archives, the experience and advice 
gained through the employment of these technologies can not only help 
to address issues of access but inform ethical considerations and high-
light potential dangers across the sector. 

Managing risk

While AI continues to offer solutions for providing user access to digi-
tal records, there is also a danger of making records more vulnerable to 
abuse, misuse or corruption. The dangers of digital corruption and the 
potential solutions are more formally addressed in the next section, but 
here we discuss how archives must address these issues through a risk 
management approach. TNA’s current risk assessment for digital con-
tinuity addresses several considerations, from types of risks and timely 
reaction to learning from past issues. For digital records they complete 
a risk assessment at least every two years, or when there is a significant 
change within the technical environment (TNA 2017b).

However, according to Sheridan, the hardest element in anticipat-
ing risk is knowing how people will use digital collections. Although there 
are interventions within the data, are these enough to prevent a user 
from piecing together potentially sensitive information? TNA have expe-
rience using named entity recognition and statistical models to decipher 
sensitive information (names, addresses, contact information, account 
numbers, etc.), but unfortunately an adequate digital risk model has not 
yet been built. As Sheridan has discussed, TNA’s current approach, like 
many other archives, is to manage risk ‘through expert knowledge’ rather 
than systems.18

Until systematic risk models are an inherent part of archives’ digital 
practice, adaptive approaches can be employed; one of those is grada-
tion. A notion that ‘maximises use but manages the risks of publication’, 
gradating access can allow for a more flexible system of publishing 
potentially sensitive records (but not in breach of data protection laws) 
by identifying varying levels of risk and determining necessary exemp-
tions.19 Publishing born-​digital materials with an exemption from search 
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engine indexing is one way to make the record less discoverable, but still 
accessible to those who want to use it. For example, the court jurisdic-
tion database, British and Irish Legal Information Institute,20 prohibits 
the ‘external indexing of documents’ or the publishing of any materials 
on external websites as a form of risk management.21 But while imposing 
publishing and use exemptions may work for certain categories of docu-
ments, working at scale requires varying and intuitive approaches.

Even when legal requirements for sensitive data are met, determin-
ing the level of risk from an ethical point of view is still at the archives’ 
discretion. In a recent interview, a director of Special Collections at a 
prestigious American library discussed the ethical nature of the archive.22 
They recalled an occasion with the collection of Susan Sontag’s emails 
held by UCLA, where a student published an essay on a personal relation-
ship detailed in the emails. The legally protected information had been 
redacted, but some personal information had remained, revealing the 
additional ethical concerns archives must consider when presenting an 
individual’s intimate correspondence. 

Al technology can help to bring archival material to light, but it can-
not replicate (at least not yet) the human processing that goes into ethi-
cal decision-​making, or anticipate the connections users may potentially 
make from redacted materials. While placing prohibitions for external 
indexing and unauthorised use on sensitive documents may help to mod-
erate risk, it is not sufficient to prevent harmful use. In this sense, finding 
a balance between usability and limiting the potential misuse of archive 
materials must be addressed by adequate risk management. As the num-
ber of born-​digital records continues to increase, and the capacity of 
expert assessment becomes overstretched, there are AI technologies that 
are enabling risks to be managed and reduced.

Risk, uncertainty and trust

The scale and growth rate of the digital world have strong implications on 
digital recordkeepers. Technology provides an opportunity to empower 
archivists with new capabilities of processing and inference from digital 
collections otherwise lost in the deluge of information. But in this pro-
cess, two questions need to be answered: (i) To what extent do we try 
and use AI to help us? (ii) How can we be mindful of the harmful uses of 
material that we are trying to prevent through the application and use 
of AI?23 To answer these, TNA is investigating technologies and tools to 
manage risk and uncertainty while reconciling with trust. 
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One of these is the use of blockchains, or distributed ledger tech-
nology (DLT). A blockchain is a series of blocks of digital data stored in 
a digital ledger (like a database) that multiple organisations can main-
tain, check, share and add to, but, most importantly, the data in the 
blockchain cannot be altered. The claim that blockchain is immutable is 
supported by the decentralised nature of blocks of data. If an attempt 
is made to change any of the data, this needs to be verified by the other 
blocks in the chain, making editing nearly impossible. The ARCHANGEL 
project combined the use of blockchain and AI to guarantee the authen-
ticity of digital records and foster trust while accounting for some of the 
most important weaknesses of digital archives –​ including their depend-
ency on ephemeral file formats.24 Statistical risk management allows risk 
models to incorporate the uncertainty surrounding the digital collections 
in terms of the probability of known events and unknown variables. To 
this purpose, TNA has explored a Bayesian network. A Bayesian network 
is a graphical model that represents a set of variables and conditions; 
they are often used for probability analysis. These networks can either be 
specified by an expert or, for larger models, trained using data, such as 
that stored in blockchains. In conjunction with the Applied Statistics and 
Risk Unit at the University of Warwick, TNA have developed the Digital 
Archiving Graphical Risk Assessment Model (DiAGRAM) to provide a 
decision support system capable of quantifying risks and benefits of pos-
sible interventions and help prioritise investments (Barons et al 2021).

The adoption of AI in many sensitive domains has raised aware-
ness about the implications of this technology for decision-​making 
processes, highlighting the requirements for fair, accountable and 
transparent tools. A tool that has attempted to answer this need is 
explainable AI (XAI). Discussed in more detail below, XAI allows its 
decision-​making processes to be understood by humans, unlike AI, 
and this enables users to ensure that the XAI is making good deci-
sions. However, the focus of the research community has been mostly 
directed towards the technology, forgetting the role of humans and 
their environment when engaging with AI.

Blockchain to establish the authenticity of records

It is natural, talking about archive preservation, to think about the physi-
cal artefacts and how to protect them from damage and natural dete-
rioration. This concept, although less intuitive, also extends to digital 
archives. There are many challenges posed by the preservation of digital 

 

    

 

 



Navigating AI  for Cultural Heritage Organisations30

  

and born-​digital archives, but one crucial aspect is related to integrity 
and trust. Indeed, while the possibility of copying digital content allows 
for escaping the natural expiration date of storage supports, it paves the 
way for digital corruption, tampering and modifications. Some of these 
are wanted. Redacting sensitive records or removing personal informa-
tion is essential to open archives to the public. Others conceal malevo-
lent intentions such as rewriting history or generating fake or counterfeit 
artefacts, or simple faults and corruption of the supporting devices. How 
do we guarantee that unauthorised manipulations do not take place 
while still allowing authorised modification to happen? How can this 
process be carried out in a way that engenders trust towards archival and 
memory institutions?

Technology may provide the answer through the combination of 
DLTs and AI. As pointed out by Lemieux (2016), ‘the discussion about 
trusted records or systems boils down to two interlinking concepts: relia-
bility and authenticity, and closely related concepts such as identity, integ-
rity and provenance’. Blockchain, the technology used as the backbone of 
Bitcoin, can be exploited to ensure trustful digital records: ‘In medieval 
time, pages of court records were stitched together into a patchwork, an 
obvious hole would be left if anyone removed a page. Today, blockchain 
uses a similar idea to stitch together blocks of data to detect tamper-
ing’ (ARCHANGEL Project 2019). In a blockchain, trust is achieved by 
using a decentralised database to keep a record of transactions, usually 
packaged in blocks along with a hash code pointer (a unique reference 
code), used to check the integrity of the block. The focus of trust moves 
from the individual parties to the network of members (called nodes) 
which are now required to reach a consensus before a block is added to 
the chain (Open Data Institute 2018). Generally speaking, a consensus 
of 51% is required to modify data in the blockchain, making the addi-
tion of malicious blocks incredibly difficult. Additionally, to remove the  
risk of malevolent parties taking control over such data, permissioned 
access can be implemented.

ARCHANGEL, which brought together TNA, the Open Data Institute 
and the University of Surrey, used permissioned access to provide reader 
access to the general public. In using a permissioned ledger, it is possible 
to reach a balance between control and transparency. From one side, the 
general public can access and view the records and openly verify their 
integrity. On the other, only authorised individuals are allowed to add to 
the ledger. The consensus to add a block to the chain is achieved through 
two practices based on a process called proof-​of-​work (PoW), that is, 
proof that the work of a participant ‘node’ qualifies them to add to the 
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blockchain (this is usually gauged through the completion of a complex 
computational puzzle). One implementation of the practice allows only 
private nodes, maintained by multiple archives and memory institutions 
(AMIs), to generate such PoWs. Another form allows access from the 
public, but controls write access by using a smart contract (a computer 
program that acts like a third party) with a user key to verify the identity 
of the user (Collomoss et al 2018; Porat et al 2017).

In a DLT, ‘fingerprints’ (i.e., hash codes) are used to uniquely 
identify a digital object. These fingerprints exist within the content 
metadata of a file, so even if the system metadata (such as its name or 
extension) is altered, the hash identifier remains the same. They are 
deposited in a DLT-​based system in order to (i) ensure that there were 
no unauthorised modifications since the deposit of the fingerprint and 
(ii) if there were authorised modifications, these leave a transparent 
auditable trail. In this way, it is possible to ensure the identity, integ-
rity and provenance of digital objects. The verification of authenticity 
is based on the match between the deposited fingerprint and the one 
generated by the object.

However, to address integrity and authenticity in archival records, 
emphasis needs to be placed on new media, like audiovisual streams, as 
these forms of records are becoming a predominant way of documenting 
and capturing our society. The wealth of publicly available video, photo 
and audio, combined with the unscrupulous use of AI to generate new 
content, is at the basis of phenomena like fake videos (‘deepfakes’) or 
simply video/​photo editing. To ensure archival integrity and limit the 
risk of manipulation, the US National Archives incorporated hash codes 
within the metadata of the John F. Kennedy assassination archive (Bhatia 
et al 2020).

In addition to being highly subject to distortion and manipulation, 
video media forms are characterised by their ephemeral nature, often 
relying on formats that are quickly becoming obsolete. This can present 
issues, even with the use of hash codes, because although the code will 
only alter if the content of the file is altered, opening files in different-​
format applications (like creating a PDF from a Word document) changes 
the embedded content, and therefore the hash. The changing of file for-
mat in this way is known as transcoding. The need to create a copy due to 
transcoding can easily result in errors and corrupted files, hence requir-
ing methods capable of detecting accidental or malicious alteration of 
content while being invariant to format. It is important, then, to decouple 
the object from its format, which may change over time. While this can 
be easily done for textual data, it is more complex for formats like videos.
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To solve this issue, the ARCHANGEL project created digital ‘finger-
prints’ that were ‘sensitive to tampering, but invariant to the format’ (Bui 
et al 2019, n. p.). Using blockchain technology, the content-​based hash, 
the file identifier and a unique identifier of the process used to extract the 
hash were stored with other metadata to ensure the file’s and format’s 
integrity as technologies change (Collomosse et al 2018). In addition to 
an integrity check, smart contracts, which are essentially programma-
ble contracts that sit on the blockchain and are run when predetermined 
conditions are met, could be used to access the metadata associated with 
the object fingerprint, providing support to implement indexing and 
search capabilities over these digital objects.

The need to provide mechanisms to check for authenticity and 
integrity by detecting attempts at tampering and forgery is also the 
motivation behind a research and development project conducted at the 
National Archives of Korea (Wang and Yang 2021, 90), which led to two 
case studies to inform the adoption of this technology using Hyperledger 
Fabric (Hyperledger Fabric 2020), an open-​source blockchain plat-
form designed for use in enterprise. The first study was inspired by 
ARCHANGEL and aimed at using blockchain to verify the authenticity of 
audiovisual content and provide an audit trail of transactions. The sec-
ond focused on datasets generated by government agencies and aimed at 
ensuring the integrity of datasets from tampering and forgery when they 
are self-​managed and stored in multiple institutions.

Balancing risk and access

Two main concerns of digital archives are inevitably connected with the 
risks associated with preservation, from faulty devices and file corrup-
tion to missing metadata and loss of integrity, and access. Risk manage-
ment’s ‘ultimate goal is to define prevention and control mechanisms to 
address the risk attached to specific activities and valuable assets, where 
risk is defined as the combination of the probability of an event and 
its consequence’ (Barateiro et al 2010). It is natural to think of pairing 
archive preservation and access with risk management processes, since 
these help to identify the limitations of the context, to assess the risks 
and plan for treatments. Barateiro et al (2009) propose an approach 
to risk management specific for digital preservation consisting of three 
steps: (i) identification of requirements; (ii) classification of threats and 
vulnerabilities; and (iii) treatment of the risks deriving. However, one 
limitation with these types of approach comes from the impossibility 
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of quantifying outcomes and probability, hence resulting in qualitative 
evaluation rather than quantitative indication for decision-​makers. In an 
environment often constrained by high volume of data and low available 
resources, how to select what to preserve and prioritise accordingly?

This is the concept behind the ‘Safeguarding the Nation’s Digital 
Memory’ project: to approach preservation risk by employing statistical 
methods for decision support based on data and evidence (Merwood 
2020). The outcome, DiAGRAM, combines the knowledge of domain 
experts and statisticians into a Bayesian network used to infer the risks 
associated with four key areas:

1.	 preservation –​ caused by the fluidity and fragility of digital artefacts;
2.	 context and provenance –​ due to the facility with which these records 

can be moved around, lost or hidden;
3.	 transparency, trust and inclusion –​ imputable to the greater complexity 

faced by digital archivists when creating a digital story; and
4.	 policy –​ when idealistic benchmarks, processes, standards and mod-

els collide with the lack of resources for local and small archives, and 
their necessity to prioritise.

The risk here is that standards and processes hinder the archival pres-
ervation process. Hence, the project aims to provide practical decision 
support tools that guide archivists through the quantitative assessment 
of risks and threats. Through these quantifications, decision-​makers can 
examine different risks and benefits associated with threats and make 
informed decisions and plans. Additionally, the use of statistical risk mod-
els provides the flexibility to adapt through time and navigate risks when 
it is hard to predict all possible outcomes and uses of a digital collection.

The power of the model resides in its capability to tackle uncertainty, 
that is, to provide estimates even in the presence of limited or imper-
fect data. This is a characteristic of Bayesian networks, which provide a 
framework to model expert knowledge necessary to compensate for the 
lack of information and provide a robust tool for reasoning under uncer-
tainty. However, even when risk management practices are employed, 
there are challenges due to the lack of shared details around the experi-
ence of system failures, as pointed out by Dearborn and Meister (2017, 
83–​93). To this end, the authors discuss the past experience of failures 
within the MetaArchive Cooperative as a way to plan for success in the 
future. Openness and transparency can thus be interpreted in terms of 
shared experience and practices.  
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Explainable AI to build trust

As AI is creeping into many aspects of our life, it raises questions regard-
ing the reliability of these systems and, consequently, the risks deriving 
from AI-​based decision-​making. While the black-​box model fuelled by big 
data and complex deep architectures has determined the popularity of AI 
solutions in many domains in the past decade, now we are faced with the 
requirements of interpretable and explainable models as the top prereq-
uisites to establish fairness, accountability and trust in this technology. 
Although often used interchangeably, explainability and interpretability 
refer to two separate aspects of AI algorithms. Interpretability looks at 
how an AI works, focusing on what the algorithm does. Explainability 
is concerned with how the AI behaves, and aims at creating a trust link 
between the AI and its users, producing insights into their decision-​
making (Bunn 2020).

But how can an AI explain itself? In ‘Explaining explanations: An 
overview of interpretability of machine learning’ Gilpin et al survey cur-
rent work on XAI, trying to identify challenges and foundational concepts 
used to create a taxonomy of XAI approaches. There are three categories 
for XAI (Gilpin et al 2018, 86):

1.	 Processing, that is, methods that try to rebuild the internal decision 
process of the algorithm, trying to identify connections between input 
and output. This category of XAI is mainly concerned with the impact 
of AI on users, and how to create transparency, and eventually trust, in 
their use.

2.	 Representation looks at the internal model of the AI, trying to under-
stand how data are represented. This is particularly important to help 
understand the role of bias in data and how this propagates in the 
algorithm.

3.	 The last category looks at ways of producing explanation, that is, the 
capability of AI to engage in a conversation around its own decisions.

It is interesting to note how concepts of transparency and accountability 
are shared between AI and digital archives. In this way, the next step is to 
direct efforts towards a shared definition that benefits people.

As Abdul et al have pointed out, while the AI community is work-
ing towards explainable algorithms, ‘their focus is not on usable, practi-
cal and effective transparency that works for and benefits people’ (2018, 
10). Building towards a shared view, the workshop on ‘Human-​Centred 
Explainable AI’ (HeXAI) organised by University College London (UCL) 
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and TNA focused on the human-​centred multidisciplinary exploration 
of and engagement with XAI. Working towards XAI there is a ‘need to 
understand a lot more about explanation as a contextual human behav-
iour with a role in cementing social cohesion and trust’ (UCL 2019). 
Building explainable AI is not just an algorithmic matter, but needs to 
consider the individuals, and the environment in which it will operate.

Conclusion

Over the past few years, TNA has been at the forefront of the explora-
tion of AI applied to archives and has contributed substantial thought 
leadership and pragmatic case studies for the wider libraries, archives 
and museums sector to reflect on and learn from. The work has been 
driven by the knowledge that how archives select, appraise, manage, 
preserve and provide access to their collections has changed, and con-
tinues to change dramatically as digital technologies develop. From early 
trials with eDiscovery and computation tools to support selection and 
appraisal processes, to collaborative projects with emerging technolo-
gies like blockchain, TNA has an established appetite for experimenta-
tion. However, while the adoption of AI has often been thought to solve 
problems related to the preservation and access of digital archives, it is 
also raising concerns regarding bias and ethics.

Indeed, AI can increase the risk of amplifying data and algorith-
mic bias, reinforcing stereotypes and skewed perceptions of the world, 
reframing discourse around popular topics statistically more prominent 
while filtering out niche views, and inducing decisions based on uncer-
tain assumptions, without enough consideration of their confidence. 
Explainability is seen as a panacea for trust, in turn relying on fairness, 
accountability and transparency (FACT). However, there is still a gap 
between the interpretation of trustworthiness and FACT within the AI 
and the archive community. While sharing a common vocabulary, they 
prioritise different aspects: algorithmic from one side, and humans and 
their environment from the other. Convergence among these points of 
view can inform both sides and lead to greater progress in their disci-
plines. Jo and Gebru (2020) have already highlighted the exemplary 
role that archives can play in creating datasets for learning algorithms. 
Building on the concepts of consent, inclusivity, power, transparency, 
ethics and privacy in archival and library science, the authors describe 
how these can be applied in machine learning to limit bias and ethical 
concerns. However, we also need to be pragmatic about the expectation 
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we set forth and the desired outcomes. Using data ‘in the wild’ is doomed 
to raise issues similar to those recently found in Buolamwini and Gebru’s 
study, which outlined the way ‘machine learning algorithms can discrim-
inate based on classes like race and gender’ (2018, 77). But would library 
staff have been aware of demographic bias in the datasets before such a 
study? The answer, as pointed out by Catherine Nicole Coleman, is ‘likely 
not’ (2020, 9). This is why an honest discussion needs to take place, 
where the focus shifts from ways to remove bias to ways of managing it. 
In doing this, guiding principles of beneficence, non-​maleficence, auton-
omy, justice and explicability can ‘serve as the architecture within which 
laws, rules, technical standards, and best practices are developed for spe-
cific sectors, industries, and jurisdictions’ (Floridi and Cowls 2019, 9), in 
which these principles can have either an enabling or a constraining role.
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Computer vision and cultural heritage
Catherine Nicole Coleman

This case study for the AEOLIAN project on computer vision applied to 
cultural heritage looks at critical points of intersection between research 
questions, the affordances of the technology, and curatorial desires. The 
primary focus of this case study is ‘Stanford Global Currents’, a project 
completed in 2016 that applied computer vision techniques to medieval 
manuscripts. The discoveries and outcomes of that project are used as 
a point of departure to touch on related work at other institutions, and 
independent work with computer vision applied to cultural heritage that 
has influenced how we think about search and discovery in libraries, 
archives and museums. The case study is based on interviews, project 
reports, conference papers and published research. Some key terminol-
ogy is defined, and core concepts of computer vision that are essential to 
understanding the project are explained, but this is not a study of how 
computer vision works, nor does it address in any detail the methods or 
techniques applied in the ‘Stanford Global Currents’ project. Nor is the 
case study about computer vision as a field of study. Rather, it is about 
what can be learned from computational approaches to archival research 
that rely in some way on computer vision for information retrieval. The 
reason ‘Stanford Global Currents’ remains an important case study today 
is not the technology they used, but how the researcher’s and curator’s 
engagement with the technology changed the research and influenced 
how technological innovation can be put to practical use in libraries, 
archives and museums.

The first section gives an overview of the project, its intended out-
comes and the approaches used. It also addresses the research ques-
tions that drove the project and the unexpected discoveries enabled by 
the team’s technologies. The second section, ‘Segmentation of images’,  
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delves into the way the technique of segmentation itself transforms 
the presentation of archival materials. This section looks back to an 
important project from 2011 that made use of computer vision turned 
on the archives to create windows into materials that were previ-
ously invisible. ‘Reconfiguring the collection’ considers the tension 
between what researchers want to see and what our systems of dis-
covery make possible. The systems and services that govern access 
to collections are grounded in textual description and classification. 
What happens when we just see the visual instead? The fourth section, 
‘Classification lessons’, looks at computer vision as a prosthetic that 
allows us to see differently. Computer vision algorithms are human-​
made, but they enable super-​human vision, similar to how binocu-
lars allow us to see clearly things that are far away. This technology  
has encouraged a critical examination of the assumptions built into 
classification systems. Finally, the conclusion, ‘Democratising access’, 
considers how computer vision is influencing new modes of discov-
ery and delivery of cultural heritage and why it plays an important 
role in reimagining the possible uses of and engagement with digital 
collections.

Images of all kinds live particularly complicated lives within the 
organisational and information retrieval systems of libraries, archives 
and museums. Discovery in these systems depends upon metadata, part 
of which includes descriptive text. This forces a visual medium into a 
textual system. Early work done by John Resig (2014) applying image 
similarity to anonymous Italian works at the Frick Collection, New York, 
revealed how existing metadata is incomplete and inaccurate. The impli-
cations of this mismatch between the image and its metadata are being 
explored anew as we adopt computer vision methods to augment descrip-
tion and introduce new modes of discovery.

In the visual studies field this shift is understood as an algorithmic 
reconfiguration of subject–​object relations, specifically an algorithmic 
intervention between the viewing subject and the object viewed. William 
Uricchio (2011) writes, ‘it is this algorithmic layer that stands between 
the calculating subject and the object calculated, and that refracts the 
subject-​centered world charted by Descartes, that merits closer inspec-
tion’ (Uricchio 2011, 27). Though Uricchio is particularly interested in 
very intentionally algorithmically constructed environments using tech-
niques like Photosynth and augmented reality, his underlying point that 
algorithmic processing fundamentally changes or realigns subject–​object 
relations is also relevant to the reordering of images within archives. 
The work documented in this case study demonstrates that a visual 
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(re)organisation of the past not only enables new ways of seeing, but 
changes, in turn, how we see and understand our archives.

This algorithmic turn for the sake of image exploration and discov-
ery has entered slowly into libraries, archives and museums. Even in the 
digital humanities, the vanguard of revisiting cultural heritage through 
computational methods, the analysis of text rather than images has been 
the norm, despite a call for visual cultural analytics (Manovich 2009). 
Optical character recognition (OCR) brought about a revolution in 
research and reading that has not been equalled for images. In the print 
world, the availability of large, digitised text corpora in libraries soon led 
to the availability of large, searchable and analysable text corpora. But 
when ‘Stanford Global Currents’ began, no such benefit was afforded to 
researchers working with handwritten materials. Nor has there been a 
practical and obvious technological intervention in image exploration 
adopted as widely as OCR. Computer vision, and specifically the develop-
ment of convolutional neural networks and transformer models, is begin-
ning to change that equation and enable handwritten text transcription 
to match the OCR of print materials.

Digital humanists have been exploring applications of computer 
vision to better understand and engage with digitised materials from the 
past. In Seeing the Past with Computers, the editors Kevin Kee and Timothy 
Compeau (2019) argue that ‘seeing technologies’ are becoming essential 
tools for historians. This move is inevitable, in part due to the quantity 
of material being generated but also because it presents new avenues for 
investigation of the past. In the early 2010s this work was still consid-
ered experimental; now it is becoming essential and, as this case study 
will demonstrate, cultural heritage institutions are helping to shape the 
technology in collaboration with researchers. Libraries, archives and 
museums are often doing the digitisation work. Even in the cases where 
libraries are acquiring materials that have already been digitised, since 
they are responsible for storing and preserving those materials, they are 
also responsible for making them accessible in ways that are aligned with 
these new modes of inquiry.

Stanford Global Currents

The ‘Stanford Global Currents’ project began in February 2014 as part of 
an international, inter-​institutional research project with team members 
in the United States, Canada and the Netherlands. The overarching multi-​
institutional project was known as ‘Global Currents: Literary Networks, 
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c. 1090–​1900’ and was spearheaded by Professor Andrew Piper at McGill 
University. That larger project considered book production over time, 
across geographies and languages. The Stanford project, which is the 
focus of this case study, looked at British manuscripts. Expertise in com-
puter science, humanities research, and library technology was brought 
into conversation to explore image processing and machine learning 
applied to textual and codicological analysis. The team, led by Professors 
Elaine Treharne and Mark Algee-​Hewitt, and Dr Benjamin Albritton, 
received funding from the National Endowment for the Humanities’ 
‘Digging into Data’ programme.

The Stanford team used an already digitised corpus of manuscripts 
from the Parker Library of Old-​English Manuscripts,1 a collaborative pro-
ject between Stanford University and Corpus Christi College, Cambridge, 
consisting of 210 manuscripts dated between 1060 and 1220 with 63,000 
total page images. The manuscripts were digitised, but not transcribed. 
The Stanford corpus was made up of medieval manuscripts from a range 
of genres, spanning two centuries, 1080–​1220, and including text in three 
languages: Latin, English and French. Even printed material across a 200-​
year span varies significantly in letterforms. What makes computational 
approaches to the transcription of medieval manuscripts particularly diffi-
cult is that each object is unique. As Treharne (2021) explains in Perceptions 
of medieval manuscripts: The phenomenal book, the materials upon which the 
scribes have written will show variations from one square inch to another. 
In addition, there are idiosyncrasies at the level of the format, which could 
be sheets or scrolls, and differences between the stylistic patterns and 
choices of the scribes. Handwriting text recognition (HTR) has improved 
significantly in recent years and is explored in Case Study 5, but at the time 
of this project, in 2014, it remained a particularly challenging task.2 ‘Global 
Currents’ set out to experiment with two different approaches of visual lan-
guage processing. One approach was to identify similarities of lexical for-
mation in handwritten materials. This investigation had, initially, similar 
goals to OCR for print. The idea was to automatically discover and isolate 
particular words, which might allow manuscripts to be machine-​read.

In order to achieve automation of this kind, it is necessary to col-
lect enough varied examples of the same word, or token, that the lexical 
recognition software could learn to recognise that token when it encoun-
ters an example it has not seen before. This is a fundamental concept of 
machine learning: given enough examples, it is possible to train a model 
to identify with some measure of accuracy another example of the same 
kind of thing. Producing the necessary training data for this effort proved 
extremely difficult and time-​consuming. One issue, as mentioned above, 
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was the material qualities of the folios themselves. A number had to be 
weeded out of the process because of damage, intentional annotations, 
marginalia and other marks that interfered with reading the selected 
words. In addition, the texts contained characters that are not in con-
temporary use in English or Latin, such as ð, Ð, þ, æ, Þ, Æ, Ƿ and ƿ. And, 
of course, there was the inherent variability resulting from the fact that 
the documents are handwritten rather than typeset. The clear frustration 
with the process is written into the team’s report. They wrote, ‘the soft-
ware initially showed few signs of learning: even at the end of processing 
one of the manuscripts, when nearly 60 examples of the word “thing” 
had been entered, the software was still not able to reliably recognise the 
token’ (Treharne 2016, 3).3

Though the transcription effort was not successful, the pro-
cess yielded new insights into the kinds of variation in the manu-
scripts. MONK,4 the lexical recognition software developed by Lambert 
Schomaker’s team at the University of Groningen, presented the group 
at Stanford with an analysis of the selected images of words for review 
and verification. By taking individual images of words from the folio and 
looking at those visual fragments side by side, the Stanford team discov-
ered that certain scribal characteristics were identifiable across manu-
scripts. Abbreviations, for example, have distinctive characteristics that 
make it possible to distinguish between scribes not only within the same 
codex, but across different codices. This was just the type of cross-​textual 
analysis the project was hoping to discover. This offered clues to many 
possible investigative paths. To identify a distinct scribal hand, for exam-
ple, across a corpus that spans two centuries and multiple geographic 
locations, one can learn a tremendous amount about scribal practices. It 
was at this point that the team’s attention shifted from trying to extract 
words held within the texts to what could be learned from a computer 
vision enabled study of the material qualities of the manuscript.

A study of the relationships between elements in the page layout or 
mise-​en-​page was undertaken in collaboration with Professor Mohammed 
Cheriet at the Synchromedia Laboratory at École de Technologie 
Supérieure (ETS) in Montreal. Rather than attempting to recognise 
words as they did with MONK, with Cheriet the team turned their atten-
tion to identifying the information retrieval tools used by medieval 
scribes and designers. The features considered included running heads, 
catchwords, writing grid format, litterae notabiliores, enlarged initials, 
minor flourishes and decorative devices, rubrics, intertextual space, ink-​
filled graphemes and interlexical space. Over the course of the project, 
these four became their focus: litterae notabiliores, notable letters that 
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mark the start of a section; enlarged initials, which, as the name suggests, 
are large initials usually drawn two or three lines high in red, blue, green, 
yellow or purple; rubrics, which are titles of new texts or important sec-
tions of text, almost always in red in the body of the text; and intertextual 
space, which is white space within text, often found around rubrics and 
enlarged letters. Intertextual space is an important component of page 
design. For example, the amount of space in a manuscript often reflects 
the resource available to the scribe-​compiler.

This shift in attention to mise-​en-​page proved to be a particularly 
fruitful study of manuscript production in the long twelfth century. 
Cheriet’s team successfully identified the four visual features of interest 
to the Stanford team. Work with those important page elements revealed 
trends in their evolution. As recorded in the white paper, ‘palaeographical 
and codicological developments in the second half of the twelfth century 
are critical and include notable shifts in the complexity of folio design 
(double-​ or triple-​column from single; introduction of running heads; 
systematisation of rubrication; introduction of more navigational aids, 
including capitals, capitula; and recognition of the significance of clearly 
demarcated textual boundaries)’ (Treharne 2016, 3). The study of mise-​
en-​page also allowed them to make important discoveries about localisa-
tion. ‘Localisation remains one of the most vexed, but important, aspects 
of manuscript studies in modern scholarship: fewer than one-​third of 
manuscripts can be assigned to a place of origin’ (Treharne 2016, 3).

What really made the work of Cheriet’s team valuable was the 
Stanford team’s ability to analyse the results in digital image galleries 
on a page. The galleries provided a link from the visual feature out to 
the full codex so they could see that feature in its native context. This 
was new. Research questions that had emerged from traditional scholar-
ship, which, as their report explains, involves looking through the mate-
rial folio by folio, quire by quire, codex by codex, could now be tested 
by seeing all types of a feature together, side by side. This view on the 
material, which is simply impossible when working with physical objects 
or even digital surrogates that are arranged only for page-​by-​page online 
viewing, became the catalyst of a cascade of questions answered and the 
formulation of new questions.

Segmentation of images

‘Focusing on singular components aligned, often fortuitously, really does 
show this old material in a new light’ (Treharne 2016, 14).
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Within the field of computer vision, image segmentation describes 
partitioning an image into meaningful regions or objects for processing. 
Images can be segmented, for example at the pixel level or at the level 
of the bounding box. At the pixel level, you can more precisely capture 
the shape and contours of a region, whereas the bounding box is, as it 
sounds, a simple box. The bounding box approach is often used during 
the process of creating labelled training data. As in the preparation of 
training data for MONK mentioned above, a person draws a line around 
the word ‘thing’ in a manuscript and labels it as ‘thing’. Algorithms can be 
trained to identify objects, regions and faces, and, today, are commonly 
used in policing and surveillance as well as in the commercial products 
used by owners of smartphones and people browsing the internet.

The web project ‘The real face of White Australia’ developed by Tim 
Sherrat and Kate Bagnall in 2010 applied algorithmic face detection to 
an archive.5 The results captivated librarians, archivists and curators, 
and transformed our engagement with the material. The online project 
presents the visitor with a page of 100 faces, no text. Scrolling down the 
page produces more and more faces. The images of faces were selected 
from thousands of immigration documents held in the National Archives 
of Australia – the result of the ‘White Australia’ policies of the nineteenth 
and twentieth centuries intended to limit and discourage immigration 
by non-​Europeans. A practice that was first instituted in the port city of 
Sydney in New South Wales to keep track of convicted criminals, which 
involved taking mug shots accompanied by descriptions of distinctive 
physical traits, was later applied to people crossing all borders into and 
out of Australia. The intent of ‘The real face of White Australia’ was to 
reveal the people inside systems of historical record-​keeping; because 
the photographs in these archival documents identify race as well as face, 
this gallery of faces very intentionally confronts Australia’s claim of being 
a white country (Sherratt and Bagnall 2019).

‘The real face of White Australia’ offered an entirely different and 
compelling way to see and engage with archival records; a visually strik-
ing collage of faces and a document browser. ‘We know that the records, 
the photographs, the handprints, all carried emotive weight,’ wrote 
Sherratt and Bagnall, ‘it was the very reason we sought to expose them. 
What we did not quite realise was the effect of scale. Bringing all those 
photos together, without interpretation or intermediation, created a dif-
ferent type of experience’ (2019, 21). They scraped the document images 
from the National Archives of Australia and then used an open-​source 
Python computer vision library to detect the faces. The facial detection 
algorithm returned coordinates to define a bounding box where a face 
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is detected in the image. Based on those coordinates, they could crop 
the original image, save the selection as a new file, and present a wall 
of faces –​ large thumbnail images that link through to the full docu-
ment image.

The ‘Stanford Global Currents’ project galleries of litterae nota-
biliores, enlarged initials, rubrics and intertextual space do not carry 
the immediate social and political power that the faces in Sherrat and 
Bagnall’s work do, but they, too, transformed the research process, 
leading to unanticipated questions. The outcomes described in the pro-
ject white paper explain how taking elements out of the page and plac-
ing them side by side in gallery view provided an experience that was 
entirely novel:

The gallery has had useful consequences in permitting the team to 
formulate and begin to answer globally significant research ques-
tions. For instance, from experience of working with medieval 
manuscripts, it might be assumed that green is a prevalent color 
in the embellishment of large capitals. Our results indicate that 
this is not the case, and that where green does occur, it may have 
important information to provide about date and place of origin of 
the manuscript. Our rapid overview of manuscript mise-​en-​page, 
facilitated by the gallery of images, also intimates that it is possi-
ble to offer a chronological typology of features of decoration; of 
the introduction of running headers; of the uses of rubrics; of the 
tendencies towards effects, like diminuendo display scripts, by par-
ticular scriptoria at particular times. (Treharne 2016)

‘Stanford Global Currents’ used image segmentation as part of the pro-
cess of defining regions of interest on manuscript folios that would be 
used by their partners as training data for the machine learning models. 
The Stanford team drew bounding boxes around the litterae notabiliores, 
enlarged initials, rubrics and intertextual space. As mentioned above, 
the bounding box defines coordinate space on an image which makes the 
selection of part of an image possible. The team used IIIF (International 
Image Interoperability Framework; Snydman et al. 2015), a set of appli-
cation programming interface (API) specifications, to support the entire 
process of viewing the digitised folios, annotating them with area selec-
tions, delivering the annotations to the team in Montreal, receiving the 
results and viewing them in galleries. They explain this process in the 
white paper:
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A secondary, but significant, research goal was to test the mecha-
nism for large-​scale image processing to be done on a corpus of dig-
ital resources held by an institutional repository in such a way that 
all new knowledge produced through analysis of those resources 
could be re-​incorporated into the repository to enhance the digital 
resources themselves. This ‘virtuous circle’ of scholarly communica-
tion, where a project consumes and then enriches re-​usable reposi-
tory data, has proven to be an ongoing challenge in the information 
sciences and library communities. Using the protocols specified by 
the International Image Interoperability Framework (IIIF), the pro-
ject provided images via API (rather than the more usual exchange 
of hard-​drives through the post) and requested returned data be 
provided to conform to the IIIF specifications as well, insuring full 
re-​usability of the results outside of the context of this particular 
project. (Treharne 2016)

By using IIIF protocols, Cheriet’s team at ETS had the freedom to deter-
mine the size of the image they wanted to use. This is an important 
control for the computational team to have because the resolution of 
the image can have a significant effect on the success of the model. Too 
much information can take too long to process. It can also sometimes add 
unnecessary noise when considering visual saliency. And removing the 
long interruption of sending hard drives back and forth through the mail 
added to the thrill and satisfaction in the collaboration. Even in the very 
early stages of the collaboration, results could be viewed by the Stanford 
team almost immediately through simple HTML galleries pulling again 
from the archived image files. As Albritton described it, they were ‘pull-
ing the images on the fly as the processing is happening, as the presenta-
tion is happening, and as the re-​presentation is happening’ (2022).

Reconfiguring the collection

‘It’s like looking at the world through a kaleidoscope. You know what it 
looks like and then you put the kaleidoscope up to your eye and it’s a 
whole new world’ (Treharne 2022).

Both ‘The real face of White Australia’ and ‘Stanford Global Currents’ 
used the capabilities of computer vision to intentionally fragment the 
whole of an archive in order to see it in a new way. With the physical 
archive, cutting images out of documents would be a destructive act and 
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an illegal one. Medieval manuscripts have been particularly susceptible 
to this kind of damage. But the plasticity of the digital image makes what 
was a destructive act into a generative one. These transformative engage-
ments with the digital surrogates are, in some ways, opportunistic appli-
cations of a technology that was built for another purpose. Segmentation 
is intended for computational analysis, not human viewing. But these 
projects break down the barriers imposed by the technological systems of 
information delivery in our libraries and archives. ‘We are deeply in love 
with the records and the stories they reveal’ wrote Sherratt and Bagnall, 
‘We cannot say the same about the National Archives’ collection data-
base, RecordSearch’ (2019, 17). Discovery systems reflect the underlying 
data models and long-​standing data management practices within the 
institution rather than research practices. These systems, built to aid in 
discovery, can often hinder discovery when their organising principles 
dictate the questions one is required to ask to find objects.

Since machines trained to ‘see’ images do not see the way humans 
see, the results provide opportunities to see differently things we thought 
we understood well. The algorithmic layer that stands between the subject 
and the image object relies entirely on an abstraction of the visual object 
into numbers. Digital or digitised images are processed as a matrix of 
pixel values, effectively converting a semantically complex whole, as the 
human being sees it, into a grid of numbers that can be filtered, or broken 
up into sections, and analysed to identify subtle patterns and collections 
of patterns. As discussed above, much of the research in computer vision 
has focused on distinguishing objects represented in an image, known as 
object detection. Training an algorithm on labelled examples makes it 
possible to learn the features that make those examples similar to each 
other and, on that basis, find other visually similar objects. But some of 
the most important discoveries come from what could be understood as 
errors. Reflecting on the project years later Treharne noted, ‘Working 
with images the way that we did created contiguities that I would never 
have otherwise seen, but also strange juxtapositions’ (2022). Some of the 
ways that discoveries led to new research questions are captured in the 
‘Stanford Global Currents’ white paper:

Inductive research questions leapt off the galleries put together 
by Dr Albritton from the raw data sent from Professor Cheriet’s 
team. We were surprised to see how dissimilar particular litterae 
notabiliores are from others in the gallery. Dissimilarity might be 
attributable to national trends in color use; to the ‘rusticity’ of spe-
cific initials in manuscripts not produced at major writing centers; 
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or to the idiosyncrasy of scribe-​artists, who we might now be able 
to trace with greater precision. We were delighted to discover that 
manuscripts never before associated with one another might, in 
fact, be related in terms of their production methods. We saw this 
emerge through the serendipitous juxtaposition of initials in the 
gallery. (Treharne 2016, 9)

The serendipitous juxtapositions were made possible in part because of 
the segmentation described in the previous section, but also because the 
collections were presented based on visual features, not based on search 
terms. The galleries of visual elements created by the ‘Stanford Global 
Currents’ team were intentionally separated into the four classes that 
they were seeking so that they could compare similar items side by side. 
Since that time, a number of projects have applied computer vision to het-
erogeneous image collections in order to find visual similarities without 
predefining classes. There are echoes of the discoveries of the ‘Stanford 
Global Currents’ project in these other projects that reveal sometimes 
unexpected visual patterns in image collections.6

In 2017, the National Endowment for the Humanities funded 
an experimental computer vision collaboration between the Frank-​
Ratchye STUDIO for Creative Inquiry at Carnegie Mellon University and 
the Carnegie Art Museum. They worked on the Charles ‘Teenie’ Harris 
Photography Archive, a collection of 80,000 exposures by Charles Teenie 
Harris (1908–​98) who photographed Pittsburgh’s African American 
community for about forty years in the mid-​twentieth century.7 ‘One of 
the most detailed and intimate records of the Black urban experience in 
America’ (Luster, Levin and Record 2018). Working with 60,000 digitised 
images from the archive, they used the InceptionV3 classifier which was 
pretrained on labelled images from the ImageNet benchmark dataset to 
generate labels for each image. Then they took the top five labels from each 
photo and compared them with the top five labels for every other photo 
as a method of identifying similarity.8 The experiments with this type of 
automated classification revealed groupings like women in fur coats and 
car crashes –​ image sets that, according to collection archivist Dominique 
Luster (2018), could never have been discovered via the existing meta-
data.9 The results were surprising and intriguing. They also revealed the 
limits of applying an algorithm trained on twenty-​first-​century photos 
to images from the mid-​twentieth century. InceptionV3 is one of a set of 
convolutional neural network architectures developed by Google that was 
intended to automate captions for images. It is a pretrained supervised 
model, meaning that it has already learned to how to classify images into 
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many predefined categories. As Peter Leonard explained in his description 
of the Yale DH Lab’s experiments with the Inception algorithm, ‘There are 
likely to be labels such as “cup of coffee”, “cat”, and “automobile” –​ but 
you’re unlikely to find “parasol” or “steam engine”.’10

At the DH 2016 digital humanities conference in Kraków, Benoît 
Seguin presented an alternative way to use the Inception model, taking 
the penultimate layer of the convolutional neural network, before text 
classification labels are assigned (di Lenardo, Seguin, and Kaplan 2016). 
Convolutional neural networks like Inception are multilayer architectures. 
The input to the process is the image and the output are the scores indicating 
how well the image matches the different predefined classifications. Layer 
by layer, it builds a more and more complex understanding of visual ele-
ments like edges, textures and shading, refining and aggregating that infor-
mation such that, at the penultimate layer, just before the image is rated by 
its similarity to specific classes, the algorithm has captured a sophisticated 
understanding of the image based on high-​level features that place it into 
multidimensional vector space. The image’s position in vector space makes 
it possible to relate it to other images that are similar based on those fea-
tures. The type of similarity that the algorithm produces at that penulti-
mate layer is complex and multidimensional, based on 2,048 features.

Sequin’s work was soon adopted by others working with materials 
from libraries, archives and museums. One of those experiments, again 
involving the STUDIO for Creative Inquiry, used Seguin’s technique to 
compare the visual distribution of collections in the National Gallery of 
Art (NGA).11 The NGA team used the uniform manifold approximation 
and projection (UMAP; McInnes and Healy 2018), a dimensionality-​
reduction technique to visually cluster the images in two-​dimensional 
space. They then placed them into a grid layout; ‘like pressing a flower 
into a book to best illustrate its unique botanical features, this reduction 
helps us do comparative work at a scale that wouldn’t be easy to do oth-
erwise’ (Lincoln et al 2019b). In an essay describing their findings, they 
describe unexpected, but explainable, artefacts of clustering based on 
the neural network’s featurisation:

If you look closely in the portraiture section, you’ll glimpse a black 
and white Robert Motherwell painting amidst the varied portrait 
heads. Although the Motherwell is an abstract painting, its forms 
do bear some resemblance to a silhouette, explaining why it ended 
up in the same visual neighborhood. Inception’s fixation on broad 
geometric qualities can eclipse more important features, though. 
For example, it is quick to cluster together circular paintings, 
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prioritizing the general overall outline shape over the fact that the 
Holy Family inside one tondo might be more appropriately placed 
next to other images of robed groups of figures. (Lincoln et al 2019a)

At the Yale DH Lab, Peter Leonard and Doug Duhaime decided to fully 
embrace the twin challenges of dimensionality reduction and featuri-
sation in the development of the dynamic, interactive PixPlot viewer 
(2018). Pixplot is a tool into which one can load and explore – by panning 
and zooming – tens of thousands of images. Like the NGA project, Pixplot 
makes use of UMAP, but Leonard and Duhaime stay with the topologi-
cal structure that the algorithm produces based on adjustable parameter 
settings rather than force it into a grid structure. Leonard describes the 
result as a ‘semantic field’ of images, which reveals continuities between 
feature clusters as you traverse it through a web browser. And yet, there 
is no one embedding result.

this dimensionality reduction is always contingent and arbitrary 
and actually stochastic … So when you’re doing UMAP, there are 
some defaults, but there are many levers you can pull. You can pull 
a lever that says, ‘Take account of more neighbours in the high 
dimensional space when you then compress, or take account of 
fewer’ … instead of having a static visualization of positionality, you 
could have a world where, with certain parameters for dimensional-
ity reduction, you would get the cups near the saucers and in other 
parameters, you’d get the cups near the bowls. (Leonard 2023)

Both the dimensionality reduction parameters and the featurisation 
parameters are potentially mutable and the fact is that outcomes are 
somewhat arbitrary. This idea that a curator or researcher can intervene 
or ‘pull levers’ to see the collection in different ways provides agency 
and opens opportunities for the kind of shifting kaleidoscope view that 
Treharne values. Both approaches, in different ways, inspire and facili-
tate a critical examination of classification in libraries, archives, muse-
ums and academic fields of study. 

Classification lessons

There are two primary genres of classification problem that the project 
teams mentioned in this case study have encountered. One appears 
when, trying to train an algorithm to understand existing classification 
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schemes, it fails because those existing classification schemes are incor-
rect or inadequate. The other appears when a pretrained model is used 
that has –​ built into it –​ assumptions about how things ought to be clas-
sified and organised that are problematic in many ways. A close look at 
the lessons learned about classification by ‘Stanford Global Currents’ 
and those of other projects in libraries, archives and museums that make 
use of the techniques of segmentation and reconfiguration of collections 
based on visual features, point to ways that computer vision can contrib-
ute to a critical assessment of discovery systems.

Treharne (2022) found that the ‘Stanford Global Currents’ project 
revealed to her how unhelpful contemporary classifications of data can 
be: ‘You have to have [the algorithm] distinguish between things that we 
categorise as the same thing when, in fact, they are not at all the same 
thing.’ An example of this problem arose when determining which exam-
ples should define the class litterae notabiliores. Litterae notabiliores are 
often decorated with flourishes and are visual cues for the beginning 
of a new textual item. The team soon discovered that the class litterae 
notabiliores contained at least three different types of visual cues for the 
start of a new paragraph. And litterae notabiliores as a category was dif-
ficult to distinguish from the ‘enlarged initials’ category because both are 
enlarged initials. Litterae notabiliores can be very large initials when at 
the beginning of a text or they can be smaller, pen-​drawn initials indicat-
ing a new ‘paragraph’ or section.

Another class that challenged their assumptions about which infor-
mation retrieval devices are most important in medieval manuscripts 
was rubrics. Rubrics are titles of new texts or important sections of text, 
almost always in red in the body of the text. The algorithm trained on 
examples of rubrics ended up finding other similar elements, like numer-
ation systems, that were red, but not rubrics. As with the application of 
the litterae notabiliores class, a computer vision algorithm in the hands of 
a subject expert becomes a versatile instrument that not only speeds up 
the process of identification of visual elements, making study on a much 
larger scale possible, but also allows the subject expert to see difference 
and distinctions with more precision.

Computer vision can, similarly, serve as an instrument in the hands 
of information professionals who are actively seeking ways to improve 
cultural awareness in curatorial practices in order to address the legacy 
problems with textual classification systems and the way they define what 
can be discovered (see Engseth 2018). It can begin, as in the ‘Stanford 
Global Currents’ project, with examining the classification practices of 
the field. There are striking examples of racial bias in classification made 
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obvious by comparing a search term to the results. Writing about collect-
ing infrastructures, Yanni Loukissas (2019) recounts a presentation in 
2015 by Marya McQuirter in which she reveals the way the academic 
descriptions of artwork that drive the search engine reveal the racism 
in the curatorial practice. McQuirter demonstrated that searching a 
Smithsonian online image catalogue for the term black would bring up 
examples of work by African American artists because the curators docu-
ment racial identity in those descriptions, whereas a search for the term 
white brings up little about race. Dominique Luster (2021) describes this 
in terms of the dual problems of white normativity, in which whiteness 
appears neutral/​natural/​right, and the white gaze in which the descrip-
tive practices assume that the viewer is white. Applying pretrained classi-
fier algorithms produces similar biases, even if, as in the examples above, 
the classifier is used for its ability to produce a visual representation of 
similarity. That layer of high-​level visual abstraction that considers a 
Motherwell painting similar to a silhouette is also capable of propagating 
the bias that McQuirter revealed in a keyword search in the Smithsonian’s 
online catalogue because the similarity of the visual elements is ulti-
mately defined by the label that a human being has given them.

Biases in pretrained commercial models are difficult to trace because 
the practice of tracking provenance and documenting data collection are 
not part of the process. Pretrained computer vision models, as described 
above, are intended to assign labels or categorise images. Not only are 
the criteria for selection of those categories entirely different than those 
applied in libraries, archives and museums, the data collection practices 
are, too.12 Thomas Smits and Melvin Wevers (2022) looked closely at six 
of the widely used benchmark datasets to understand how they were col-
lected and how they were used to train computer vision models. What 
they discovered is that the image collection was not rooted in any theory 
of visuality. Rather, it was based on matters of economic convenience 
including the availability of images, perceived practical applications, and 
a favouring of categories that can be unambiguously described by text.13 
In other words, they did what was expedient. This approach reflects the 
big data conceit that not only is more data better but that lots of data 
render theory dead. It is particularly problematic when it drives image 
search in commercial services like Google that are guided by business 
interests rather than operating, as libraries, archives and museums more 
often do, in the interest of the public good.14 But libraries, archives and 
museums are also often driven by expediency and expense. And legacy 
problems with classification systems are expensive to solve. With visual 
materials, as Benjamin Lee (2021) has argued, biases are also propagated 
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through the long history of digitisation practices even before machine 
learning enters the process.

Conclusion: democratising access

Computer vision and other applications of AI are understood in the 
context of computer science in terms of automation and optimisation. 
But these tools in the hands of librarians, curators, artists, designers 
and scholars more often drive critical encounters with the systems that 
organise, classify, restrict and confine access to cultural heritage. In our 
attempts to train machines to see as we do, our own biases and nor-
mative assumptions are revealed. This tension between the stochastic 
machine and the specialised academic training that we impart to it is, as 
in the ‘Stanford Global Currents’ project, encouraging a more pluralistic 
approach to interpretation with an underlying motivation of liberating 
the objects of study to better provide access to cultural heritage.

The ‘Stanford Global Currents’ project challenged assumptions 
about the interpretation of manuscript materials. The collaborative 
nature of the project meant that people who had never encountered 
medieval manuscripts before were seeing them and sharing their experi-
ences with the research team. The Stanford team reflected on this as a 
design opportunity in the white paper: ‘The team at Stanford will deter-
mine if these initial audience responses can be employed in the design 
of better interpretative frameworks for digital repositories that present 
complex early textual materials, often to interested viewers who have lit-
tle or no expertise in paleography, codicology, and modern methods of 
curation and display’ (Treharne 2016, 8).

At the Harvard Art Museums, Jeff Steward, the Director of Digital 
Infrastructure and Emerging Technology, has similar motivations. His 
institution holds about 250,000 art objects. ‘When you run the numbers’, 
says Steward (2022), ‘it’s less than 1% that is ever physically on view’. 
Much of the material has been digitised, but the cataloguing remains 
very thin. This problem of the cataloguing backlog is common at insti-
tutions that hold unique objects. At https://​ai.harvar​dart​muse​ums.org, 
Steward created a space where the digital images of items in the collec-
tion can be searched based on terms applied by pretrained computer 
algorithms. But rather than attempting to reduce the machine-​generated 
labels to the top three terms, Steward allows the patron to see competing 
results from four different commercial services, including the confidence 
levels for each tag. When machine-​generated labels are used in existing 
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information retrieval systems, an opportunity to engage with ‘seeing’ 
the image is lost. As Steward describes it, the academic descriptions that 
accompany objects in the museum are very subjective. They reflect the 
interpretation of the curator, based on their expert training. Exposing 
the variety of tags assigned by the commercial algorithms, including the 
confidence level, reveals uncertainty. In Steward’s words, this ‘exposes 
people to the idea that it is alright to have an opinion’ (2022).

Peter Leonard has taken image discovery in a different direc-
tion with something he calls ‘evocative search’ based on the dual text–​
image model Contrastive Language–​Image Pretraining (CLIP; Radford 
et al 2021), designed to predict a natural language caption to an image. 
Whereas ImageNet –​ the training data behind the Inception model 
used in projects described earlier –​ is based on labels and assumes the 
goal of object identification, the training data for CLIP is descriptive; it 
is taken from the many caption–​image pairs available on the internet. 
For Leonard, this means image search is open to adjectives and adverbs 
rather than things.

[With ImageNet] you could look for big categories like animal, but 
you can’t look for wildness. You can’t look for solitude[. T]he exam-
ples we’ve done with Stanford campus photographs are ‘together 
with friends’ or ‘a formal affair’. What’s nice about that is you’re not 
looking for tie. You’re not looking for dress. You’re not looking for 
tuxedo. You’re not looking for candle at dinner … you’re search-
ing a pixel distribution with a linguistic distribution, which is really 
powerful. And it’s what we are thinking about when we talk about 
evocative search. (Leonard 2023)

Making the wealth of cultural heritage objects accessible, whether to 
research or public engagement broadly, requires much more than dig-
itising them and presenting them as one-​to-​one virtual replicas of each 
piece online. For Peter Leonard and Jeff Steward, albeit in different ways, 
it also means extracting visual elements, maximising the capabilities of 
digital display, cutting through the narrowly academic descriptions of 
the objects in the catalogue, and exposing the subjectivity of human and 
machine descriptions. While these experiments going on within librar-
ies, archives, museums and galleries to provide access to the full extent 
of the catalogue may seem worlds away from the interests of a Stanford 
professor and Welsh medievalist specialising in manuscript studies, they 
intersect around the possibilities of computer vision to influence interpre-
tation. Since the ‘Stanford Global Currents’ project concluded, Treharne 
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has continued her work exploring digital interpretative frameworks, the 
phenomenology of the digital environment and the phenomenology of 
the book.

Notes

	 1.	 https://​par​ker.stanf​ord.edu/​par​ker/​.
	 2.	 HTR relies on more advanced machine learning techniques than OCR, like recurrent neural 

networks, convolutional neural networks and, more recently, transformer models. These mod-
els are capable of handling sequences and variations, which is necessary for the way we cur-
rently approach the task of recognising handwriting.

	 3.	 Research in the applications of computer vision to manuscripts continues to make significant 
strides. See, for example, In Codice Ratio, a transcription project focused on the Vatical Secret 
Archives that was presented at the Fantastic Futures Conference at Stanford University, 2019. 
www.inf.uniro​ma3.it/​db/​icr/​index.html.

	 4.	 www.ai.rug.nl/​~lamb​ert/​Monk-​coll​ecti​ons-​engl​ish.html.
	 5.	 The original project title was ‘Invisible Australians’.
	 6.	 A recent example, launched in spring 2023, is ‘Machines reading maps’, a project that enables 

text search within maps and uses a similar gallery view in the Luna implementation to present 
the search results as snippets of text in maps that cascade down the page as they load.

	 7.	 https://​cmoa.org/​tee​nie.
	 8.	 This process was confirmed in conversation with Zaria Howard (2019), a student at the time, 

who worked with Kyle McDonald in 2017 at the Studio for Creative Inquiry on the Teenie 
Harris Photography Archive at the Carnegie Museum of Art.

	 9.	 See an example image cluster. Accessed 5 January 2024. www.fli​ckr.com/​pho​tos/​crea​tive​inqu​  
iry/​3445​6612​652/​in/​album-​721576​8159​3431​871/​.

	10.	 See Leonard (2016).
	11.	 The project team included Sarah Reiff Conell (University of Pittsburgh, Department of History 

of Art and Architecture), Lingdong Huang (Carnegie Mellon University, STUDIO for Creative 
Inquiry), Golan Levin (Carnegie Mellon University, STUDIO for Creative Inquiry) and Matthew 
Lincoln (Carnegie Mellon University Libraries). You can see the results at https://​nga-​neighb​  
ors.libr​ary.cmu.edu/​essay.

	12.	 As noted in Chapter 1, The National Archives (UK), Eun Seo Jo and Timit Gebru have high-
lighted the potential advantages of bringing archival data collection practices into conversa-
tion with the machine learning community.

	13.	 The Smits and Wevers (2022) study also addresses the temporal bias in the image datasets. 
A critical and damning point they make is that the way these benchmark datasets and the 
technology they are enabling are presented in the literature obscures the power and subjective 
choices of its creators.

	14.	 For an examination of the racialisation of classifying people both in commercial and public 
information systems, see Safiya Noble’s Algorithms of Oppression (2018).
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3
Machine learning at the National 
Library of Norway
Javier de la Rosa

The National Library of Norway (Nasjonalbiblioteket) stands as a bea-
con of cultural heritage and intellectual pursuit within the Norwegian 
landscape. As technology continues to reshape the world, the library 
has recognised the transformative potential of machine learning in 
redefining its operations, services and accessibility. In this context, the 
Nasjonalbiblioteket has embarked on a journey to leverage machine 
learning to revolutionise its role in preserving Norway’s rich literary and 
cultural heritage, while enhancing user experiences and expanding the 
reach of its collections.

The Nasjonalbiblioteket has long been a custodian of Norway’s intel-
lectual wealth, amassing an extensive collection of books, manuscripts, 
maps, photographs and other valuable resources. However, as the digi-
tal age ushers in a new era of information dissemination and consump-
tion, the library recognises the need to adapt and embrace cutting-​edge 
technologies to meet the evolving needs of Norwegian society. Machine 
learning, with its capacity for data analysis and algorithmic learning, 
presents a plethora of opportunities. By harnessing the power of machine 
learning, the Nasjonalbiblioteket can automate labour-​intensive pro-
cesses, optimise resource allocation, improve information discovery and 
strengthen accessibility to its collections. This integration of machine 
learning technology holds the potential to transform the library’s opera-
tions, ensuring its continued relevance and impact in the digital age. As 
a result, the Nasjonalbiblioteket Artificial Intelligence Lab (NB AI-​Lab)1 
was formally founded as an independent unit in 2018. It was tasked 
with investigating and providing solutions based on the latest advances 
in the field of AI while leveraging the extensive library collections and 
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collaborating with other units within the library, such as the Language 
Bank (Språkbanken). We understood the assignment and elevated the 
NB AI-​Lab and the Nasjonalbiblioteket to the top of the world in terms of 
research and application of AI in libraries.

Today, the Nasjonalbiblioteket counts over 500 employees distrib-
uted physically between Oslo in the south of the country and Mo i Rana 
at the edge of the polar circle, and a number of people working mostly 
remotely. The NB AI-​Lab reports directly to the director of the library, 
employs four people working full time, and a temporary visitor researcher 
position. In the short time it has been in existence we have utilised our 
rather limited local infrastructure as well as external cloud computing 
resources through grants and agreements to train machine learning mod-
els and create value for the library and Norwegian society. We have also 
contributed strongly to the establishment of international networks on 
AI for archives, libraries and museums. Together with Stanford Libraries 
we founded AI4LAM,2 an international, participatory community focused 
on advancing the use of AI in, for and by libraries, archives and muse-
ums. With the Bibliothèque nationale de France, we helped establish 
the Conference of European National Librarians AI in Libraries Network 
Group,3 which aims at enhancing the utilisation of AI by fostering com-
prehension, utilisation, collaboration and standardisation among institu-
tions in the field of AI, and identifying key areas of relevance for libraries. 
Our international contributions are significant, also through the series 
of Fantastic Futures AI conferences, which started in our library in Oslo.

One important aspect in the success of such a unit within the 
Nasjonalbiblioteket is the freedom and agency that the researchers and 
engineers possess. There is no formal process for NB AI-​Lab members to 
follow in order to start working on a prototype or to explore a specific 
research topic. In fact, we share an ‘all ideas are welcome’ mentality that 
fosters new developments that ultimately might lead to new services. 
Brainstorming sessions, prototyping, and trial and error are built in the 
core of the laboratory. Interestingly, other units might collaborate by 
exposing their use cases, needs or problems, or by developing the user 
interfaces or integrations needed for the machine learning proofs of con-
cept to become usable services.

AI-​assisted workflows

One way in which machine learning is making a significant impact at 
Nasjonalbiblioteket is by helping library staff deal with some of their 

 

 

  

 

  

 

 



ML at the National L ibrary of Norway 63

  

more tedious tasks more efficiently. Cataloguing, metadata extrac-
tion and content classification are crucial but time-​consuming activi-
ties that require meticulous attention to detail. By training machine 
learning algorithms on vast collections of data, the Nasjonalbiblioteket 
has streamlined some of these processes, reducing manual effort and 
allowing staff to focus on more specialised and value-​added tasks, 
such as curating unique collections or engaging with our patrons. Two 
specific cases in which the NB AI-​Lab has provided value is by help-
ing in the identification of front pages after bulk scanning newspapers, 
and in the cataloguing of resources potentially relevant for the Sámi 
population.

The Sámi Bibliography

The Sámi Bibliography4 holds metadata for publications relevant to the 
Sámi community in Norway, and a special office at the Nasjonalbiblioteket 
maintains it. Until recently, the workflow involved the physical transpor-
tation of publications in Norway to and from this office. Both the transport 
in itself and the physical handling and reading of the items is labour inten-
sive, and those operations do not by themselves contribute to the bibliog-
raphy. Most of the items handled by the office also exist as digital versions 
within the collection at the library. Moreover, only a very small fraction 
of the total number of publications are relevant to the Sámi Bibliography.

The NB AI-​Lab ran an experiment to investigate whether this work-
flow could benefit from the support of an AI-​based system. Building a model 
on records included and excluded from the existing Sámi Bibliography 
should make it possible to assist the workflow in the office by suggesting 
candidates for the Sámi Bibliography based on analysing the content of 
the digital versions of the items. This process could be carried out both on 
historical digitised volumes and new publications delivered to the library 
within the legal deposit agreements. However, makes a publication rel-
evant is not strictly defined and it is usually up to the expert opinion of 
the bibliographers to determine upon the close examination of the items.

In order to produce a model capable of predicting whether a record 
in the Nasjonalbiblioteket catalogue could potentially be of relevance 
for the Sámi Bibliography, we first had to collect a curated dataset with 
samples of entries already in the bibliography (the positive class), and 
samples not contained and ideally deemed not relevant for the Sámi 
Bibliography (the negative class). Next, we developed a series of binary 
classifiers capable of assigning a probability to any given text, indicating 
its relevance for inclusion in the Sámi Bibliography.
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Using metadata from the catalogue records, we compiled a dataset that 
contains the plain text data of books and periodicals from 1674 to 2020, 
although most of the records are from 1925 to 2020 (see Figures 3.1 
and 3.2). The 6,600 records are split into two sets, one for training and 
the other for testing, containing 4,950 (75%) and 1,650 (25%) records, 
respectively. The dataset is balanced in terms of how many records 
are assigned the positive and negative classes, although some noise is 
expected in this labelling. The total number of words in the dataset is 
over 250 million (257,732,593).

In recent times, artificial neural networks trained using deep learning 
techniques have achieved the best results in tasks related to the processing 
of natural language. In 2021, our lab released the first such neural network 
trained exclusively for the Norwegian language, exhibiting performance 

Figure 3.1  View of a few records in the dataset. © Javier de la Rosa.

Figure 3.2  Histogram of the years of publication per split in the 
dataset. © Javier de la Rosa.
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that is still unrivalled at the time of writing. NB-​BERT (Kummervold et al 
2021), as this model was named, surpassed other multilingual models in 
the classification of sentiments or the identification of named entities in 
text. Thus, we decided to put NB-​BERT to test on the Sámi Bibliography 
dataset. Unfortunately, this new breed of statistical artefacts for language 
is usually limited to a handful of words, which is very inconvenient when 
dealing with entire books. Specifically, the BERT-​base architecture upon 
which NB-​BERT is built (Devlin et al 2019) is only able to work with around 
500 words at a time. This means that in order to leverage the power of NB-​
BERT for the classification of records in the Sámi Bibliography, we had 
to split each text into chunks. Several factors in this chunking affect the 
performance of the final classifier. We experimented with several of these 
parameters: the number of words in the chunks, the amount of overlap 
between any consecutive pair of chunks (defined using a sliding window 
with an arbitrary width), as well as other internal bits and bolts that need 
to be adjusted (dropout, learning rate, weight decay, etc.).

In order to assess which set of options performed best, we meas-
ured the four rates of any binary classification problem, that is, true and 
false positive rates, and true and false negative rates, and compared them 
against a baseline model built using classic text features and logistic 
regression. As the models trained, we made predictions on the test set 
to calculate how many times the model was correctly predicting whether 
a record should or should not belong to the Sámi Bibliography, and how 
many times the model was mislabelling records as relevant or not. With 
these rates, we computed a couple of summary metrics that allowed us to 
compare the different models trained. Specifically, we used the harmonic 
mean over precision and recall (F1) and Matthew’s correlation coefficient 
(MCC), a couple of metrics that go from zero (for really bad performance) 
to one (for the best). The evaluation was also done at both the chunk level 
and the whole record level, depending on the kind of training.

We also evaluated a novel technique that leverages an adjusted 
version of NB-​BERT that learnt to identify passages of text that logically 
entail each other (Bowman et al 2015). This natural language infer-
ence (NLI) approach allowed us to assign a score to every chunk of text 
based on a list of labels created ad hoc for the task. We then used differ-
ent threshold values over this score to filter out parts of the training data 
with the goal of improving the fine-​tuning process of the binary classi-
fier. Figure 3.3 shows a summary of the 10 best-​performing models after 
our experiments. While two of the NLI-​based methods performed slightly 
better than the rest, as reported by their F1 score, the MCC score was 
higher for the models trained normally. Since MCC is, in general, a more 
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reliable metric for binary classification (Chicco and Jurman 2020), and 
since the NLI approach was a two-​step pipeline involving doing inference 
twice plus a prior non-​negligible training, we decided to choose the first 
model based solely on MCC. Our best model was trained on chunks of 
approximately 500 words of Bokmål and Nynorsk text with a sliding win-
dow of 25%.5 As shown in Figure 3.4, it is important to note that there 
was no difference between including or excluding the few texts in the 
Sámi language in the dataset.
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Figure 3.4  Number of records in the training and test splits per 
language. Language codes in ISO 639-​3: ‘eng’ for English, ‘fin’ for 
Finnish, ‘fra’ for French, ‘ger’ for German, ‘nno’ for Norwegian Nynorsk, 
‘nob’ for Norwegian Bokmål, ‘swe’ for Swedish, ‘sma’ for South Sámi, 
‘sme’ for North Sámi and ‘smj’ for Lule Sámi. © Javier de la Rosa.

Figure 3.3  Top 10 best-​performing models based on the MCC score.  
© Javier de la Rosa.
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From the library catalogue, we made a new non-​overlapping subset of 
over 55,000 records containing textual information from 1980 to 1989. 
With our well-​performing classifier model in place, we generated the pre-
dictions for all the corresponding ~7.8 million chunks and established 
which ones could potentially be of relevance to the Sámi Bibliography. 
It took a week on a very powerful device to do the inference on the 
7,791,233 chunks. A whole record was considered to be of relevance if 
the majority of its chunks were also considered to be of relevance with a 
probability over 50%.

With a model to do predictions, and with the predictions of a dec-
ade’s worth of library records, we put the system up for the ultimate 
test: the Sámi bibliographers. Built on top of the predictions of the 
models, we designed a web-​based application with a specialised data-
base with metadata and inference results, along with a user service that 
supports office workflow by displaying a sorted list of documents with 
average probability scores, allowing browsing, flagging, date selection, 
viewing IIIF presentations and tagging resolved records.

In early 2022, we deployed the experimental solution to our pro-
duction environment and gathered feedback from the Sámi Bibliography 
office to evaluate its performance and usefulness. The feedback guided 
further development, including the addition of an automated asynchro-
nous inference process for newly accessioned documents and updating 
the web interface’s database. Despite the baseline logistic regression 
model scoring lower than our best neural model (0.84 vs 0.92), we 
decided to deploy the baseline predictions to strike a balance between 
record availability and perceived accuracy. This experience highlighted 
the importance of testing on real users over abstract metrics, and the 
concept of ‘good enough’, which we also verified in our newspaper front-​
page detector.

Newspaper front-​page detection

The Nasjonalbiblioteket is well known for its immense digitisation efforts. 
Millions of newspapers, books, photographs, manuscripts, musical 
records and many other types of media have been digitised in a stream-
lined process involving manual labour aided by automatic machinery.

One prevalent task in these digitisation pipelines involves bundling 
together consecutive newspapers, thus facilitating their collective scan-
ning by a machine to avoid the need for frequent switching. However, this 
practice presents the challenge of accurately determining the boundaries 
between individual newspapers within the bundle. Currently, human 
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operators address this issue by manually tagging the endpoints of each 
newspaper, a time-​consuming task that calls for automated alternatives.

In order to minimise this burden on human staff, we decided to con-
duct an experiment centred on exploring the potential of machine learn-
ing by leveraging image recognition techniques. Our aim was to identify 
and isolate front pages automatically. The initial pages in newspapers are 
typically very distinct from the rest of the pages and could serve as clear 
indicators demarcating the end of one newspaper and the commence-
ment of another within each bundle.

For an effective classifier for this task, a high-​quality dataset is crucial. 
Our iterative process involved refining datasets and testing different foun-
dation models for computer vision (Bommasani et al 2021). The final data-
set consists of 59,000 newspapers from different publishers and years. It 
includes front pages, back pages and four randomly selected middle pages 
from each newspaper, each labelled accordingly: front, middle, back. The 
best-​performing model was Google’s Vision Transformer (Dosovitskiy et al 
2021), with a final accuracy of almost 95% in the 1:4:1 ratio training set, 
which we deemed good enough at first. Figures 3.5a, b and c show the per-
formance plots during training for the accuracy, F1 and loss scores.

When evaluated on full newspapers, the accuracy of the model actu-
ally increased slightly. It went up to 96% with all labels and 99.6% when 
just separating between the front page and not the front page. However, 
although the accuracy is reasonably high, bundles are often very large. 
That is, even if a single page is misclassified, the whole bundle is consid-
ered incorrect. Since the average bundle contains 383 pages, an estimate of 
bundle-​level accuracy is, therefore 0.996³⁸³ =​ 22%. This is way too low to 
fully automate the task. Instead of attempting endless incremental improve-
ments to the dataset and the model, we took advantage of some extra infor-
mation we had about the nature of the data and the process itself.

The model assigns confidence levels (probabilities) to its predic-
tions for each class. Therefore, when the model predicts a back page, it 
might indicate that the next page would likely be a front page. Moreover, 
the first page in a bundle is always a front page, allowing for easy com-
parison with subsequent pages. Front pages also always occur on odd-​
numbered pages, while back pages are on even-​numbered pages. We also 
trained a separate model solely on front pages, which enhanced predic-
tion robustness as we only used the top part of the page where the logo 
and masthead of the newspaper are usually shown. The bundle identifier 
provides extra information on the expected number of newspapers in a 
bundle, aiding in prediction management. Figure 3.6 shows a diagram of 
the full process.
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Figures 3.5a, 3.5b, 3.5c  Graphs of performance throughout training. 
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gle/​vit-​large-​patc​h32-​384) in blue, model with images rescaled to 224 
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© Javier de la Rosa.
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In this scenario, every page is run through each of the two models, gen-
erating a set of probabilities of the page being front, middle or back, as 
well as a vector representing the contents of the page. After all the pages 
are evaluated, all the information for all the pages is used to rank the 
pages in the bundle, with all front pages (hopefully) ending up at the 
top. Using the bundle identifier, we then select the most likely pages and 
declare those to be front pages. Using this method, the system is able to 
correctly predict 65,072 out of all the 66,750 bundles ever processed at 
Nasjonalbiblioteket. That is a bundle-​level accuracy of 97.5%.

Through collaboration with another unit at Nasjonalbiblioteket 
dedicated to all things text and in charge of the manual marking of the 
front pages during the scanning process, we deployed the system in pro-
duction. This was the first example of an AI system being used in a pro-
duction line at the Nasjonalbiblioteket. Unfortunately, despite the system 
being at least as good as its human counterparts, the integration into 
their workflow was not as seamless as we had hoped. It caused a bit of 
disruption in their processes as it apparently took just too long for the 
users to be waiting on a prediction by the system before they could con-
tinue their work. We are still exploring the possibility of a deployment 
using special hardware to run model inference, but the solution might 
then not be as cost-​effective as planned.
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Figure 3.6  Diagram including all prior knowledge we encoded into 
the system. © Rolv-​Arild Braaten.
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Collection discovery

While integrating production-​level AI-​based solutions into the internal 
workflows of a national library is hardly a breeze, facilitating collection 
discovery through the main website has proven more successful. Through 
a decade-​long digitisation effort, the Nasjonalbiblioteket has built up a 
large-​scale digital collection of all media in the Norwegian languages. As 
such collections grow, discoverability becomes a difficult task. Metadata 
may be missing or insufficient, and the content may be difficult to search 
within. Machine learning can enhance information discovery and access 
within the Nasjonalbiblioteket. By analysing user behaviour, preferences 
and historical data, machine learning algorithms can provide personal-
ised recommendations to library users, guiding them towards relevant 
resources that align with their interests. This personalised approach fos-
ters a more engaging and enriching user experience, allowing individu-
als to explore a diverse range of perspectives and discover hidden gems 
within the library’s extensive collections. By leveraging recommendation 
systems powered by machine learning, the Nasjonalbiblioteket could 
promote serendipitous learning and facilitate the discovery of knowledge 
for its users. However, collecting and capitalising user data is a sensitive 
topic within Europe and is heavily regulated under several data protec-
tion directives, such as the General Data Protection Regulation (Intersoft 
Consulting n.d.).

In this context, and inspired by other efforts in similarity-​based 
services (Duhaime 2023), the Digital Outreach and the AI Lab units at 
Nasjonalbiblioteket joined forces to conceive Maken, a project for user-​
oriented continuous discovery via embedding similarity. Maken, an 
ambiguous Norwegian word that roughly translates to ‘the matching 
other’, aims at creating useful services for a variety of user segments and 
their needs. Informed by previous surveys and usage data collected on 
the Digital Library services, our core personas were defined as ancestry 
researchers, authors, journalists and patron-​facing librarians. We defined 
these personas to acquire a better understanding of the context and moti-
vations of our users, and to help us recruit the relevant test users to prop-
erly evaluate the performance of a similarity-​based discovery service. In 
parallel with the definition of these roles, we envisioned a brand new AI-​
driven interface to help users find content within collections, while at the 
same time evaluating the success of the development efforts in this task. 
We wanted to create connections between content items, with AI’s inter-
pretations of the content as navigation for discovery, radically unlike any 
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metadata-​driven or ‘text query’-​oriented approach. While the user-​facing 
web-​based app needed to be responsive and look and feel fast, handling 
similarity searches for over half a million books and more than a million 
images was a tremendous technical challenge. For the purpose of the first 
prototype version of Maken, and with the goal of releasing an early ver-
sion as soon as possible, we limited ourselves to a subset of the books and 
image collections that were freely available to the general Norwegian 
public.

We then extracted vector representations from both the full text 
of the books and the images in the collections using machine learn-
ing models specially designed for feature extraction. For a single item, 
these models produce a representation of the content in the form of a 
long vector (embedding) that can later be used to look for similarities 
in the Euclidean space against the vectors of other items. Specifically, 
we used a Doc2Vec approach for text (Mikolov et al 2013a; Mikolov 
et al 2013b), crafting our own model built on a subset of the catalogue 
using Gensim (Rehurek and Sojka 2011).6 For the image embeddings, 
after experimenting with more modern techniques, we settled on a pre-
trained Inception v3 and collected the vectors of the next-​to-​last layer 
(Szegedy et al 2016). These vector representations were then ingested 
into an experimental Elasticsearch-​based index with vector support 
to accommodate rich real-​time queries. An internal first version of a  
fully functioning prototype was successfully released in December 
2020 and it has been working uninterrupted ever since (see Figures 3.7 
and 3.8).

Since interacting with users requires compliance with privacy regu-
lations (GDPR), we formed a working group inside the project to ensure 
compliance with all regulations and laws. We did interviews and proto-
typed user testing with people from our user panel to discover possible 
use cases and the user experiences of the service. We have been demon-
strating Maken to various target groups, tracking the use of the service, 
and have been listening to real-​world user feedback since the launch in 
November 2021.

However, after the successful release to the public, many new books 
and images were added to the catalogue. This progressively impacted 
the user experience of the service, which deteriorated as the collection 
grew, since more and more items were not yet in vector form. In order 
to accommodate the constant in-​flow of new material from library 
collections into Maken, we had to devise a system to automatically 
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update the embeddings for both books and images on a weekly basis  
(see Figure 3.9). Fortunately, the choice of somewhat old but very per-
formant techniques and models to produce the embeddings allowed us 
to process the contents in-​house at sufficient speed and using only CPU 
cores, which are much cheaper than the specialised hardware on which 
most modern machine learning models run. The core of this new weekly 
updates feature is the IIIF server that serves the entire library (Snydman, 
Sanderson and Cramer 2015), and an internal ALTO XML server that the 
library uses to serve the visually impaired users of the library (Library of 
Congress 2022). With IIIF we supply images on demand, and with the 
ALTO XML server we extract the plain text needed to feed the vectorisers 
that ingest embeddings into the vector database to keep it up to date. The 
new system to automatically update the contents is planned for release 
by the end of 2023. With it, all software will be released to the public in 
the hope that other institutions can implement their own Maken similar-
ity service.

Figure 3.7  Frontpage of Maken at https://​nb.no/​maken.  
© Javier de la Rosa.
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Figure 3.8  Detail of items similar to the Norwegian edition of  
Harry Potter and the Goblet of Fire. © Javier de la Rosa.

Giving back to society

In addition to sharing code, the Nasjonalbiblioteket actively contrib-
utes to the open data movement by creating and disseminating valuable 
datasets. One notable example is the Norwegian Colossal Corpus (NCC; 
Kummervold, Wetjen and de la Rosa 2022), a comprehensive collec-
tion of text data that encompasses a wide range of Norwegian language 
sources. This dataset serves as a valuable resource for researchers, lin-
guists and language technology enthusiasts, enabling advancements in 
various natural language processing tasks and fostering a deeper under-
standing of the Norwegian language.

Moreover, the Nasjonalbiblioteket goes beyond datasets and actively 
contributes to the development of large language models. Building on 
top of the NCC, the AI-​Lab created and shared NB-​BERT (Kummervold 
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Figure 3.9  Maken weekly updates diagram. © Javier de la Rosa.
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et al 2021), a Norwegian version of the BERT (Bidirectional Encoder 
Representations from Transformers) model. NB-​BERT offers pretrained 
language representations specifically tailored to the nuances and char-
acteristics of the Norwegian language. By providing access to such mod-
els, the National Library of Norway empowers researchers, developers 
and organisations to leverage state-​of-​the-​art language models in their 
Norwegian language-​based applications, thereby fostering innovation 
and advancing language technology within the Norwegian context.

The Norwegian Colossal Corpus

Large language models like BERT require extensive textual sources to 
accurately represent language usage (Devlin et al 2019). However, acquir-
ing vast corpora sizes is challenging for lower-​resource languages like 
Norwegian, which has a relatively small population and two official writ-
ten forms: Bokmål and Nynorsk. Supporting both forms is crucial since 
the Norwegian Language Act (Lovdata 2022) mandates public entities to 
produce at least 25% of their publicly available documents in Nynorsk.

Until recently, utilising language models for languages like 
Norwegian was limited to the use of multilingual models. An example of 
such a model is the multilingual version of BERT (mBERT), which was 
trained on Wikipedia dumps containing 104 different languages, includ-
ing Norwegian Bokmål and Norwegian Nynorsk. Although the specific 
size of the Norwegian text in the corpus was not explicitly stated, our 
estimate suggests it ranged between 0.5 GB and 1.0 GB of text, equiva-
lent to approximately 70 million to 140 million words. Notably, around 
80% of the Norwegian text was in the Bokmål variant. As the main role 
of the Nasjonalbiblioteket is to preserve and provide access to all pub-
lished information in Norway, our collections comprise texts spanning 
several centuries and reflecting diverse societal uses. A significant por-
tion of these texts has been digitised and made digitally accessible, 
thanks to a combination of digitisation efforts and the inclusion of born-​
digital documents through legal deposit agreements. While the collec-
tions encompass various types of historical written materials, it has been 
observed that books, magazines, journals and newspapers (as indicated 
in Table 3.1) are particularly relevant resources for constructing an 
appropriate corpus for natural language processing purposes.

As a result, the NCC is a collection of multiple heterogeneous data 
sources (Kummervold, Wetjen and de la Rosa 2022). All the work in the 
preparation of the dataset and all the software produced are licensed 
under the terms of a CC BY-​SA 3.0 licence. However, the individual corpora 
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are under different licences. Table 3.1 presents an overview of some of 
the main characteristics of the sub-​corpora and their associated licences. 
The NCC can be simplified as follows: books and newspapers from the 
National Library of Norway that are out of copyright; public documents 
(governmental or otherwise); online newspapers; and Wikipedia. These 
categories are also reflected in the licences they are published under.

•	 Library books and newspapers. The Nasjonalbiblioteket has had a large 
and well-​established digitisation program in place since 2006. This 
includes all kinds of printed materials, such as books, newspapers, 
journals and other small prints. Most of the books included in the NCC 
are out-​of-​copyright material, and released under the terms of a CC0 
1.0 licence. Newspapers are subject to a special agreement between 
Nasjonalbiblioteket and the publishers, and are released under the 
CC BY-​NC 2.0 licence. Together, text from these sources account for 
6.2 GB and 14.0 GB (860 million and 2 billion words), respectively. 

•	 Public documents. The Norwegian Copyright Act (Åndsverkloven; 
Lovdata 2018) includes an exemption (§14) that allows public enti-
ties to freely distribute materials produced as part of their work. This 
exemption covers a wide range of documents, such as reports, laws, 
regulations and official translations. Materials made publicly available 
according to the act were incorporated into the NCC. The government 
has also introduced the Norwegian License for Open Government 
Data 2.0 (Norwegian Digitalisation Agency 2023), which facilitates 
the sharing of public data by providing a licensing framework simi-
lar to CC BY-​SA. This ensures compliance with copyright regulations 
while promoting effective dissemination of public materials. Thus, 
NCC encompasses various sub-​corpora that contribute to the rich-
ness of the collection. The LovData CD collection offers a comprehen-
sive compilation of legal resources, excluding sensitive material such 
as court verdicts, with a text volume of 0.4 GB (55 million words). 
Government reports, propositions and notes from 1995 to 2021 are 
also included, forming a sub-​corpus of 1.1 GB (1.3 billion words). The 
parliament collections, comprising 8.0 GB of text (1.3 billion words), 
contain materials that have undergone OCR processing, maintaining 
a high standard of print quality and accuracy. Additionally, the NCC 
incorporates public reports from government institutions totalling 
3,365 documents and representing 0.5 GB of text (80 million words). 
Finally, the Målfrid Corpus, obtained through a web crawl, contrib-
utes 14.0 GB of text (1.9 billion words) from approximately 9.2 mil-
lion PDF documents sourced from 311 Norwegian institutions.
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•	 Online newspapers. The online newspapers section in the NCC is a 
revised version of the Norwegian Newspaper Corpus, obtained through 
web crawling by the Norwegian Language Bank (Språkbanken 2022). 
It includes substantial newspapers from Norway, and its distribution 
is authorised by publishers under the CC BY-​NC 2.0 licence.

•	 Wikipedia. A dump from Wikipedia was downloaded on 20 June 2021. 
The text contains both Bokmål and Nynorsk, and it was previously dis-
tributed by Wikipedia under the CC BY-​SA 3.0 licence and accounts for 
1 GB of text (141 million words). 

•	 Excluded sources. Common Crawl (Common Crawl n.d.) is a non-​profit 
organisation that has been collecting data from the web and providing 
these archives to the public since 2011. Common Crawl-​based data-
sets are popular for training transformer models and are the basis for 
the enormous 800 GB The Pile English dataset (Gao et al 2020), the 
multilingual Open Super-​large Crawled Aggregated coRpus (OSCAR; 
Suárez, Sagot and Romary 2019) and the multilingual Colossal 
Corpus from Common Crawl (mC4; Raffel et al 2019). OSCAR 

Table 3.1  Sub-​corpora in the Norwegian Colossal Corpus

Corpus Licence Size Words Documents Average 
words/​doc

Government 
reports

(NLOD 2.0, 
2021)

1.1 GB 155,318,754 4,648 33,416

Library  
books

(CC0 1.0, 
2021)

6.2 GB 861,465,907 24,253 35,519

Library 
newspapers

(CC BY-​NC 
2.0, 2021)

14.0 GB 2,019,172,625 10,096,424 199

LovData  
CD

(NLOD 2.0, 
2021)

0.4 GB 54,923,432 51,920 1,057

Målfrid 
collection

(NLOD 2.0, 
2021)

14.0 GB 1,905,481,776 6,735,367 282

Newspapers 
online

(CC BY-​NC 
2.0, 2021)

3.7 GB 541,481,947 3,695,943 146

Parliament 
collections

(NLOD 2.0, 
2021)

8.0 GB 1,301,766,124 9,528 136,625

Public  
reports

(NLOD 2.0, 
2021)

0.5 GB 80,064,396 3,365 23,793

Wikipedia (CC BY-​SA 
3.0, 2021)

1.0 GB 140,992,663 681,973 206

Total 48.9 GB 7,060,667,624 21,303,421 332
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contains 4.7 GB (800 million words) of Norwegian Bokmål and 54 MB 
(9 million words) of Norwegian Nynorsk, while the Norwegian part of 
the mC4 dataset is roughly 94 GB (14 million words). Unfortunately, 
their respective licences do not allow for redistribution within the 
NCC, which we tried to overcome by releasing scripts for the prepara-
tion, cleaning, deduplication and formatting of these datasets, so they 
can be interleaved with the NCC. By combining NCC with OSCAR and 
mC4, it should be possible to create a deduplicated Norwegian corpus 
with over 100 GB of text (15 billion words).

The dataset processing involved several steps to prepare the sub-​corpora 
for language model training (see Figure 3.10). First, the source files in 
various formats, such as XML-​based METS/​ALTO, HTML, JSON and 
plain text, were uniformly processed. These files were unpacked if neces-
sary, while maintaining their original formats. For OCR-​derived sources, 
a two-​step pipeline was implemented, involving the creation of digital 
copies in JPEG 2000 format and subsequent OCR and structure analysis 
using METS/​ALTO formats. To improve OCR quality, older documents 
underwent a second OCR pass using Tesseract version 4.0, and any docu-
ment or paragraph with OCR confidence below 90% was filtered out.

Next, all sub-​corpora were converted to a common JSON Lines format, 
which facilitated further processing and retained relevant information 
from the sources. While the JSON Lines objects shared common keys like 
an identifier and the document type, the specific keys varied depending 
on the available metadata. The JSON Lines files were then standardised 
and cleaned using a set of parametric rules specific to each sub-​corpus, 
addressing issues like OCR artefacts, UTF-​8 character encoding nor-
malisation, and removing sensitive information. Deduplication was per-
formed based on paragraph-​level MD5 hashes, followed by collation and 
annotation of the main language using FastText.

Finally, the deduplicated and cleaned files were transformed into 
the distribution JSON Lines format, where merged paragraphs were 
grouped together with associated metadata. The resulting dataset was 
distributed as a single large JSON Lines file comprising 21 million doc-
uments, as well as compressed 1 GB shards for convenient streaming 
access.

Figure 3.10  Processing pipeline. © Freddy Wytjen.
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To encourage alternative uses of the corpus, we did include meta-
data like language, document type and publishing year. This allows for 
the creation of, for instance, a Norwegian Nynorsk-​only corpus. It also 
allows for combining several of these metatags for creating even more 
specialised corpora. While the NCC was created with current transformer 
models in mind, we hope the corpus will be used for purposes beyond our 
expectations.

Language models

One of the first uses of the NCC was the training of the first Norwegian 
pretrained language model, NB-​BERT7 (Kummervold et al 2021). While 
the NCC was not yet ready for the training of this first model, we did 
employ an earlier version of the corpus. In order to build our own pre-
trained language model for Norwegian, we decided to use the original 
BERT architecture pretrained with the masked-​language modelling 
(MLM) objective. We evaluated the effect of changes in hyperparameters 
in terms of MLM performance and of the fine-​tuning of the pretrained 
models on various downstream tasks. To get optimal performance out 
of a pretrained model, the hyperparameters in the fine-​tuning should 
be adapted. However, we were not primarily interested in optimisa-
tion but in a comparison of the performance of our model against the  
mBERT model.

Language models, especially encoder-​only models like BERT, are 
commonly evaluated through fine-​tuning on several classification tasks 
for both tokens (akin to words) and sequences of words (like phrases). 
For token classification, performance in tasks like named-​entity rec-
ognition (NER) and part-​of-​speech tagging are usually reported. We 
evaluated our model’s multilingual abilities using NER datasets in both 
included and less-​represented languages, and excluded automated or 
semi-​automated NER datasets. For sequence classification, we used a 
well-​established sentiment analysis dataset (Øvrelid et al 2020) and a 
corpus of speeches from the Norwegian Parliament for political affilia-
tion classification. Our NB-​BERT model performed significantly better 
than the mBERT model for both Bokmål and Nynorsk, and on both 
token and sequence classification. Our model was also able to out-
perform the English-​only and multilingual BERT for both Norwegian 
Bokmål and Nynorsk, as well as for Swedish and Danish, which are lan-
guages with a shared tradition with Norwegian. For English, our results 
are also marginally better than those obtained using the English-​only 
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BERT model. For Spanish and Finnish, for which there is no close  
relationship with Norwegian and just anecdotal documented occur-
rences of text in such languages in the NCC, the mBERT model out-
performed both the English-​only BERT and our model, suggesting that 
our model was unlearning some of the languages not included in the 
corpus.

A major motivation for training our own BERT-​based model was to 
investigate whether the digital collections at Nasjonalbiblioteket could 
be used to create a suitable corpus to train state-​of-​the-​art transformer 
language models. The texts available through the library are heteroge-
neous in nature, including cartoons, novels, news articles, poetry and 
government documents published over time and in different contexts. As 
the results suggest, this seems to be a strength rather than a weakness, 
in that it enables us to build high-​performance transformer models for 
smaller languages, such as Norwegian. Consequently, our Norwegian 
corpus is not only richer in diversity but also significantly larger in size 
than any other Norwegian corpus, and it even rivals the size of previous 
work on a major language such as English. Therefore, collections such as 
the digital collection at Nasjonalbiblioteket, even if they contain occa-
sional OCR errors, may contribute significantly toward the creation of 
well-​performing language models by providing large training corpora. 
We did not see any indication that the OCR errors negatively impacted 
the performance, and we might speculate that the model has learned to 
distinguish OCR errors from ordinary text.

As part of an effort to democratise the use of technology and digi-
tal resources at the Nasjonalbiblioteket, we released NB-​BERT as well 
as other models trained on versions of NCC, such as fine-​tuned versions 
of NB-​BERT for NER, or a GPT-​style model (NB-​GPT-​J-​6B)8 that can be 
adjusted to work like a chatbot.

Speech recognition and low-​resource languages

Machine learning also offers the Nasjonalbiblioteket the opportunity to 
enhance access for individuals with diverse needs. By analysing user data, 
machine learning algorithms can generate tailored accessibility features, 
such as providing alternative formats for visually impaired users, offering 
multilingual interfaces, or creating adaptive recommendation systems. 
And by leveraging machine learning technologies, the library can strive 
for inclusivity and ensure that its resources are accessible to all members 
of Norwegian society, regardless of individual requirements.
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In this sense, automatic speech recognition (ASR) is the task of con-
verting speech into text. ASR systems are used in a wide range of applica-
tions, such as voice assistants, transcription services and speech-​to-​text 
translation. It is also increasingly becoming a tool for research in spo-
ken language as the accuracy of the more recent neural-​based models 
is approaching that of humans for certain metrics. However, despite the 
high accuracy in resource-​rich languages, ASR models are currently una-
vailable for the vast majority of the world’s languages due to the lack of 
gold-​annotated data to train such models.

Besides the two official written standards of Norwegian, Bokmål 
and Nynorsk, which have somewhat different inflexion, vocabulary and 
spelling, the Norwegian language has many spoken dialects that differ 
lexically, grammatically and phonologically. Consequently, high-​quality 
datasets for acoustic modelling of Norwegian require speech data in dif-
ferent dialects and should ideally include transcriptions in both written 
standards.

Norwegian ASR

Early work on Norwegian speech recognition was mostly focused on 
very limited vocabularies and numbers, tailored for telephone applica-
tions and menu navigation (Svendsen et al 1989; Paliwal 1992; Kvale 
1996). Compound words are more frequent in Norwegian than English, 
but using traditional pronunciation dictionaries seemed sufficient in 
controlled lexicons. In Norwegian, natural numbers between 20 and 99 
can be pronounced differently (e.g. ‘twenty-​four’ and ‘four-​and-​twenty’), 
which poses a challenge for natural number recognition. By the year 
2000, and under the umbrella of a few EU-​funded projects, research 
focused mostly on overcoming these limitations and extending the use 
cases to dates, times, nouns and the spelling out of words, which yielded 
several important datasets (e.g., SpeechDat, SpeechDat-​II, TABU.0) and 
technical improvements over a short period of time (Amdal and Ljøen 
1995; Hoge et al 1997; Johansen, Amdal and Kvale 1997; Kvale and 
Amdal 1997; Amdal, Holter and Svendsen 1999; Martens 2000). Most 
approaches were based on hidden Markov models and some relied on 
Mel frequency cepstral coefficients, commonly by using the Hidden 
Markov Model Toolkit (HTK; Young and Young 1993).

Unfortunately, traditional approaches to speech recognition strug-
gled with open-​ended recognition and handling out-​of-​vocabulary 
words. However, the introduction of newer datasets in the last decade led 
to the emergence of systems with better performance. Three noteworthy 
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datasets are the Nordisk Språkteknologi (NST; Nordisk Språkteknologi 
2020), the Norwegian Parliamentary Speech Corpus (NPSC; Solberg 
and Ortiz 2022), and the Few-​shot Learning Evaluation of Universal 
Representations of Speech (FLEURS; Conneau et al 2022) benchmark.

NST is a multilingual dataset with speech in Swedish, Danish and 
Norwegian Bokmål. It includes various conversation types, read-​aloud 
passages and word spellings. Speaker metadata and high-​quality audio 
recordings are provided. NPSC consists of approximately 100 hours of 
unscripted speech from the Norwegian parliament, along with ortho-
graphic transcriptions. It addresses the lack of available speech data 
for Norwegian ASR and improves recognition performance. FLEURS is 
a multilingual benchmark dataset supporting various speech tasks. It 
contains parallel speech data in 102 languages, with around 12 hours 
per language. FLEURS aims to enable speech technology development in 
low-​resource languages.

In early 2022, we released a series of wav2vec 2.0 (Schneider et al 
2019; Baevski et al 2020) models of different sizes.9 These models were 
released for Bokmål in sizes of 300 million and 1 billion parameters; for 
Nynorsk, only the 300 million parameter size was available. They were 
fine-​tuned using the NPSC dataset. The 1 billion parameter models 
were based on the multilingual XLS-​R models (Babu et al 2021), which  
were trained on over 436,000 hours of publicly available speech record-
ings from various sources, including parliamentary proceedings and 
audio books, covering 128 different languages. The 300 million param-
eter models were based on the Swedish VoxRex model, developed by the 
National Library of Sweden (KB; Malmsten, Haffenden and Börjeson 
2022), and trained on the P4-​10k corpus consisting of 10,000 hours of 
Swedish local public service radio and 1,500 hours of audiobooks and 
other speech from KB’s collections. Choosing a Swedish acoustic model 
for fine-​tuning Norwegian ASR was motivated by the similarities between 
the two languages as part of the North Germanic language family, origi-
nating from Old Norse and sharing common spoken and written features.

After the initial success and good reception of these models by the 
public, we conducted more thorough and systematic experiments aim-
ing at better performance for ASR (De La Rosa et al 2023). We trained 
the models on NPSC following roughly the same hyperparameters and 
ablated on different data-​supplementing strategies derived from the 
NST. FLEURS would allow for the zero-​shot and out-​of-​domain perfor-
mance assessment of the models.

We evaluated the performance of the models, grouping their scores 
by the written language of the test sets in NPSC and NST. Models trained 
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on the Bokmål subset of NPSC performed not too well on the test set of 
NST. Similarly, models trained only on NST underperformed on the test 
set of the Bokmål subset of NPSC. Adding a five-​gram language model 
yielded significant improvements across the board.10 However, the big-
gest gain in performance was the addition of extra data. The models fine-​
tuned on combinations of NPSC and NST produced significantly better 
results. On the whole NPSC, the new 300 million parameter model using 
a combination of NST and NPSC outperformed the previous best model 
by 9.5 points and the previous state-​of-​the-​art NPSC-​Bokmål model by 
4.16 points. For the other datasets, the one billion parameter model com-
bining NST and the Bokmål subset of NPSC outperformed the rest of the 
models, yielding increases over the model trained solely on the Bokmål 
subset of NPSC of 0.6 points and of 14.89 points on NST. Interestingly, the 
performance of the best 300 million and 1 billion models was very close. 
For Nynorsk, our newer NPSC-​Nynorsk 1 billion model outperformed the 
NPSC-​Nynorsk 300 million model by 1.14 points. Interestingly, the out-​
of-​domain performance of the models was also greatly improved by add-
ing the planned speech in NST to NPSC. Models on both sizes improved 
their word error rate scores from 12.98 to 9.88 for the 300 million model, 
and from 13.03 to 9.87 for the 1 billion model.

Despite the improved performance of our models compared to the 
other baselines, ASR models for Norwegian still face several challenges. 
One major challenge is the complex phonetics and morphology of the dif-
ferent dialects, which makes it difficult for models to accurately transcribe 
the phonemes in the input speech to the correct spelling. Another chal-
lenge is the limited availability of high-​quality datasets for Norwegian 
speech, which limits the amount of training data for ASR models. Finally, 
the prospect of training wav2vec 2.0 directly on non-​normalised text is 
an interesting avenue for research, as it would make the models directly 
usable without having to transform the output of the models to make 
them more readable.

For these reasons, we created a new labelled dataset of Norwegian 
speech by combining TV programme subtitles from the Norwegian 
Broadcasting Corporation, a new dataset of parliamentary speeches 
from Stortinget and a set of audiobooks. After compiling the data, we 
trained a series of Whisper models that not only overcame the aforemen-
tioned limitations, but also outperformed every existing ASR model for 
Norwegian, commercial or not. These models were released at the end of 
2023 and we are actively working on applying them to our vast collection 
of radio broadcasting and oral catalogue to make them searchable and 
easier to discover.  

 



ML at the National L ibrary of Norway 85

  

Sámi language technology

The Sámi, Europe’s only indigenous people (their territory is shown in 
Figure 3.11), have nine endangered languages related to Finnish and 
Estonian, with some mutual intelligibility but different orthographies. 
Sámi speakers are usually bilingual or multilingual. Lule Sámi is spoken 
in Norway and Sweden, while North Sámi is spoken in Norway, Sweden 
and Finland, creating variation among users. South, Lule and North Sámi 

Figure 3.11  A map showing the traditional speaking areas of nine 
Sámi languages (1. Sør; 2. Ume; 3. Pite; 4. Lule; 5. Nord; 6. Skolt; 7.  
Enare; 8. Kildin; 9. Ter). Akkala Sámi is not shown on the map since  
it is considered extinct. Map: Wikimedia Commons, CC BY-​SA 3.0.
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have official status in Norway, requiring their presence in official contexts 
alongside Norwegian.

North Sámi has by far the largest number of language users among 
the Sámi languages: 25,000 in all three countries where it is spoken. Lule 
Sámi has considerably fewer speakers: a total of 2,000 in both countries 
in which it is spoken. North Sámi, with a lesser degree of endangerment 
than Lule Sámi, has the highest number of language users among the 
Sámi languages, resulting in a greater availability of language resources 
and a wider variety of tools. An infrastructure of dictionaries, mor-
phological analysers, spell checkers and other language learning tools 
have been maintained and developed since 2001 by the Divvun11 and 
Giellatekno12 groups. Recently, the NB AI-​Lab embarked on a project to 
boost the support for Sámi languages within the library by establishing 
a close collaboration with the Divvun and Giellatekno groups. According 
to the feedback they get from the language communities, there is high 
demand for a speech-​to-​text tool like ASR, for example, for making auto-
matic transcriptions or subtitling videos.

Building upon an audiobook read aloud by a single female speaker of 
North Sámi used as training data for an early prototype of a wav2vec 2.0 
system, the NB AI-​Lab tried to leverage the more recent Whisper model to 
increase the performance. Showing exceedingly good results in a variety of 
languages, the Whisper model is capable of performing well even in noisy 
environments and providing transcriptions in a readable format without 
the need for an extra inverse text normalisation process. Unfortunately, the 
model did not include any of the Sámi languages and thus was not directly 
usable for our purposes. However, the model included Finnish, a closely 
related language to North Sámi. In the first experiment of its kind, we were 
able to reuse the existing weights for Finnish and fine-​tune the model with 
North Sámi annotated speech, wiping out Finnish in the process but provid-
ing ASR for North Sámi. We achieved a word error rate score of 24.91% on 
a held-​out test set randomly extracted from the training corpora described 
above. The Sámi Whisper model, despite being able to generate capitalisa-
tion and punctuation marks, did not include any of this data in the training 
set for Sámi.

We are now in the process of expanding these experiments and pro-
ducing a readily usable model for ASR based on the Whisper architec-
ture, with the hope of making it multilingual in at least Lule and North 
Sámi. Our latest experimental ASR model has already been shown to be 
useful, especially for raw-​transcribing large amounts of speech materi-
als.13 In the near future, we plan to develop the North Sámi ASR further 
and eventually make it openly available.   
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Conclusion

The Nasjonalbiblioteket has recognised the potential of machine learn-
ing to transform its operations, services and accessibility. By harnessing 
the power of machine learning to automate processes, enhance infor-
mation discovery, facilitate digitisation, optimise resource allocation 
and promote accessibility, the library can fulfil its mission of preserving 
and promoting Norway’s cultural heritage while embracing the digi-
tal age. As the library continues to integrate machine learning into its 
fabric, it positions itself as a forward-​thinking institution, adapting to 
the changing needs of its users and enriching the cultural landscape of 
Norway for generations to come. Establishing a dedicated unit for AI and 
machine learning research with access to the library collections offers 
several advantages. First, the library collections hold a vast amount 
of diverse and valuable textual and visual data that can be utilised for 
training and validating AI and machine learning models. This wealth of 
resources provides researchers with a rich dataset for various research 
purposes, including text analysis, document classification, sentiment 
analysis and image recognition. Furthermore, having a dedicated unit 
for this research allows for focused expertise and collaboration among 
researchers. By bringing together specialists in AI, machine learning and 
library sciences, the unit can leverage collective knowledge and skills to 
explore innovative approaches to information retrieval, data processing 
and knowledge extraction from the library collections. This interdiscipli-
nary collaboration enhances the quality and depth of research outcomes 
and encourages cross-​pollination of ideas and techniques. In addition, 
the establishment of such a unit enables the development and refinement 
of AI and machine learning algorithms specifically tailored to the needs 
of the Nasjonalbiblioteket. By applying advanced techniques, researchers 
can automate various tasks, such as metadata generation, content index-
ing and recommendation systems, thereby improving the efficiency of 
library operations and enhancing user experiences. This not only stream-
lines processes within the library but also opens up opportunities for 
enhanced discovery and accessibility of library resources to the public.

However, it is important to acknowledge potential challenges and dis-
advantages associated with such a dedicated unit. One potential concern 
is the ethical use of AI and machine learning technologies in the context 
of library collections. Safeguarding user privacy, ensuring unbiased algo-
rithms and addressing issues of algorithmic transparency are critical con-
siderations that must be addressed to maintain public trust and protect 
sensitive information. Moreover, establishing and maintaining a dedicated 
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AI and machine learning unit requires significant investment in infra-
structure, computational resources and ongoing training for researchers. 
Adequate funding and support are necessary to ensure the sustainability 
and long-​term success of the unit. Additionally, the integration of AI and 
machine learning technologies within a traditional library environment 
may require careful planning, change management and user education to 
foster acceptance and effective utilisation of these technologies by library 
staff and patrons.

In conclusion, the establishment of a dedicated unit for AI and 
machine learning research with access to the library collections at the 
Nasjonalbiblioteket offers numerous advantages, including access to rich 
and diverse datasets, interdisciplinary collaboration and the potential for 
innovative applications. However, careful attention must be given to ethi-
cal considerations, resource allocation and organisational challenges to 
fully harness the benefits of AI and machine learning in the library context.

Notes

	 1.	 https://​ai.nb.no/​.
	 2.	 http://​ai4​lam.org/​.
	 3.	 www.cenl.org/​networ​kgro​ups/​ai-​in-​librar​ies-​netw​ork-​group/​.
	 4.	 https://​bib​sys-​almapr​imo.hos​ted.exlibr​isgr​oup.com/​primo-​expl​ore/​sea​rch?vid=​SAM​ISK.
	 5.	 https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​bert-​base-​sami-​relev​ant.
	 6.	 See also https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​maken.
	 7.	 See https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​bert-​base and https://​hugg​ingf​ace.co/​NbAi​Lab/​

nb-​bert-​large.
	 8.	 https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​gpt-​j-​6B.
	 9.	 See https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​wav2v​ec2-​1b-​bokm​aal, https://​hugg​ingf​ace.co/​

NbAi​Lab/​nb-​wav2v​ec2-​300m-​bokm​aal, and https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​wav2v​ec2-​
300m-​nyno​rsk.

	10.	 See https://​hugg​ingf​ace.co/​NbAi​Lab/​nb-​wav2v​ec2-​kenlm.
	11.	 https://​div​vun.no.
	12.	 https://​giel​late​kno.uit.no.
	13.	 https://​hugg​ingf​ace.co/​NbAi​Lab/​whis​per-​large-​sme.
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4
From preservation to access  
and beyond: the role of AI in  
audiovisual archives
Julia Noordegraaf and Anna Schjøtt

About 30 minutes outside of Amsterdam, you find the Netherlands 
Institute for Sound and Vision –​ a large multicoloured building 
that manages one of the largest collections of audiovisual content 
in Europe and now also hosts the newly reopened Media Museum. 
Once you enter the revolving doors to the building, you are imme-
diately greeted by employees in bright blue shirts who scan your 
museum ticket and tell you to take the stairs to the second floor of 
the building. Arriving at the top of the stairs on the second floor, 
you encounter an intriguing circular room with a red floor, flashing 
video screens, large round chairs and booths featuring the num-
bers one to ten. This is the ‘tune-​in’ area where visitors are asked 
to first download the Sound and Vision app and then to sit down 
and go through the steps that will help personalise your experi-
ence in the museum. First, you are shown a video explaining how 
the museum will collect and use the personal data you provide in 
the app. Using a clip of a burning trashcan, it also shows how your 
data will be destroyed when you leave. Once the video is over, you 
receive a chat message in the app that says, ‘Welcome, we are happy 
that you are here’. The app offers you an automatic message to reply 
with that states, ‘Thank you, but what is this really?’, which then 
appears as a reply message. From here the app goes on to explain a 
bit more about the museum and, in a joking and casual tone, asks 
you about your age and where you live. It gives you the option to 
type in your birth year and zip code but also the option to not enter 
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your personal data. You are then asked to play two mini-​games. In 
the first, you are presented with a movie genre and can slide left to 
state that this is not for you or right if this is a genre you like. In the 
second, you are asked to choose five interests out of several options 
presented on the screen. Last, the app asks you to go into one of the 
numbered photo booths to have your photo taken. When entering 
the photo booth, you are greeted, by name, by a screen. After taking 
your photo, you are finally ready to enter the museum. You walk 
up another set of stairs, and the first thing you see is yourself. Your 
photo and name are featured on a large screen together with other 
visitors’ faces. You are the exhibition.

This is a snapshot of a visit to the Media Museum at the Netherlands 
Institute for Sound and Vision (from here on, Sound & Vision), the Dutch 
national broadcasting archive (see Figures 4.1 and 4.2). The museum, 
which opened its doors in February 2023, uses facial recognition technol-
ogy and simple forms of explicit personalisation1 in the exhibition to tell 
its story of how we are all ‘living in the media’ in today’s societies (based 
on the work of Mark Deuze: Deuze et al 2012; Deuze 2016). In this chap-
ter, we use the museum of this audiovisual archive (AV) as an illustrat-
ing example of how digitisation and the introduction of AI into archival 
practices are transforming the role of the archive, the role of the archivist 
and the archival object itself. Specifically, we highlight how the museum 
embodies and illustrates the current shifts towards increasingly datafied 
and participatory archival practices, which are driven by an emphasis on 
the facilitation of access to the archive. We illustrate how the use of AI has 
evolved over time and become more and more active in the construction 
of the archive, as it becomes a tool for storytelling and visitor engagement. 
The application of AI in the Media Museum exemplifies this by changing 
the role of the technology from a simple facilitator to making it an active 
part of the exhibition. In turn, this use of AI transforms the archival work-
flow as it places the user at the centre of the archival process.

To sustain this argument, we trace the evolution and expanding 
use of AI within AV archives, using Sound & Vision to exemplify these 
changes. Then we turn to the recently opened museum to discuss how 
placing AI on display represents a shift from spectatorship to participa-
tion, which in turn reshapes the archival workflow. This last section is 
based on insights from three months of ethnographic fieldwork con-
ducted by the second author inside the museum in the months following 
its opening, including retrospective interviews with employees who were 
involved in the conception and execution of the museum. Before turning 
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Figure 4.1  Entrance area of the Media Museum of Sound and Vision, 
which features the so-​called Media Reactor that presents a stream of 
media content –​ also featuring the users themselves, Hilversum, the 
Netherlands. © Anna Schjøtt.

Figure 4.2  News area of the Media Museum of Sound and Vision, also 
titled ‘Inform’, Hilversum, the Netherlands. © Anna Schjøtt.

 

 



Navigating AI  for Cultural Heritage Organisations96

  

to the historicisation of AI in archival practices, we first introduce some 
key conceptual ideas that frame our understanding of the archive.

Dynamic conceptions of the archive

Archives serve an important role in society by providing a record of the 
activities of individuals, social groups and organisations in the past that 
allow future users to retrace and interpret past events. As a result of this 
function archives can be understood as ‘the documentary by-​products 
of human activity’ (International Council on Archives n.d.). When these 
records of human activity are deemed to be of societal relevance, they 
are collected, appraised, described and made accessible in publicly or 
privately funded institutional archives. These institutional archives serve 
the role of keepers of the evidence of past human activity and, therefore, 
as museums and libraries, serve as important repositories for a soci-
ety’s cultural memory (Assmann 2010). To be a trusted repository for 
the evidence of human activity they hold, the archival institutions have 
developed professional practices and archival workflows that ensure 
the authenticity, reliability, integrity and usability of archival records 
(International Council on Archives n.d.).

While these definitions of the archive help us to understand the 
broader role of the archive in society, they do not address the discur-
sive power of archival knowledge. For Foucault, the archive plays an 
immensely important role by taking part in defining what counts as 
knowledge. As a result, he defined the archive in a conceptual sense as 
‘the general system of the formation and transformation of statements’ 
or ‘set of rules’ that govern a particular episteme (Foucault 1972, 148, 
146; Lowry and McNeal 2021). At the dawn of the digital age, Jacques 
Derrida, in a famous lecture held in 1994, traced the etymology of the 
word archive as closely related to those in power (Derrida 1995). His 
conception of the archive inspired a strong trend of critical archival the-
ory that pays attention to the ways in which the archival processing of 
the documentary heritage of individuals, social groups and organisations 
shapes what can be remembered and how those events are interpreted 
(e.g., Ketelaar 2001; Schwarz and Cook 2002). This critical approach to 
archival practice also emphasises what is forgotten or repressed either by 
neglecting to document human activity or by actively destroying exist-
ing records (e.g., overlooking the documentary evidence of minorities, or 
ignoring alternative perspectives on the meaning of the records that are 
collected and preserved; Assmann 2010).
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As a result of this critical conception of archiving as a technique 
embedded in practices of knowledge and power, scholars in the domain of 
archival studies have developed more holistic views on the whole contin-
uum of archival practices. Such practices include the creation, capturing, 
organising and pluralising of records as well as the actors and processes that 
underlie and affect their creation, management, organisation and use. This 
perspective has become known as the ‘records continuum’ model (Upward 
1996; Upward et al 2018). Such a holistic conception of the production 
and circulation of archival records invites a social constructivist perspec-
tive on the archival record and how its meaning is constructed throughout 
the archival process and actors (see, e.g., Bowker and Star 2000).

In today’s society, which is pervaded by digital technology, the 
ontology of the archive is changing, and new actors are intervening in 
the way that archival records are produced, captured, appraised and 
used. Digital AV archival objects exist in an online, cross-​media land-
scape, where they achieve their meaning partly via their circulation on 
social media platforms but also through intertextual references to other 
intellectual property rights or privacy-​protected media content (e.g., 
social media posts, Marvel film clips, etc.). The consequence of this 
change has been a need for a more dynamic conception of the notion of 
archiving and of what its ‘object’ is (Ernst 2013). However, as Edwards 
(2002) has argued, digital infrastructures tend to be invisible: ‘The 
most salient characteristic of technology in the modern (industrial/​
post-​industrial) world is the degree to which most technology is not 
salient for most people, most of the time’ (Edwards 2002, 185). As the 
infrastructure for processing archival records is not neutral but heav-
ily invested with power dynamics, it becomes crucial to detect how 
and where exactly it generates knowledge, of what kind, and whose 
perspective(s) it represents. MacKenzie (2017), for example, illustrates 
that the human and technological actors involved in machine learning 
systems produce knowledge (MacKenzie 2017). Colavizza et al (2021) 
have also illustrated how the use of AI in archival processes transforms 
the archival workflow in unexpected ways, posing both new possibili-
ties and challenges.

When exploring this exact change in this chapter, namely the digiti-
sation and AI augmentation of the AV archive, we use these understand-
ings of the archive to sensitise our conceptual discussion to consider both 
ideas of power and politics of archival knowledge production, the unique-
ness of the digital collection, and how the infrastructures and techno-
logical affordances of AI take part in (re)constructing the archive. In the 
following, we illustrate how AI has intensified existing shifts in archival 
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practice that had already been brought on by digitisation and the emer-
gence of digital archives. We do so by following Sound & Vision’s journey 
from an analogue institution to a highly datafied and AI-​augmented insti-
tution, before turning to the museum as an embodiment of this trans-
formation, which alters the very understanding of what the archive, its 
objects and its role is. In this way, we hope to add to the dynamic under-
standing of archives in the age of AI.

From the analogue to the digital and beyond: towards  
the datafied and AI-​augmented archive

As discussed above, the advances in the development of digital technol-
ogy in the past two decades have significantly transformed the workflow 
and function of cultural institutions and induced a shift from the preser-
vation of heritage to the prioritisation of access –​ what is also referred 
to the digital turn in archiving (Fossati 2012, 2017). While digitisation 
represented a new way to preserve fragile materials for years to come, 
it also, as Prelinger (2007) argues, shifted the focus of archival prac-
tices towards access and the need to activate the archival content (see 
also Paalman et al 2021). Prelinger (2007, 2009) highlights the role of 
the wider digitisation of society and emergence of alternative ‘archives’ 
such as YouTube in this shift, as these developments greatly expanded 
the scope of born-​digital information and created the expectation that 
collections of cultural heritage are generally accessible online. The Open 
Images platform created in 2015 by Sound & Vision exemplifies this 
ambition of accessibility and of activating the archive, as it made part 
of the collection available for reuse under an open licence and engaged 
several artists to experiment with the collection (Markus et al 2019) .

The digital turn has induced significant changes in the archival 
workflow and both blurred and extended the boundaries of the archive 
(Noordegraaf 2010a, 2011). On the one hand, it has led to a transfor-
mation of the role of the archivist, who is no longer the gatekeeper of 
the knowledge produced within the archive. Rather, the archivist now 
has the role of an editor or asset manager who must assess whether the 
information (see also Barok et al 2019), which is generated by a vari-
ety of actors outside the walls of the archive, can be deemed heritage 
and as a result should be archived (Noordegraaf 2010a). This exten-
sion of the archival processes beyond the walls of the archive itself has, 
on the other hand, produced an increased need to involve users in the 
practices of archival description. This need arises because preserving 
born-​digital information requires the collection of objects and metadata 
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at the moment of production and the involvement of users to interpret 
them meaningfully (Noordegraaf 2011). As Wolfgang Ernst has pointed 
out, in a context where archival records exist in the form of digital data, 
they become indistinguishable from the descriptive metadata that has 
become essential to retrieve objects from a digital archive ( Ernst 2013). 
The growing focus on the accessibility of the collection has also reinvig-
orated existing questions of the political role of archives and archivists 
in curating memory as only parts of collections were made accessible, 
often at the expense of minority groups (Brunow 2017; Cordell 2020; 
Brennan 2022).

The emerging experimentations with AI in AV archives are also 
often framed as enabling accessibility to the archive by enhancing the 
searchability, creative reuse and analysis of the collections (Wactlar and 
Christel 2002; Rehm 2020; Cecchine 2021). A survey of the current lit-
erature has shown that AI is used to augment the processes of acquiring, 
storing, preserving and making accessible the documentary heritage of 
societies (Colavizza et al 2021). Cecchine (2021) has also surveyed the 
use of AI across different forms of AV institutions and highlighted the 
challenges and current limitations to AI experimentations in AV archives. 
By looking at different AV archives with different institutional histories 
and missions, she also illustrates how these institutional values shape 
how AI is implemented and how these values are transformed in the pro-
cess. These findings highlight that the use of AI introduces new questions 
and transformations in AV archives beyond the processes of digitisation. 
So, while the use of AI is often seen as an extension of the digitisation 
of the archive, we here argue that it also enables transformations that 
move beyond the digital turn and warrant new conceptualisations (see 
also Fosatti 2017).

In the following, we use Sound & Vision’s experimentations with AI 
as an illustrative case, while also drawing on other examples from other 
AV archives to highlight that this is not unique to Sound & Vision. By trac-
ing the developments at Sound & Vision, we illustrate how AI induces 
increased processes of datafication, which is often defined as ‘the pro-
cess of rendering into data aspects of the world not previously quantified’ 
(Kennedy et al 2015, 1). Mayer-​Schönberger and Cukier (2013), in their 
conceptualisation, highlight that datafication is uniquely different from 
digitisation in which materials are converted into new digital formats 
because it is via the process of datafication that these digitised objects 
become indexable and searchable (see also Mejias and Couldry 2019). 
As the use of AI in AV archives is increasingly aimed at increasing search-
ability by producing metadata, we argue that AI induces a new datafied 
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turn in archival practices and ultimately changes both the archival object 
and the archivist’s role. Furthermore, we illustrate how the experimenta-
tions with AI also enable an intensification of the already emerging par-
ticipatory turn (illustrated, for example, with crowdsourcing practices; 
see Noordegraaf 2010a, 2011) as users are giving an increasingly central 
role in the archival processes as both verifiers and creators of content.

The metadatafication of archival practices and objects

Archival description has historically been a key part of archival practice, 
also in AV archives, and is aimed at facilitating archivists and users in 
navigating the collections via these descriptions (Edmondson 2004; 
Delaney and De Jong 2015). These descriptions are carried out based 
on long-​established principles of cataloguing with the aim of providing 
consistent and precise descriptions (Edmondson 2004). While archival 
description remains central in AV archive production processes (Delaney 
and De Jong 2015), the production of metadata is increasingly being 
delegated to AI applications. Born-​digital content, such as video clips on 
Facebook or YouTube, come with automatically produced descriptions 
regarding, for example, time of upload, geographic location of the video 
and, more recently, often also automated transcriptions of audio and 
image content. For existing collections, the generation of such more fine-​
grained metadata would be highly resource intensive if done by human 
describers, which is why metadata production has been one of the main 
areas of experimentations with AI in AV archives.

There are several AI technologies that are used to produce different 
forms of metadata, such as automated transcriptions, object or speech 
recognition and segmentation tools (see Cecchine 2023 for a full over-
view). These technologies have also been part of the journey at Sound 
& Vision. For example, in 2011, they partnered with Dutch company 
SpraakLab for a project to use speech recognition technology for auto-
matically labelling over three thousand known speakers on Dutch pub-
lic television listed in the Common Thesaurus of Audiovisual Archives 
(GTAA) in the collection of radio and television broadcasts. With the 
help of these time-​coded speaker labels, known Dutch people can now be 
traced at the level of the instance they appear in the overall programme 
(Cecchine 2021). In 2021 Sound & Vision was part of the Europeana 
Subtitled project, which aimed to use automatic speech recognition and 
machine translation technologies to produce automated English sub-
titles and captions for 6,000 pieces of AV content. Such automatically 
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generated descriptions provide new access points by making possible the 
equivalent of full text search for audio and video content.

The use of AI to produce more metadata about archival content is a 
key part of making the archive more accessible because, as Wachtlar and 
Christel write: ‘Without metadata, a thousand-​hour digital video archive 
is reduced to a terabyte or greater jumble of bits; with metadata, those 
thousand hours can become a valuable information resource’ (2002, 81). 
The digitisation process of previous analogue items enables a transfor-
mation of the archival object into ‘bits’ that can be separated and reused 
in highly different ways than analogue carriers of AV content. This frag-
mentation of the archival object as, for example, a complete film is facili-
tated by this datafication process in which bits of data are produced about 
the individual bits of the content. The increasingly datafied content has 
highly different affordances in terms of searching for specific segments 
of interest, but it also drastically changes our understanding of the archi-
val object, which becomes increasingly decontextualised. Scholars have 
discussed the importance of introducing measures of recontextualisation 
in such cases to ensure that users are supported in their interpretation of 
the content (Brunow 2017; Efrat and Casimiro 2022). In a different pro-
ject, Sound & Vision also experimented with colourising old black-​and-​
white video footage from the so-​called ‘Polygoon’ newsreel collection 
from the twentieth century using deep learning approaches (Marsman 
et al 2017). The aim was to allow new forms of engagement with the 
collection by making it easier to interact with the content but also more 
relevant and current for a wider audience. In this process, the footage 
is separated into each frame, which is then colourised, producing thou-
sands of new images that in the end become a new version of the archival 
object. Here, the emphasis on accessibility rather than simply preserva-
tion, which could have included improving the quality of the existing 
footage, becomes part of a practice of generating archival objects that 
were not collected but produced. Such experiments raise new questions 
about what constitutes an archival object and how to understand their 
relation to the original content.

These datafication processes also change the role of the archivist, 
as they yield their role as the primary ‘descriptor’ that provides the con-
textualisation of the archival object via standardised processes of record-
keeping to an automated description workflow. With many of these AI 
tools, rather than actively producing description (e.g., who is in the 
clip) the archivist’s role becomes that of the human-​in-​the-​loop, accept-
ing or declining the proposed description. In more and more cases, this 
task is also delegated to users of the system, who will be able to provide 
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direct feedback into the system if they, for example, see a falsely labelled 
speaker in the example given above. In the context of born-​digital data, 
the role of the archivist in describing the object also becomes much more 
distributed because the data is constituted via external actors who have 
made decisions on what data is collected and how that data is constructed 
(e.g., what counts as a geolocation). Equally, the users also begin to play 
a much more prominent role, as this type of content requires actively 
crowdsourcing the task of meaningfully interpreting the content to oth-
ers (Noordegraaf 2011). This user involvement in the descriptive prac-
tices also highlights how the users become more and more central actors 
in the archival workflow and how the archival processes and decisions 
on how to provide descriptions become distributed across a multitude 
of actors (human and non-​human). This distributed descriptive process, 
therefore, challenges archival control over how objects are catalogued, 
as they no longer have full oversight over the principles that guide the 
description. Both Feinberg (2017) and Drucker (2010) have highlighted 
the importance of recognising the constructed nature of data and how 
each decision regarding the composition of data conditions the decisions 
that follow (e.g., the way things are measured must be taken into account 
for what forms of analysis are possible). Therefore, the distribution and 
delegation of these decisions require new reflective practices over how to 
use this data in the archival workflow.

Making the archive user-​facing

The increasing production of metadata enables increased searchability 
in the archive and new forms of creative search interfaces that users can 
engage with. An example of this is ‘VPRO Backlight’, which was released 
in 2022 and developed by VPRO Medialab, design agency Sudox and 
Sound & Vision (VPRO Tegenlicht 2022). The ‘Archive of the Future’ as it 
is also referred to is an online archive in which 500 broadcasts of the TV 
show VPRO Backlight are made accessible and searchable in new ways via 
AI. Concretely, the project leveraged image recognition and speech and 
text analysis techniques to transform the 500 broadcasts into ‘bits’ of data 
so that users can search at a highly granular level, for example for specific 
clips, shots or quotes. Furthermore, the online archive presents a highly 
browsable interface in which still images from the broadcasts are pre-
sented with coloured bars underneath, signalling different themes, such 
as health. This interface is to enable a more exploratory search approach 
within the archive while still being predominantly semantically focused 
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via keywords. More sensory and abstract approaches to browsability can 
be found in the Sensory Moving Image Archive (SEMIA), in which AI was 
used to produce connections between items based on specific sensory 
features (Masson and Olesen 2020).

There are also more and more AI tools that directly focus on analysis 
and research within the archive by enabling researchers to, for example, 
explore certain characteristics across collections. The CLARIAH Media 
Suite, which is part of the Dutch national research infrastructure for digi-
tal humanities and developed and hosted by Sound & Vision, represents 
this growing emphasis on not only accessibility to but also the analys-
ability of the archive (CLARIAH Media Suite 2023). The Media Suite is a 
research environment in which researchers can access AV collections (as 
datasets), use specific AI-​powered tools to explore these collections, and 
get access to other more experimental tools, such as Jupyter Notebooks 
and computer vision algorithms (Ordelman et al 2019; Wigham 
et al 2018; Noord et al 2021). As part of the work within the European 
AI4Media project (AI4Media n.d.), Sound & Vision are also currently 
developing a new analytical tool for partial audio matching, which will 
allow users to explore how a piece of audio (e.g., a clip of a politician) 
was reused and circulated in the media after its initial airing. This can 
allow the novel analysis of both circulation patterns and how the clip is 
(re)framed throughout its lifetime, reception analysis of iconic clips, as 
well as the ability to track illegal uses of content. These projects represent 
a move towards a much more user-​facing archive in which interfaces with 
underlying AI tools are built to ease the ability to explore and analyse the 
archive. The users in many cases also become co-​producers of the archive 
either by participating in annotating parts of the collection or by publish-
ing their analyses of the collections.

This emphasis on the user as a co-​producer of archival content 
becomes even more evident in the use of AI for creative reuse. As an 
example of this, Thunderboom Records in collaboration with Sound & 
Vision are currently developing and experimenting with Waive Studio, 
an AI-​infused DJ system (WAIVE 2022). The system uses sounds from 
Sound & Vision’s digitised collections to create new music samples, beats 
and loops. A similar project in the United States is the Citizen DJ pro-
ject which allows users to resample audio samples from the Library of 
Congress collections (Citizen DJ n.d.). Similar to the colourisation pro-
ject described above, the aim of Waive is to make the collections acces-
sible to new audiences who might be enticed by the ability to creatively 
play around with the collections.
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Again, the use of AI changes the role of the archive from the pro-
ducer of contextual descriptions of the archival object to becoming a co-​
producer of novel objects that remediate the existing archival objects. 
Thereby, the use of AI is extending the archival cycle by enabling new 
objects to circulate that refer back to the archive. As a result, the partici-
patory role of the user in the archival processes is becoming more central 
in implicit ways, for example, providing system feedback, but also much 
more directly in terms of actively engaging with the archival content via 
analysis or creative reuse. This resonates with the cyclical nature of the 
‘records continuum’ model of archiving discussed above (Upward 1996).

With these many developments, which Sound & Vision has served 
to illustrate here but that can be generalised to practices at other AV 
archives, we have highlighted two trends that have emerged with an 
increased focus on accessibility via the use of AI. These include the 
increasing datafication of the archive, where objects become increasingly 
granular, which also induces the need for ‘bits about bits’ (Negroponte 
1996), or metadata, as we have referred to it here, to make the granular-
ity useful. The second is an increased focus on opening the archive via 
interfaces that users can interact with and where they also become co-​
producers of archival objects and descriptions. These trends are uniquely 
embodied in the new Media Museum, which we now turn to before dis-
cussing the implications of these developments.

From spectator to participant

In addition to opening up the archive through metadata creation and 
reuse by producers and various groups of reusers, AV archives have also 
been experimenting with exhibitions of their collections to showcase their 
holdings and the stories they tell to broader user groups. Traditionally, 
archives have provided access to users via reading rooms and/​or viewing 
booths, often by appointment. Increasingly, archives have discovered the 
temporary or permanent museum exhibition as a format for increasing 
their public outreach (Reed 2007). AV archives, such as Sound & Vision, 
occupy a position in between archives and museums. Their core role is 
to archive audiovisual recordings (and related materials), which, in the 
case of broadcasting materials, should be ready for reuse by the broad-
casting corporations. At the same time, especially in the case of publicly 
funded institutions, AV archives have a responsibility to inform broader 
audiences about the history of public service media and use their collec-
tions to educate citizens about the way we are living in and with media 
(Deuze 2016).
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Hence, audiovisual archives, while primarily servicing the pub-
lic broadcast producers, have long since used museum exhibitions to 
show parts of their collections. The history of the museum of Sound & 
Vision and its predecessors shows a clear trend, moving from an object-​
centred, classical model of museum display to an almost fully digitised, 
data-​driven multimedia experience. This development is characterised 
by a parallel change in the implied conception of the visitor, which has 
shifted from a spectator who takes in what is being communicated by the 
authoritative museum, to a participant who actively co-​creates the exhi-
bition and its meaning. In the following section, we introduce the new 
media museum of Sound & Vision, analysing the way it exemplifies this 
trend towards participatory engagement. Referencing theory on specta-
torship, we analyse the transformations in the way the relation between 
the objects and the visitor is conceptualised in this setting.

The audiovisual archive on display: from media experience  
to media museum

Sound & Vision is a unique institution, both in terms of its large collec-
tions and innovative projects but also due to its double function. Having 
been founded in 1997 as the Dutch National Audiovisual Archive, as a 
merger of various public broadcasting and documentary film collections 
and the national broadcasting museum, it has functioned both as a work-
ing AV archive and host for an exhibition that showcases the archival 
collections to the wider public. Since 1983, the national broadcasting 
museum had showcased a sample from the collection of radio and televi-
sion equipment to tell the story of broadcasting in the Netherlands (Knot 
n.d.). Housed at different locations, these exhibitions were examples of 
the classical museum exhibition format, which displays physical objects 
with accompanying text panels explaining their role and function. As Bal 
(1992) has argued, such a combination of objects and explanatory texts 
and the suggested ‘routing’ turn the museum display into a sign system 
that produces the viewer’s knowledge. The specific layout of the exhi-
bition ‘addresses an implied “focalizer” whose tour is the story of the 
production of the knowledge taken in and taken home’ (Bal 1992, 561). 
In the exhibitions of the national broadcasting museum, visitors were 
conceptualised as passive receivers of a predetermined narrative that 
focused on the institutional and technical development of broadcasting 
as becoming increasingly refined.

This conception of the visitor as a passive recipient of a predefined 
message changed when in December 2006, Sound & Vision opened the 
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doors of its new ‘Media Experience’ to the public. Here, visitors were 
given a ring containing a chip, which was used to activate each of the 
14 thematic exhibitions that included radio and television content from 
the 1950s to the present (for a full analysis, see Noordegraaf 2010b). 
The Media Experience was a unique exhibition as the majority of the 
‘objects’ were presented virtually through screens, while some physical 
objects, such as cameras and clothing worn in famous Dutch TV shows 
for example, were also on display. Upon arrival at the Media Experience, 
visitors were asked to provide their name, date of birth and email address 
as well as choose a virtual guide –​ one of 12 famous Dutch media per-
sonalities –​ who would provide context at the exhibitions. These data 
entries and the choice of the guide were linked to the ring so that the 
visit felt personalised because the content shown would consider the age 
of the visitor, so that, for example, at the pavilion showcasing children’s 
TV would show visitors clips from the time they were children and likely 
watched those programmes. Besides, some of the exhibits invited visitors 
to step into the shoes of media producers, such as reading the news from 
an autocue or experimenting with editing and special effects. Thus, in 
the Media Experience, visitors actively ‘performed’ the radio and televi-
sion archive: to a certain extent, their input determined which kind of 
material was shown and seen. In that sense, the visitor acts as a more 
active spectator who is invited to actively compose and make sense of the 
objects on display (Noordegraaf 2010b, 206). This coincides with theo-
ries on television spectatorship that, in line with the increased control 
viewers have obtained over what they view, see a shift ‘from a passive 
position to a more interactive one, from an observer separate from the 
apparatus to a participant’ (Friedberg 1994, 144).

‘You can no longer be a spectator, only a participant’

The heading of this section is a quote from an elderly male visitor in the 
new Media Museum, who did not want to use his mobile phone to engage 
with the museum and had chosen a strategy of looking over the shoul-
der of other visitors as a way of engaging or remaining in the spectator 
role within the museum. So, to follow the quote by Friedberg, this shift 
is radically intensified in the new museum, as becoming a participant 
is no longer a luxury, it is a prerequisite for engaging with the muse-
um’s exhibits. As described briefly in the introduction, the new Media 
Museum, which opened in February 2023, aims to be even more interac-
tive and personalised than its predecessor in the way in which it tells its 
story of ‘living in media’ by using facial recognition and forms of explicit 
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personalisation. These technologies help to mimic how the media is dis-
tributed today and are part of the more critical story the museum aims to 
tell, namely, to make the otherwise often hidden and opaque processes 
of algorithmic recommender systems visible to the visitor. Beyond this, 
the new Media Museum does not solely rely on the archival collection 
but also includes social media content and other external pieces of con-
tent to tell its story. This curatorial choice was considered necessary to 
ensure that the museum reflected the changed media landscape and the 
broad collection policy of the institute, which, in addition to radio, televi-
sion and film, now also includes websites, social media and written press 
content and computer games. The emerging dynamic understanding of 
archiving we have outlined above is, therefore, highly visible in the ways 
the museum puts the archive on display.

The use of AI in activating the archive in the museum, therefore, 
embodies this participatory turn described above, as the use of AI in 
the museum infrastructure not only contributes to reconstructing the 
archive, it also reconstructs the visitor as an engaging participant who 
performs media. This is the case in the Media Museum, as visitors become 
datafied participants at the centre of the exhibition. The visual presence 
of the visitor’s face, which appears both on the welcome screen and on 
every screen in the exhibition when the user approaches, means the user 
is met with their own image and a named greeting. More invisibly, this 
presence is apparent in the data infrastructure, because when each visi-
tor touches the many interfaces in the museum, they produce new data, 
which the museum staff hope to use to further personalise the museum in 
the future. Such data could also help tailor access to the archive by send-
ing a personalised selection of additional clips from the wider archive 
after visitors have left.

With this approach, the Media Museum places the user at the centre 
of the archival practices. As the user’s preferences guide their experience 
of the archive, their data traces after leaving the museum spaces become 
tools to interpret the collection, forming an amplified user interface, as 
discussed above. This approach represents a new shift in conceptualising 
the role and practices of the museum; the previously rather controlled 
process, aimed at ensuring the authenticity, reliability, integrity and 
usability of archival records, is opened up not only via the inclusion of 
digital content, but also by placing the user at the heart of the curational 
process. This presents new questions, because as Feinberg (2017) and 
Drucker (2010) teach us, data is like the archive itself: situated, partial 
and constructed. Decisions in the archival process are, therefore, not 
necessarily in the hands of the archivists; rather, they move into the 
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domain of the data scientists who produce methods for metadata collec-
tion or operationalise the personalisation in the museum. At Sound & 
Vision these decisions remain collaborative as archivists, museum staff 
and data scientists work together, but nonetheless, they require schol-
ars of archives to move their analytical attention towards new locations 
in the museum when exploring the transformation of AV archives in the 
age of AI.

Conclusion

In this chapter, we have discussed the current shift in cultural heritage 
organisations from the preservation of heritage to the prioritisation of 
access and beyond –​ highlighting the impact of the uptake of AI. We 
argue that this technology-​induced attention to new forms of access and 
reuse has led to an increased datafication of the archival collections and 
to a renewed conception of user engagement as participation. Our analy-
sis of the use of digital technology and AI in the archival workflow and 
the transformations of the museum at Sound & Vision serves as an exam-
ple of how the shift towards datafication and participation occurs in AV 
archives.

In the archival workflow, employing AI technologies such as 
speaker labelling, speech transcription, keyword extraction, subtitle gen-
eration and object detection leads to a process of ‘automated metadati-
fication’. Such automatically generated metadata are crucial for making 
the archive accessible and the archival records visible, as without such 
metadata digital artefacts cannot be recalled and thus cease to exist. The 
fact that a human interpretation of archival records is replaced by an 
automated computational reading of the content affects the status of the 
archival holdings as a source of knowledge about the mediated past. At 
the same time, it enables the emergence of a variety of different access 
points to the collections via different interfaces that allow various users 
to both engage with but also actively contribute to both the interpreta-
tion of existing content and extend the archive by producing new content 
through creative reuse.

We argue that the choices you make when creating, capturing, 
organising and pluralising data in an artificially intelligent environment 
turn the archival process into a cycle in which producers, archivists and 
users interact in a constant redesign of the archival object and the con-
struction and interpretation of its meaning. This becomes specifically 
clear in the media museum, where the visitor is placed centre stage. In 
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the AI-​enhanced museum, the visitor becomes a participant who not 
only triggers what is shown but becomes part of what is exhibited. Their 
behaviour potentially also shapes which parts of the archive are put on 
display in the future, as the archive may use the visitor data to inform 
the curatorial choices for the future iterations of the exhibition. In this 
way, the datafied AV archive and museum raise interesting new ques-
tions about who has what agency in the archival process: placing the 
user at the centre means that the AV archive now starts collecting data 
on media behaviour instead of only media objects. As such, the artificially 
intelligent archive of the future democratises access to and engagement 
with the storage space of our collective cultural memory, while it poses 
new challenges to ensure that it will not amplify existing inequalities and 
blind spots.

Note

	 1.	 The personalised features in the museum can be characterised as ‘explicit personalisa-
tion’, where the user actively provides their preferences and then are presented with con-
tent based on those preferences. This is contrary to ‘implicit personalisation’ in which the 
recommendations to the user are not based on given preferences, but on inferences based 
on behavioural data (e.g., clicks on a website) (Bodó 2019). The latter is generally used to 
power Machine Learning (ML) systems, while the explicit personalisation uses more simple 
filtering systems.
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5
Digital mapping and cultural heritage
Claire Warwick and Katherine Aske

Maps represent one of the most complex categories of archival records, 
and a rich source for research. In both their born-​digital and physical 
forms, what information maps contain and represent can vary massively. 
Maps can present bias and misinformation, national priorities and global 
perceptions –​ they represent time and space, creating endless avenues 
for analysis. However, combinations of image and text, complex layouts, 
varying sizes, scales and formats, and fluctuations in the quality and 
accuracy of data records mean that preserving and making these records 
accessible has been, and remains, a challenge.

In this case study, we examine how maps are being made more 
accessible, either through digitisation or the availability of born-​digital 
map data; what they are being used for and how they are being used; 
and where AI is being or can be employed to make digital maps machine-​
readable. With a focus on current preservation initiatives, collaborative 
projects, methodologies and approaches through AI tools, this study 
examines the uses and potentials of digital mapping, while also under-
lining key cautions regarding issues of transparency and AI algorithms.1

Digital mapping has long been used for geographical information 
systems (GIS) and the Global Positioning System (GPS), such as those 
applied to Google Maps and OpenStreetMap, and as a way to preserve 
cultural heritage. Digital maps can also act as an interface for connecting 
disparate information. Exploring cultural heritage organisations in the 
UK and Ireland, this case study examines the interdisciplinary research 
enabled by digital and computer-​generated mapping within cultural her-
itage, and beyond. We examine approaches to the digital preservation 
of maps used within six legal deposit libraries (Bodleian Library; British 
Library; Cambridge University Library; the Library of Trinity College, 
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Dublin; the National Library of Scotland; and the National Library of 
Wales), with an extended look into the work of the National Library of 
Wales (NLW). We also offer guidance for research methodologies and 
approaches to preservation, digitisation and the creation of linked data 
and enriched metadata for cultural heritage organisations.

Maps are significant tools in our everyday lives, from searching for 
directions, to shaping our view of the world. Throughout recorded his-
tory, maps have provided us with a sense of place in time and space. From 
the earliest sketches to the most accurate satellite imaging, maps have 
documented the movements, explorations and discoveries of human-
kind. While the earliest maps may have been crude imaginings, by the 
sixteenth century they began to gain practical and political meaning as 
techniques for land surveying improved. But maps often demonstrate 
more information about culture than any geographical location. Even 
now, despite advances made through platforms like Google Maps, there 
remain significant biases in the way the information from maps is used 
and visualised. As multimedia sources, maps present endless opportuni-
ties, but without accurate metadata and transparent archival processes, 
these records, whether digitised or born-​digital, can, ironically, be dif-
ficult to navigate.

The accuracy of a map also has a direct impact on how it can be 
used, what it can show us and how it can help us to visualise the world. 
Historical maps are littered with inaccuracies or may be entirely ficti-
tious. However, thanks to modern surveying, we now tend to assume 
that the information presented on maps is correct (Keates 1996, 97). But 
what is correct locational information? Does it relate to precise coordi-
nates or geographical features such as roads and rivers? Is it information 
about the locality, such as shops and facilities, or all of the above? Maps 
can store infinite amounts of information, so how are we using them in 
the digital age?

Digitised and born-​digital maps

As Jen Jack Giesking (2018) argues, there is a long history of the use of 
digital mapping technologies in digital humanities. This includes both 
the digitisation and analysis of historical map collections, and also the 
use of digital techniques such as GIS to create maps of place or time-​based 
specific phenomena. GIS, originally a military technology developed in 
the 1960s, was quickly adopted by social scientists, such as geographers. 
It allows database entries to be linked to geographical coordinates that 
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identify their geographical location, allowing them to be output as a map, 
or other visual representation. Its use became widespread in archaeology 
from the 1980s onwards and began to be adopted in disciplines such as 
history and literary studies in the early 2000s (Gregory and Healey 2007; 
Murrieta-​Flores, Donaldson and Gregory 2017). One of the most high-​
profile uses of such technologies in digital humanities was by Franco 
Moretti (2007) whose book, Graphs, Maps and Trees, was based on his 
use of digital technologies, including GIS, to interrogate what were at 
the time very large datasets of literary texts in 2007. This pioneering use 
of big data methodologies demonstrated that the frequency of literary 
phenomena could be plotted not only over time, but in space. GIS-​based 
projects now number in the thousands: over two hundred of them can be 
accessed directly from the Anterotesis blog.2

Large-​scale map digitisation projects, however, have a shorter his-
tory than the use of GIS itself. Printed maps are large documents which 
may become delicate with age. This means that specialist equipment and 
careful handling are required for their digitisation. The files created in 
the process were also too large for the limited storage capacity of early 
digital repository systems (Novak and Ostash 2022). Libraries, therefore, 
only began to digitise maps at scale in the early 2000s (Knutzen 2013; 
Woods et al 2016; Damoor 2019).

Once digital images of historical maps became available, they were 
used in digital humanities research to enrich the information provided by 
a spatial database; for example, the Salem Witch Trials and Boston Back 
Bay Fens projects carried out at the University of Virginia’s Institute for 
Advanced Technology in the Humanities in the early 2000s. The Salem 
Witch Trials project combined GIS with digitised historical maps to dem-
onstrate how accusations of witchcraft spread through the area around 
Salem, Massachusetts, in 1691 like an epidemic of disease.3 Boston Back 
Bay Fens used GIS, historical maps and images of Boston to investigate 
the relationship between the development of the city and its environ-
ment in the late nineteenth century.4 Both of these projects, and the 
work of Moretti and the Spatial History Lab at Stanford, demonstrated 
the potential of spatial digital humanities to make possible novel, visual 
representations of literary and historical phenomena (Shnayder, 2010; 
White, 2010).

Nevertheless, the coordinates for geographical features still had to 
be entered into GIS databases by hand, using information from a geo-
graphical dictionary or gazetteer (Weinman et al 2019). This was a labo-
rious process, which might take up to six hours for a standard-​size map 
(Knutzen 2013). It is therefore not surprising that, since the early 2020s, 
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a significant amount of research has been undertaken into the possibility 
of developing digital systems for the automatic recognition of map fea-
tures (Chiang, Leyk and Knoblock 2013). However, maps still presented a 
challenge to such systems, since the data they contain is both textual and 
visual, including topographical features, symbols and textual descrip-
tion (Hosseini et al 2021). This means that researchers have to decide 
whether to use automated optical character recognition on textual labels, 
or to use computer vision techniques to automatically recognise visual 
features, such as road junctions, by their shape (Chiang et al 2020). The 
advent of Google Earth in 2001 was an important step forward in the 
study of digital maps: it made automatic recognition of some topologi-
cal features possible for users without high levels of technical expertise 
(Knutzen 2013). As computer vision technologies have improved in the 
last decade, these systems have become increasingly powerful. However, 
humans still have to check that the system has correctly identified top-
ographical features and add any that are missing (Chiang et al 2020). 
This is why libraries are so vital as custodians of digital maps. As Hosseini 
(2021) argues, the intervention of library professionals is most critical 
in the application of complex item-​level metadata, which allows users to 
search effectively for the map data that they need. Maps of the same area 
may also be created to different scales and at different times. Therefore, 
accurate georeferencing services, usually provided by librarians, are vital 
in ensuring that the same places or features are correlated with each 
other despite differences in size and age of digitised maps.

The need for human input, however, has meant that the creation 
of digital map corpora has been very time-​consuming. It is partly for this 
reason that citizen science and crowdsourcing have proven vital in digi-
tal mapping. In 2010, the New York Public Library (NYPL) launched a 
project to encourage the public to contribute their knowledge to their 
newly created map database. Their web interface allowed users with-
out expertise in GIS to curate their own collections from the corpus of 
digitised maps, and to annotate the names of places and features. This 
benefitted users and librarians alike, resulting in a larger map corpus 
without information having to be manually entered from a gazetteer 
(Knutzen 2013).

Such an enterprise may have been inspired by the success of the 
OpenStreetMap (OSM) initiative.5 This was founded in London in 2004 
and encouraged volunteers to contribute mapping data to a central 
database using small, inexpensive, mobile GPS units, which were newly 
available. OSM’s aim was to produce free, open, geospatial data that any-
one could use. It also provided free software to allow non-​expert users 

 

  

  

  

 



Digital mapping and cultural heritage 117

  

to create their own maps via a web interface. The initiative proved so 
successful that it is now a global phenomenon, used in numerous spatial 
apps and software packages (Jacobs and Mitchell 2020).

Crowdsourcing of spatial data has also been used successfully 
in education. For example, in 2015, David Wrisley and his students at 
the American University in Beirut began a project to map the linguistic 
cultures of this polyglot city. Students used their mobile phones to take 
photographs of features such as shop signs that demonstrated which 
language was being spoken in different parts of Beirut. The images were 
then plotted on a map, using GIS coordinates. As with the NYPL’s map-
ping project, this utilised the knowledge of those living in a city to create 
an accurate spatial representation of its linguistic and historical culture 
(Waddell 2017; Wrisley 2020).

There are now numerous projects which combine mapping and 
GIS technologies to study historical and cultural heritage objects using 
spatial data. The Pelagios Network6 unites several international his-
torical mapping initiatives, including studies of the place names of 
ancient Greece, global occurrences of bubonic plague since the Black 
Death and maps of the Horn of Africa from the eighteenth century 
onwards. The Pelagios project also produces open-​source software, 
such as Recogito,7 a tool which allows users without specialist knowl-
edge of GIS or programming to create maps of historical phenomena 
(Simon et al 2015, 2017). These include documents from the Ottoman 
Empire in the 1570s, which were annotated by postgraduate students 
taking the ‘Spatial History’ seminar at the Department of History 
of Boğaziçi University in Istanbul, thus forming the basis of a new 
Ottoman Gazetteer.8 Once again, this demonstrates the potential of 
utilising community and volunteer efforts to create and populate his-
torical maps.

Recogito is making an extremely important contribution to digital 
humanities. However, data still has to be entered by hand, and thus the 
scale of the corpora that can be handled is necessarily limited. Pelagios 
is, therefore, currently investigating the use of data science methods to 
make possible the use of visualisation and analytical technologies at a 
larger scale (Rees and Gadd n.d.). This is becoming necessary because, 
as in other areas of cultural heritage, the amount of digital map data has 
increased massively over the last decade (Novak and Ostash 2022). This 
means that very large map corpora can now be constructed, but that such 
corpora are too large for manual analysis. AI tools are, therefore, increas-
ingly necessary.
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Digital mapping at the national legal deposit  
libraries (UK and Ireland)

In Great Britain and Ireland, the largest source of digital map data is 
the Ordnance Survey of Great Britain (OS).9 The OS began in the mid-​
eighteenth century, when military maps of the Scottish Highlands were 
created following the rebellion of 1745. The whole of the UK was then 
gradually mapped during the nineteenth century and completed in 1869. 
However, it has only recently become possible to conduct computational 
data analysis of the data recorded on such maps, thanks to the efforts of the 
UK and Ireland’s national legal deposit libraries (Bodleian Library; British 
Library; Cambridge University Library; the Library of Trinity College, 
Dublin; the National Library of Scotland; and the NLW), who are preserv-
ing, digitising and producing sheet-​level metadata for their map collections.

Since 1998, the OS has deposited an annual snapshot of its large-​
scale map data (scales of 1:1,250, 1:2,500 and 1:10,000) in these librar-
ies.10 These digital maps and geospatial data are allowing national 
libraries to open up new avenues for research, not only in linked data and 
visualisation, but as primary sources of research (Hosseini et al 2021). 
However, as we have seen, the creation of map corpora is costly and 
labour-​intensive for libraries and archives, and only possible for those 
with the resources to undertake high-​quality and large-​scale photogra-
phy for large physical maps. Cartographic materials therefore require 
a unique set of approaches, and below we examine how the six legal 
deposit libraries are preserving and opening up their digital map collec-
tions for users.

Library of Trinity College, Dublin

The Library of Trinity College, Dublin (TCD) holds over half a million 
printed maps and atlases in the Glucksman Map Library, ranging from 
rare older materials to modern maps, from Ireland, Great Britain and 
the rest of the world, making it the largest collection in Ireland. At the 
time of writing, there are 36 items in the digitised cartographic collec-
tion, dating from 1560 to 1838; the remaining physical collection must 
be consulted in the library or may be scanned on demand.11 The Fagel 
Library’s map collection, although little known beyond academia, is one 
of the highlights of TCD’s holdings. Collected over five generations of the 
Dutch Fagel family from the late seventeenth to the early nineteenth cen-
turies, the Fagel Map collection is one of the finest in the world and is 
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the only extant collection of its size to be assembled as materials were 
published, rather than retrospectively. These mostly eighteenth-​century 
maps are global in scope, coloured and intricately detailed, and an inval-
uable source for researchers. The Fagel Project, which began in 2015, 
aims to digitise the entire collection, particularly the maps, to make it 
more accessible to the public. So far, 28 titles in the collection have been 
made freely available online (with the option to download their meta-
data), and six of these contain maps.12 Librarians are also working with 
computer scientists to create three-​dimensional streetscapes and overlay 
battle plans onto modern topography.

Bodleian Library, Oxford

The Bodleian Library holds 1.5 million sheet maps, 20,000 atlases and a 
selection of geospatial data, dating from medieval times to the present 
day. Their OS materials provide an almost complete collection of maps 
for Britain, dating from the eighteenth century onwards. Around 500 
items from the Bodleian’s map collection have been digitised so far and 
are available on their digital database accompanied by catalogue meta-
data, including brief descriptions, dates, scales, cartographers and links 
to physical records in the library’s catalogue.13 The library also provides 
access to two GIS software packages: ArcGIS,14 a mapping and spa-
tial analytics tool that allows users to view maps in 3D and share data 
through ArcGIS Online, and Quantum GIS (QGIS),15 an open-​source GIS 
package used for creating, editing, visualising, analysing and publishing 
geospatial information.

Cambridge University Library

Cambridge University Library’s (CUL) Map Department holds 1.3 million 
maps and more than 40,000 atlases and books on cartography. Most of 
their physical cartographic resources, ranging from early manuscripts 
and printed maps to those from the modern day, can only be viewed in the 
library’s Map Room. However, 300 of these maps have now been digitised 
and can be downloaded, with their metadata, from the Cambridge Digital 
Library database.16 This marks a shift towards the availability of ‘large-​
scale’ digital collections of unique mapping, which provides the opportu-
nity for general interest and new avenues for research ‘on a wide range of 
subjects: not just cartography, but also landscape change, social history, 
local and family history, art history and much more’ (Smith 2021).
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Between 1998 and 2005, CUL received maps of Great Britain in the 
OS Land-​Line® data format which is structured around ‘tiles’ (squares 
of varying extent, similar to conventional map sheets). However, since 
2006 the library has received this data in OS MasterMap® format, which 
is based on features (buildings, roads, railways, etc.) and dates, allowing 
a more specific record of landscape change; they can also be coloured to 
create a more intuitive and clearer map.17 With some exceptions, CUL 
hold digital copies of every Ordnance Survey map ‘ever published’.18 
These can be accessed in the Map Room, or via the Digimap Service, an 
online map and data delivery service, available by subscription to UK 
Higher and Further Education establishments, which includes OS, his-
torical, geological, LiDAR and marine maps and spatial data.19

The map collections at the National Library of Scotland (NLS), the 
British Library (BL) and the NLW operate at an even larger scale. With 
facilities to digitise large and highly detailed records, as well as develop-
ing, exploring and applying new technologies to make their collections 
more accessible and usable, these libraries are also applying innovative 
approaches to their map data.

The National Library of Scotland, Edinburgh

Of all the national deposit libraries, the NLS has the largest collection 
and most accessible digital map database.20 The NLS’s collection of dig-
ital maps and its online database are extensive, and the NLS has been 
working with several partners to encourage the use of machine learn-
ing and computational research methods using its digital map collec-
tions. These include the ‘Living with Machines’ and ‘Machines Reading 
Maps’ (more details below) projects in partnership with the University 
of Minnesota and the Alan Turing Institute in London.21 These projects 
aimed to create born-​digital maps ‘whose design mimics the style of his-
torical map sheets’, to help make embedded text within historical map 
collections searchable (Fleet et al 2021). Using OS data and georeferenc-
ing, the NLS’s OS digital platform now allows users to search across map 
collections for specific places, as well as to view maps side by side, and 
even in 3D, making research into geographical, as well as historical and 
industrial, changes to the landscape far more accessible.22

By 2019 the NLS held over 220,000 online maps with georeferenced 
layers of mapping. In 2011, it had already begun to use early versions of 
Klockan Technologies’ Georeferencer to allow the blank edges of printed 
maps to be cut away and the remaining data to be placed in layers using the 
map’s longitude and latitude. MapTiler was then used to create a seamless 
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layer for online presentation. Many of the tools that are employed by the 
NLS, including GeoServer and OpenLayers, have been created by the 
web-​mapping communities, as part of collaborative code development 
activities, and are provided on GitHub (Fleet 2019). The release of the 
library’s geospatial data through the Historic Maps API in 2011 allowed 
a historical georeferenced map of England, Scotland and Wales from the 
1920s to be embedded inside another website. This improved user acces-
sibility and, according to Fleet’s 2019 study, saw 6.7 million sessions and 
10.8 million page views over seven years (2011 to 2018). The website 
‘was also used by a broader range of institutions than the NLS’s traditional 
online user base’ (Fleet and Pridal 2012). The increased user engagement 
from the NLS’s accessible map data and the online platform begins to 
demonstrate the potential of improving map usability.

British Library, London

The BL has a collection of maps, plans and views that numbers nearly 
4.5 million records –​ one of the largest collections in the world. Their 
OS collections from the UK and Ireland, which date back to the mid-​
nineteenth century, are available in the library’s dedicated Reading 
Rooms, and some of these collections are still available on BL’s online 
exhibition pages through the UK Web Archive.23 The BL’s collection of 
digital maps and geospatial data deposited under non-​print legal deposit 
are available to readers through a digital map viewer in the Maps Reading 
Room. Those that have been digitised or scanned from a physical source 
can be accessed online,24 and through the BL’s Georeferencer interface,25 
which has over 50,000 online map images. They can also be searched via 
Old Maps Online,26 a geographic search interface from numerous historic 
map collections.

Researchers at the Alan Turing Institute have used the BL’s collec-
tions to develop computer vision techniques to analyse historical maps 
as part of the ‘Living with Machines’ project.27 The AHRC-​NEH funded 
project, ‘Machines Reading Maps’28 –​ a collaboration between the BL, the 
Alan Turing Institute, the University of Southern California, the Austrian 
Institute of Technology, the Library of Congress and the NLS –​ is seeking 
to treat map text as a ‘new kind of data’ (Dotson 2020). Building on the 
‘Linked Maps’ project and the text extraction tool Strabo, the project uti-
lises fully georeferenced digitised historical OS maps to create prototypi-
cal methods of annotating text on maps using the Recogito tool (Li et al 
2021).29 They nevertheless recognise the need for human correction and 
curation of automatically extracted map text.
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The project aims to invent a new method for historians to work 
with large map collections and has been designed as a platform to help 
researchers understand the role map data can play in historical research. 
The team has used data from approximately 130,000 map sheets to 
discover how many maps the British OS made, as well as the date and 
location of creation to discover how much has been digitised, and which 
maps may be missing from the collection. Using dates and coordinates, 
the project team have been able to leverage time and space as interde-
pendent points of information, providing an interface that analyses the 
shape of large-​scale polygon datasets. Data visualisation has allowed the 
project to show how the OS collection was built, and the team are hoping 
to add data from non-​OS records to tell the stories of maps, bringing maps 
and timelines together to aid accessibility for humanities researchers.

The project has also created MapReader, a free, open-​source soft-
ware library written in Python for analysing large digital map collections.30 
Aimed at users with little expertise in computational research methods, 
MapReader enables researchers to work at scale, putting visual markers 
into machine-​readable data (Hosseini et al 2021b). The team that created 
MapReader has also investigated the feasibility of automatic recognition 
of what they have called ‘rail spaces’ in maps from the nineteenth century. 
Using a corpus of maps digitised by the NLS, they are looking for evidence 
of the presence of rail transport in the landscape, including not only sta-
tions, but structures such as sidings, goods yards and the kinds of indus-
trial premises associated with rail transport. Their aim is to automate 
the detection of such features so that they can be studied at scale, rather 
than individually or in small groups. This will make possible an analysis 
of how railways affected the landscape of the UK as a whole and how this 
changed over time –​ a task which would be massively time-​consuming if 
performed on individual maps. This does not mean that the close reading 
of historical maps is in any way rendered obsolete, but, as with distant 
reading of other types of text, it makes possible a different, quantitatively 
driven method of understanding historical data (Hosseini et al 2021b). 

National Library of Wales, Aberystwyth

The NLW has several digital mapping outputs, many of which can be con-
sulted online, and their digital team is investigating ways in which maps 
can be used to present their collections through linked and machine-​
readable data.

The NLW holds one of the largest collections of maps in the British 
Isles, and the largest in Wales, consisting of over a million sheets of maps, 
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charts and plans, and thousands of atlases. Not surprisingly, the collection 
is particularly focused on maps of Wales, but also includes material relat-
ing to the Welsh diaspora in Patagonia, and areas with Welsh connections, 
such as Brittany. As a legal deposit library, since 1911 the NLW has been 
entitled to a copy of every map published in the UK –​ a collection which it 
has also supplemented with purchased material.31 The Library undertook 
a major map digitisation exercise as part of the ‘Cynefin: Mapping Wales 
Sense of Place’ project, which ran from 2014 to 2017 and was funded by 
Heritage Lottery Fund Wales, the Welsh Government and Archives and 
Records Council Wales. During this project, the NLW digitised more than 
1,100 of their Welsh tithe maps.32 The process of digitisation followed the 
NLW’s workflow, whereby images are digitised in-​house, the file is then 
checked for accuracy, and metadata is then added using Archivematica 
software. Once this process is complete, the digitised image is uploaded 
into the NLW’s Fedora repository (McInnes n.d.).

Crowdsourcing techniques were also used during the Cynefin pro-
ject. Using a web interface, volunteers georeferenced each map and tran-
scribed around 27,000 entries in the accompanying tithe apportionment 
documents, linking them to the relevant field numbers on the maps. Six 
smaller projects were also undertaken across Wales, overseen by local 
archives. Each project was embedded in communities that chose the 
aspects of the tithe maps that were of greatest interest to them. These 
included a study of Dwygyfylchi parish before the railways arrived; an 
investigation of rural land use in The Hiraethog area; the creation of a 
spatial database of more than a thousand pubs in Ceredigion; an explo-
ration of the ancient woodland on the Gower peninsula; a recreation 
of the local history of the Valleys Garw and the Llynfi Valleys, north of 
Bridgend, through the creation of new textile art; and an investigation of 
the trials in Gwent. The range and variety of the Cynefin project’s local 
initiatives is a potent demonstration of the potential use of mapping and 
spatial data to engage the public and local communities (none of whom 
were technical experts) and to create a connection with the places of 
Wales. Many of the projects also involved school children, showing the 
potential of digital crowdsourcing to contribute to education.

Digital mapping, accessibility and AI

As part of this case study, we talked to archivist Sally McInnes, Head of 
Unique Collections and Collections Care at NLW, and Jason Evans, the 
first permanent Wikimedian to be given a role at a UK cultural institution. 
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McInnes and the NLW have been working on forming a trusted digi-
tal repository, which, considering the bilingual elements of the NLW’s 
record data, is a significant step.33 According to McInnes, the NLW has 
been working closely with the University of Aberystwyth, which has a 
particular strength in AI and is currently leading the collaborative AHCR 
project ‘Towards a National AI-​Enabled Repository for Wales’.34 The NLW 
is investigating how techniques such as computer vision could be used to 
extract information from their map database by automatically identify-
ing features in the map images themselves, rather than by searching the 
metadata. The aim of using such techniques would be to make searching 
the database easier and more efficient for users.

The usability of their collections will become increasingly important 
in the context of the ‘Towards a National Collection’ (TaNC) initiative in 
which NLW is participating. As its name suggests, this programme aims 
to link together digital collections held in different repositories across the 
UK, allowing for unified searches across very large, linked databases.35 
NLW already uses the International Image Interoperability Framework 
(IIIF), the international standard for sharing and annotating digital 
images, to display its visual digitised sources. However, Evans com-
mented that NLW’s participation in TaNC has caused a ‘real shift’ in their 
work: ‘unifying and aligning catalogues and data on a huge scale’ means 
that AI is a ‘natural avenue’ for the processing of record data, which can 
no longer be processed manually.36 Evans explained that the Library is 
also employing user-​generated content, and crowdsourced materials to 
improve search and retrieval of material from the map collection using 
Wikidata –​ a vast online database that anyone can contribute to and use 
(Evans 2021). It contains hundreds of millions of items of user-​generated 
data, including text and images, and uses linked data to allow users to 
search the entire collection. The NLW has shared thousands of its images 
and their attendant IIIF manifests on Wikimedia, allowing users to find 
NLW content without having to access it through their web interface, or 
even be aware that it is part of their collection. Wikidata is now a stable 
platform around which community-​building tools can be constructed. 
Indeed, in recent years the Wikidata community has developed several 
tools that make use of IIIF functionality to allow users to add additional 
information to images, or to highlight aspects of an image that are of 
interest, information which is then stored within the IIIF manifest.

NLW have used this functionality to enable further crowdsourcing 
activity, which is especially significant in the case of spatial data. Tools 
such as Wikidata Image Positions make it possible for a user to tag an 
image in the NLW’s crowdsourcing platform and add a place name and 

 

 

 

 

 

 

 

 



Digital mapping and cultural heritage 125

  

spatial coordinates. Such functionality is especially useful when annotat-
ing an image of a building or topographical feature that is also recorded 
on digitised maps. The annotation made by the user can be fed back 
into Wikidata and compared with other information stored there about 
the same item, identified by its geotag. This allows the accuracy of the 
information to be cross-​referenced using identifiers from other organi-
sations, and also allows for multilingual tagging of place names in both 
English and Welsh. Evans suggested that open data sources have been 
particularly helpful in the generation of a Welsh-​language map of Wales 
and the standardisation of Welsh place names. This is in marked con-
trast to the experience of the OS, which encountered significant prob-
lems identifying place names on Welsh language maps due to variants 
in their spelling (Vane et al 2021). In this sense, the NLW’s development 
of a Welsh-​language map will inform future research and the develop-
ment of commercial applications, such as GIS apps. In its current form, 
Wikidata offers an alternative to the use of AI as a means of making 
searches of large map databases more effective. However, Evans hopes 
that in future, the two methods may be combined by using AI for data 
verification and reconciliation. It also seems likely that crowdsourced 
data will still be necessary, even if image recognition is automated, since, 
as Evans argues, AI can identify features such as lakes, but, at present 
at least, human intervention would be needed to identify the name of a 
specific lake in a given location.37

Ultimately, the NLW would like to push spatial functionality fur-
ther and consider ways of utilising maps as a means of displaying dif-
ferent kinds of data. At present, the library’s collections can only be 
accessed using a conventional textual search interface. However, Evans 
observed that ‘People love maps … never underestimate the power of 
dots on a map, because people really connect with and relate to that’.38 
Users evidently enjoy working with maps and often wish to organ-
ise their search for material around geographical places such as those 
where they or their family have lived and worked. The NLW is therefore 
working on a map-​based interface, which, in addition to the more con-
ventional search functionality, would allow users to access their collec-
tions by geographical location. A user would, for example, be able to see 
all the material in the collection that relates to Aberystwyth displayed 
visually on a map of Wales. Such a development is particularly timely, 
since the Welsh school curriculum has recently been revised to stress the 
importance of identification with a sense of place –​ the quintessentially 
Welsh concept of ‘Cynefin’, a word which, significantly, has no direct 
English translation.  
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However, unlike annotation methods that make use of citizen sci-
ence and crowdsourcing methods, the use of large-​scale methods of 
analysis has the potential to move spatially based scholarship away from 
users without technical expertise. As we have seen, humanities students 
may be able to collaborate on projects to map historical phenomena using 
software such as Recogito or even the slightly more complex ArcGIS, 
with a relatively small amount of technical instruction. Yet, a significant 
amount of technical expertise is required to use the AI-​based analytical 
methods used in computer vision. It is, therefore, relatively more difficult 
for users to understand how the results of a search using AI have been 
achieved, and whether they should trust them (Spiegelhalter 2020).

As part of our conversation with the NLW, we asked whether their 
users were aware of the potential use of AI as a method of accessing the 
library’s collections. We wondered whether there was any demand for 
its use, or, conversely, whether any fears had been expressed about its 
deployment. Evans and McInnes stressed the importance of keeping 
users informed about the methods the library has been using, for exam-
ple by being open about levels of reliability when crowdsourced data is 
being used. It is clear that academic researchers in areas such as informa-
tion studies, digital humanities and computer science are keen to explore 
the potential of AI in a cultural heritage setting, and that funders wish 
to see greater use of such methods in the context of initiatives such as 
TaNC. However, at present there appears to be no immediate demand 
from users themselves for information about the data they are using, or 
the methods that are being used to retrieve it. NLW have seen little evi-
dence of awareness of the use of such methods in their user community, 
nor had information professionals who attended an AEOLIAN workshop 
in 2022, at which we asked the same question.

This might not be a matter of significant concern. As Schmidt, 
Klein, Gold et al (2016) argue, it is not essential that non-​experts, such 
as humanities scholars, understand the computational detail of the 
algorithms that are used to search the data that they are interested in. 
However, if such techniques have the potential to skew the results that 
are achieved from such analysis, but users are unaware of how, why or 
even that this has happened, then it does become significant, because 
the application is no longer sufficiently transparent, and the means of 
accessibility is cloaked by invisible boundaries. In many cases, humani-
ties scholars can work in collaboration with computer and data scientists 
on such projects, and thus consult them about such matters, but it is far 
less likely that members of the public, using systems which are based 
on complex AI or other algorithmic methods, have access to computer 
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scientist collaborators with whom to discuss them. Most users find it 
difficult to conceptualise the extent of the vast datasets that are used in 
data science or understand the mathematics that underlies the meth-
ods of analysis. As a result, few of us know whether to trust algorithms, 
or understand the criteria we should use to evaluate their effectiveness 
(Spiegelhalter 2020).

In terms of accessibility and use, there have been claims dating 
back to the 1990s that researchers, especially in the humanities, need to 
understand the extent of collections, and be able to compare the scale of 
the information that they have already found to what remains to be dis-
covered (Bates 1996). An increasing body of research also demonstrates 
that users tend to trust algorithms only when their rationale has been 
made clear. They want to know what the algorithm is doing and why it 
is doing so, and to be assured that the results are as unaffected as pos-
sible by biases (Shin and Park 2019). If users perceive the results of the 
use of algorithmic methods to be unfair or unethical, they are unlikely 
to support the use of such systems, even if they are more accurate than 
human processing of the same data (Kieslich, Keller and Starke 2022). 
This tendency was amply demonstrated by the controversy about UK A-​
level results in the summer of 2020. Such was the public discontent about 
the use of algorithmic methods to allocate grades that, under massive 
political pressure, the government cancelled their use, reverting instead 
to teacher-​allocated grades (Kolkman 2020, 2022). It was clear that stu-
dents and their parents perceived human decision-​making to be fairer 
than ‘The Algorithm’ even though up to 75% of the A-​level grade predic-
tions made by teachers are known to be inaccurate (Murphy and Wyness 
2020). As cultural heritage organisations become increasingly reliant on 
AI and algorithmic methods of data processing, how can we ensure that 
the results are as comprehensible and apparently trustworthy as those 
we gather from crowdsourcing and other human inputs?

Mapping the future

Concerns about fairness and bias may seem exaggerated in terms of the 
use of AI in historical mapping data. But it is important to be aware of the 
possibility that algorithms developed on historical maps might also be 
used on modern cartographic data in systems used for decision-​making 
about social welfare, the justice system or healthcare, areas in which AI-​
based recommender systems are already being used. Thus, it is important 
that the techniques that we develop now are fit for purpose in any system.
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More prosaically, perhaps, libraries and other cultural heritage 
organisations have spent, and will spend, significant amounts of time 
and money on digital map creations. It is, therefore, important that users 
trust the systems and want to use them again. Therefore, such systems 
should be as transparent as possible, something which could be achieved 
by providing documentation that users can easily access and understand. 
The use of explainable AI systems (XAI) whose design makes it possible 
for humans to understand the rationale for their operation is also a prom-
ising option, though XAI is still in its relative infancy, and it is not clear 
whether it will make AI explicable to non-​technical experts.

Nevertheless, Nakao and colleagues (2022a; 2022b) have shown that 
if users are involved in the design of explainable AI systems, they are far 
more likely to trust in its fairness. This is an important step towards ensur-
ing that communities that will be affected by AI have a voice in discussions 
about its use. However, as is usual for research in human–​computer inter-
action, Nakao’s studies rely on either university students or well-​educated 
professionals as participants. Members of the communities who may be 
most at risk from the negative consequences of the use of AI systems in 
education, social welfare, criminal justice and healthcare are seldom rep-
resented in such studies, although arguably these are the very people with 
whom designers should be working. This is somewhat ironic, given that 
digital methods are sometimes seen as a means by which cultural herit-
age institutions can reach the kind of underserved audiences who do not 
attend museums or libraries in person (Pratty 2018; Murphy 2022).

Initiatives such as the NLW’s ‘Tithe Maps’ project have demon-
strated that communities can and do collaborate with crowdsourcing 
projects.39 Yet there is a danger that communities will have no voice in 
the design of the AI systems that may, in future, make available the infor-
mation they themselves contributed, or that provide them with infor-
mation about the places they live and work in. This is surely a matter of 
concern, in terms of social justice, and of AI system design. The potential 
threat of the use of AI in cultural heritage contexts may seem relatively 
low, compared to areas such as welfare or healthcare. However, as the 
Welsh government’s stress on the concept of Cynefin demonstrates, the 
ability of citizens to identify with their homeland and their heritage is an 
important factor in national culture and wellbeing. The cultural heritage 
organisations which deploy AI systems in future, therefore, surely have a 
responsibility to include users in their design, and to keep them informed 
about such functionality.

Librarians, archivists and other information professionals are 
therefore key players in debates about the future use of AI in cultural 
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heritage. For decades they have helped users to understand the poten-
tial and effects of a wide range of digital technologies. They have also 
contributed to technical discussions about the creation of trusted digital 
repositories, and, more recently, about the appropriate uses of AI. It is 
probably not realistic to expect users who are not already computational 
scientists to undertake training courses to enable them to understand 
the nature of AI or data science. The role of information professionals 
is therefore of critical importance in this context, both to support and to 
inform users of AI-​based systems, but also to advocate for the inclusion 
and consideration of users when such systems are being designed. The 
more users can be informed about the potential and drawbacks of such 
technologies, the less they are likely to fear or mistrust them. Funders 
also have an important part to play in this context. Some of the impe-
tus for the use of AI in cultural heritage is coming from those who fund 
collection development in national and international contexts, such as 
UKRI, the USA’s National Endowment of the Humanities (NEH) and the 
European Research Council. Such bodies could consider using their influ-
ence to insist that the organisations they fund are as transparent about 
the use of AI technology as possible and demonstrate that users and local 
communities are being included in project planning and, if applicable, 
activities that emerge from them.

Conclusion

The projects we have discussed, intended to make map collections more 
usable, demonstrate the innovative and creative approaches being 
applied to these complex data forms. While preservation remains a main 
concern for many map-​holding libraries, the technologies and tools that 
are being used to make maps and map data more accessible have much 
broader applications in the ways cultural heritage organisations can pre-
sent their collections in a visual interface, and through linked data. In 
turn, these efforts are enabling new areas of research that were not pos-
sible before. Where the large digital-​based cultural heritage projects like 
‘Living with Machines’ and ‘Towards a National Collection’ are fuelling 
these technological advancements, the hands-​on approach to data col-
lection and crowdsourcing through collaborations at local and national 
levels have an equally important role. Indeed, the collaborations evident 
in these projects, spanning disciplines, locations and expertise, pub-
lic as well as academic users, are the key to their success. While more 
can be done to improve the relationships between developers, users 
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and automated technologies, and to ensure that technologies are being 
employed with a level of transparency and inclusivity across cultural 
heritage organisations, positive steps are being taken. The widespread 
implementation of AI technologies across the cultural heritage sector 
may still be many years away, but with the use of open-​source data plat-
forms such as Wikimedia Commons, Wikidata and IIIF, the potential to 
do more with digital maps, images and other complex digitised and born-​
digital records, and open up these significant cultural resources to more 
users, is already very promising.
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The HathiTrust Digital Library includes books in over 400 languages on 
a staggering variety of subjects, including the humanities, arts, natural 
and social sciences, and government information. Its immense scope 
and broad heterogeneity (of languages, writing systems, topics, genres, 
legal accessibility, etc.) represent fundamental challenges for traditional 
research methods, but are ideal for the highly scalable computational 
research approaches created and enabled by the HathiTrust Research 
Center (HTRC) and its affiliated researchers.

We begin this chapter with the historical, organisational and legal 
underpinnings of the HTRC’s publicly available tools, services and data 
that allow computational access to the entire Digital Library corpus, 
including in-​copyright works. These methods and data are united under 
the concept of copyright-​compliant ‘non-​consumptive research’, which 
we also describe briefly.

Subsequent sections of the chapter describe several case studies of 
AI-​enabled approaches that the HTRC research community is currently 
using to do research in our digital library. These use cases appear in order 
of fine-​grained (sub-​page-​level) to all-​encompassing (the entire digital 
library collection):
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•	 Machine detection of non-​textual objects (e.g., figures, tables, cap-
tions, mathematical formulas, etc.) in digitised legacy scientific 
literature.

•	 Automatic detection of book front-​matter containing largely fac-
tual, as opposed to creative, content, and which thus lacks copyright 
protections.

•	 Large language predictive models to identify fictional works (which 
are often not indicated as such in library-​provided metadata) in the 
vast corpus.

•	 Using neural network classifiers to identify and characterise relation-
ships among books (e.g., duplicate detection).

•	 Creating reliable, highly reduced feature representations intended to 
make sense of an otherwise unfathomable collection; in other words, 
making big data small.

The HathiTrust Digital Library and Research Center

The 2008 creation of HathiTrust was the academic community’s most 
immediate and visible response to the Google Library digitisation project, 
and it quickly grew to embrace other library efforts, both mass-​digitisa-
tion ones in partnership with third parties such as the Internet Archive, 
and smaller, more localised ones. HathiTrust is not only a partnership of 
now over 150 member libraries, but also a collective preservation reposi-
tory and digital library comprising over 17.6 million digitised library 
volumes, including some duplicates; these are catalogued as about eight 
million book titles and some half-​million serial titles. Altogether it consti-
tutes 736 terabytes of data.

Although the digital library is extremely large, it is admittedly 
imperfect in several significant ways. For example, it reflects the physi-
cal, operational and computational realities of bulk scanning operations: 
minimal human intervention in page-​image or other error correction, 
and imperfect optical character recognition (despite being state of the 
art). Given the extremely wide range of dates, material types and quality, 
and language, these errors are not distributed evenly. For some research 
uses, the sheer size of the corpus may compensate for its imperfections, 
but researchers are wise to be aware of them.

Despite its size and ambitions, the HathiTrust collection should 
also not be considered comprehensive: it mirrors the print collections 
from which it was scanned, which are primarily large, well-​resourced 
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academic libraries in the United States. This means that centuries of pub-
lishing trends and library acquisition patterns have had major impacts 
on the kinds of materials found in the collection. For example, there are 
many copies of many editions of Pride and Prejudice, but one is less likely 
to find examples of popular fiction such as romance novels or speculative 
fiction.

The publication dates for items in HathiTrust range from the fif-
teenth century to the present. Genres and topics span the entire range of 
what one would find in major research libraries –​ indeed, these (primar-
ily but not exclusively in the United States) are the source of all materials 
in the HathiTrust Digital Library (HTDL). About six and a half million of 
these volumes are in unambiguously the US public domain, which means 
that the other approximately 63% of the collection is potentially pro-
tected by copyright and is thus not available for either reading (at least, 
human reading) or download.

The question of copyright is, of course, a crucial one. For public 
domain or copyright-​free materials, HathiTrust offers an open read-
ing platform (to all readers) and free download (to users of member 
libraries). For all materials, including copyright-​restricted items, basic 
full-​text search is enabled for everyone in the world, but reading access 
is unfortunately not. At the same time, the sheer scope and nature 
of the collection lead us to ask new questions that are appropriate to 
data-​intensive research; its mixed copyright profile further compli-
cates such research. In response to these two forces, the HTRC was 
founded in 2011 by agreement among the University of Illinois Urbana-​
Champaign, Indiana University Bloomington, and the HathiTrust con-
sortium itself.

HTRC’s mission is to enable computational analysis of the 
HathiTrust corpus, and it offers multiple methods for computationally 
‘reading’ the millions of books to meet a range of required skills and 
research needs, and to comply with the requirements of copyright law. 
Compliance with that law was the subject of a set of lengthy legal pro-
ceedings in the United States which concluded both in a resounding vic-
tory for HathiTrust and with an important operative legal concept that 
continues to define our work: ‘non-​consumptive’ (sometimes known as 
‘non-​expressive’) access to, and use of, digital textual materials. Non-​
consumptive research is a broad term describing computational analysis 
that is performed on text during which the researcher does not read or 
display that text in amounts sufficient to understand the expressive con-
tent presented in it.
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To enable scholarly access to data representing its collection, HTRC 
has created tools, environments and datasets in three broad catego-
ries: partial access to original data, limited access to data in protected 
‘data capsule’ environments, and full access to transformed, ‘extracted’ 
data. All of these provide access to data in ways that are computable 
while remaining non-​consumptive. In all of these categories, complete 
texts from the corpus are preprocessed to quantify statistical features 
such as word counts, linguistic features such as parts of speech, and page-​
layout features such as headers and footers; all are identified, calculated 
and compiled into a form which researchers can manipulate computa-
tionally. Machine learning methods are essential at nearly every stage of 
this processing, and are likewise essential to much of the research that 
uses this data.

The HTRC Extracted Features1 (EF) constitute our most versatile 
derived dataset. It was created by compiling and analysing all the full-​
text data and library catalogue records in the HTDL, structuring and 
presenting the results in JSON format, and including information about 
each volume in the collection, and about every page and every word in 
each of those volumes. There is one extracted features file for each of the 
17.6 million volumes in HathiTrust.

The EF dataset is a staple of our text-​mining work, but it does not 
actually contain ‘text’ as normally defined. Instead, it consists solely of 
metadata about the digital library’s volumes, including its substantial 
number of in-​copyright books. Even though the books thus described 
may be restricted by copyright, because this metadata consists only of 
facts about these texts, it is not a violation of copyright for us to extract 
them or to share them with others; in fact, courts in the US have found 
that precisely this sort of use is a Fair Use. In order to promote its adop-
tion and use (and reuse, experimentation, etc.), HTRC publishes the data 
under a Creative Commons licence. 

Most of the specialised case studies that follow make use of the EF 
dataset, but its research uses are much more general and accessible than 
may be apparent here. In addition to writing their own code for such 
uses, as was done for these case studies, researchers may also rely on a 
rich suite of tools in the ‘HTRC Feature Reader’ Python library,2 or using 
an API framework and lightweight analytic tools soon to be released 
under the ‘Tools for Open Research and Computation with HathiTrust: 
Leveraging Intelligent Text Extraction’ (TORCHLITE) project, funded by 
the National Endowment for the Humanities.3 
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Case study: page layout analysis for figure and  
caption extraction

Motivation

Much of the science communicated through academic literature includes 
page components that are not pure text –​ mathematical formulas, fig-
ures, tables, etc. –​ and these information-​rich objects are of particular 
interest to scientists and those who study science communities and pro-
cesses (Maltese, Harsh and Svetina 2015).

While most newer ‘born-​digital’ articles are stored in formats such 
as XML that make page objects easy to extract, this is not true for articles 
that were published in print and digitised later. This ease of page object 
extraction can sometimes extend to vector-​based, that is, ‘rule-​based’ 
PDFs whose file types contain the instructions for rendering article pages. 
If the vector-​PDF format is known, then text and images can potentially 
be extracted with heuristics which search for keywords (Choudhury et al 
2013; Clark and Divvala 2016) and tables/​figures and their captions can 
be extracted as pairs (Clark and Divvala 2016; GROBID 2008). However, 
heuristic extraction and indexing of figures from vector-​based PDF doc-
uments can often be non-​trivial, leading to erroneous or missing page 
objects (Bhatt et al 2021).

A variety of deep learning methods (Bhatt et al 2021; Saha, 
Mondal and Jawahar 2019; Yang et al 2017) have more recently been 
employed to extract page objects from both born-​digital and scanned 
documents. In the cases of born-​digital documents, these deep learn-
ing methods are combined with heuristically derived results in post-​
processing steps (Siegel et al 2018). However, for historical scanned 
documents, such as the wealth of digitised legacy science in the 
HathiTrust collections, these methods present many challenges for 
extraction and categorisation of objects on pages (Yashwant et al 2021; 
Kahu 2020; Naiman, Williams and Goodman 2022a). In what follows, 
we focus on one major issue in the document layout analysis: the gen-
eralisability of both heuristic and deep learning models, and the fact 
that models trained on a particular type of page (e.g., electronic theses 
and dissertations) do not tend to perform well on other types of page 
(e.g., academic articles).4
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The problem of generalisability

The lack of generalisability is a known and pervasive problem in the field 
of document layout analysis (e.g. Bhatt et al 2021; Pfitzmann et al 2022). 
Changes in publication type and even publication year can drastically 
lower the accuracy of page object extraction methods for models that 
are not explicitly trained on this type of document (Yashwant et al 2021; 
Naiman, Williams and Goodman 2022a, 2022b).

Our prior work was aimed at the extraction of figures and their cap-
tions from a subset of the ‘predigital’ astrophysical literature holdings of 
the Astrophysics Data System (ADS)5 using both greyscale and OCR fea-
tures of article pages. Our model produced a high level of accuracy on 
our dataset –​ for an intersection-​over-​union metric of 0.9 we found F1 
scores of ≥ 90%6 (Naiman, Williams and Goodman 2022a, 2022b).

A natural extension of our work would be the extraction of figures 
and their captions in other scientific fields or journals. As the HathiTrust 
contains potentially millions of such article pages, a possible fruitful 
endeavour would be the application of our model to such articles.

The answer is always more data 

Given that seemingly slight differences in font size and page object 
spacing can result in drastic drops in the accuracy of machine learning 
models, one natural solution might be to increase the size, scope and rep-
resentatives of training datasets. While simple in theory, increasing train-
ing dataset size in practice is dogged by several issues: inconsistent object 
definitions, prohibitively expensive data annotation and insufficient his-
torical synthetic data.

Inconsistent page object definitions
Page-​object definitions themselves are surprisingly variable. For exam-
ple, captions can be included or excluded in figure box definitions; each 
panel of a figure might be annotated as its own figure, or the panels 
may be considered elements of a single figure (see Figure 2 of Naiman, 
Williams and Goodman 2022b).

Different annotators can also disagree on class definitions, which 
leads to inconsistent data within the same dataset (Pfitzmann et al 
2022; Younas 2019). While there have been attempts to standardise 
page object class definitions (e.g., Younas 2019), these have yet to be 
fully adopted by the various communities involved with document lay-
out analysis.
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Finally, object class definitions may depend on a particular use. In 
the work presented in (Naiman, Williams and Goodman 2022a, 2022b), 
we create the class definitions of figure and figure caption based on 
our ultimate goal –​ hosting historical figures and their captions on the 
Astronomy Explorer (AIE),7 as is automatically done with newly pub-
lished articles. Thus, even if consistent annotation ‘codebooks’ can be 
developed (as was done in this work), these definitions may not suit the 
needs of all document layout analysis applications.

Expensive human annotation
Assuming there is agreement within a group or field as to the definitions 
of page object classes, one option for generating data is to employ a large 
group of annotators to hand-​classify article pages. One such effort is the 
DocLayNet dataset (Pfitzmann et al 2022). This large-​scale annotation 
effort illustrates many of the logistical and resource requirements for the 
generation of a large and diverse set of documents annotated for use with 
machine learning models.

The dataset, which contains over 80,000 manually annotated pages 
and is arguably one of the state-​of-​the-​art human-​annotated datasets for 
document layout analysis, took ∼40 supervised annotators and a small 
group of experts over six months to produce, with only a ‘small frac-
tion’ of the pages being seen by more than one annotator. Additionally, 
while the annotation process included a >100-​page annotation guide 
and a 12-​week training period, the resulting intercoder agreement was 
only 80–​85% for their 11 page object categories in the ‘small fraction’ 
of double-​ and triple-​annotated pages. This is an indicator of how dif-
ficult it is to scale such hand-​annotation tasks. Relevant to our work, this 
dataset does not even include scanned legacy documents which, as the 
DocLayNet authors point out, are often more warped or non-​uniformly 
coloured than their annotated set, which obviously introduces even more 
uncertainty and error into the annotation process.

Minimal historical synthetic data
Another option for enlarging training sets is to generate ‘synthetic data’ 
which can be built from article source files. Such large ‘benchmark’ data-
sets have been created by mining XML (e.g., PubLayNet, Zhong 2019) and 
LaTeX source files with or without weak supervision (e.g., TableBank and 
DocBank, Li et al 2019, 2020). However, the majority of articles included 
in such datasets are recently published. To compensate for this dearth of 
historical synthetic datasets, efforts were made to artificially ‘age’ these 
newer documents by adding effects such as artificial warping, rotation 
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and simulated dust and random noise on the page. While much focus 
has been placed on the ageing of articles in downstream tasks such as 
the mining of historical event-​related OCR text (Boros 2022) or named-​
entity recognition (Hamdi 2022), some recent work has focused on the 
effects of the ageing process on the localisation of page objects (Yashwant 
2021; Kahu 2020) and the generation of new training sets for historical 
documents (Bartz 2021).

Synthetic historical data is certainly a promising avenue for increas-
ing training dataset sizes; however, many datasets are still relatively 
small and constructed for a particular type of historical document (e.g., 
predominantly books, as in Monnier 2020). 

… Unless the answer is better models?

Because there are issues in training data collection and generation, 
another path to investigate is the creation of better models to use with 
the limited training data available.

One possibility is the use of models that have been trained on large 
document layout analysis or object detection datasets that are ‘fine-​
tuned’ to a particular historical document set through transfer learn-
ing. There are several document layout analysis works that adopt this 
strategy (Boukhers et al 2021; Schreiber et al 2017; Dong et al 2022). 
However, for historical documents, there is some evidence that transfer 
learning may add little to page object localisation accuracy (Kahu 2020). 
Additionally, this requires the format of each page to be the same, mak-
ing the addition of novel features to the training process more difficult to 
incorporate (Naiman, Williams and Goodman 2022a).

Models that move beyond translating object detection to document 
layout analysis tasks are those that include the text data as training fea-
tures (Naiman, Williams and Goodman 2022a, 2022b; Younas 2019). 
Often these models are ‘multi-​modal’ in that they draw from the fields 
of machine learning methods for image classification and segmentation 
and the processing of text with natural language processing or similar 
techniques (Boukhers 2022).

Additionally, models are being developed that explicitly deal with 
a dearth of training data. These ‘one-​shot’ or ‘few-​shot’ models have the 
potential to drastically decrease the amount of time and logistics that 
must be resourced to create a specialised document dataset for a particu-
lar field (Singh et al 2020).

The combination of models that can make use of transfer learning 
and textual document components, and only require a small number of 
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training instances, could potentially drive down the cost of analysing the 
historical literature of a particular field. However, at present, most of the 
state-​of-​the-​art models have difficulty meeting the high levels of accu-
racy that are present in other object detection applications (Bhat et al 
2021; Pfitzmann et al 2022).

Just kidding! Of course the real answer is all the things!

Because there is presently no ‘magic bullet’ to perfectly localise page 
objects across diverse domains, it is likely that increasing the accuracy of 
document layout analysis will require some combination of the multiple 
approaches discussed here into a process.

In our own work translating a model tuned on astrophysical lit-
erature to the wider historical scientific corpus within the HathiTrust, 
we are approaching the generalisation problem with three major 
prongs: document-​specific machine learning models, citizen science to 
scale the annotation process, and the generation of large synthetic data-
sets with appropriate page-​ageing processes applied.

Our current model detects figures and their captions with a modi-
fied object detection model which makes use of OCR, linguistic and 
greyscale features (Naiman, Williams and Goodman 2022a, 2022b). 
Its YOLO-​based architecture gives it a low false positive rate, and com-
bining it in an ensemble with models like detectron28 (which is Mask/​
FasterRCNN-​based) with different error profiles likely increases our 
model’s accuracy. We also plan to investigate transfer learning options 
such as few-​shot models (e.g., Singh et al 2020) to decrease the number 
of training instances required to fine-​tune our model to new domains.

To curate a gold-​standard annotated training dataset, we are cur-
rently designing an annotation interface on the Zooniverse9 platform, 
which hosts over one million citizen scientists who help professional sci-
entists with their work. Through tools like tutorials, talk forums and the 
ability to help citizen scientists ‘test’ their knowledge with gold-​standard 
datasets (Eisner et al 2021), much of the work to train annotators can be 
performed at scale. With a larger group of people performing annota-
tions, metrics like intercoder agreement and tolerance for machine learn-
ing models can be more fully quantified (Lintott et al 2008; Schwamb 
et al 2012; Johnson et al 2015).

Finally, we are studying the ageing process of scientific article docu-
ments in more detail. While this work is preliminary and ongoing, we 
plan to make use of synthetic datasets in order to train our models once 
the quantification of the page ageing process is complete. While past work 
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has typically focused on one of the main methods of increasing document 
layout analysis accuracy (models, curated datasets and synthetic data), 
recent work from the community has illustrated the importance of com-
bining all three. We aim to publish not only the results of these efforts, 
but also our thought processes and guiding principles, in the hope that 
they prove useful for others in the document layout analysis community.

Case study: automatic front-​matter detection

Motivation

As described above, approximately one-​third of HathiTrust books are in 
the public domain and are open to the general public for reading, unlike 
the remaining two-​thirds of copyright-​protected works; under current 
policy, all volumes are either entirely viewable or entirely closed to view. 
However, even books under copyright include important pages of factual 
content (which is generally exempt from copyright protections), particu-
larly in their front matter, and these could potentially be opened for pub-
lic viewing.

Information contained in the opening pages of a volume can often 
help both scholars and casual readers better understand it. Even though 
much of the information on a title page is typically included in a book’s 
catalogue record, other front-​matter information, such as copyright 
pages, tables of contents, acknowledgments, etc., is typically not. At the 
same time, many volumes include in their opening pages creative materi-
als that do have copyright protection, such as photographs and illustra-
tions (including advertisements), poetic epigraphs, or even the main text 
itself (which begins after an unpredictable number of factual front-​mat-
ter pages). Manually distinguishing which pages contain purely factual 
content and which are creative would be vastly prohibitive for the more 
than ten million in-​copyright volumes in the collection.

We thus investigated machine learning approaches to distin-
guish factual content from creative content in the initial pages of a 
given HathiTrust volume, within a reasonable level of confidence and  
tolerance for risk, in order to expand public access wherever possible.10

Methods

Our first stage was an evaluation of various machine learning methods 
using the EF dataset described above. Word-​level features such as word 
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and part-​of-​speech counts are typically useful for a variety of common 
textual analysis problems, but we found that the many page-​level fea-
tures included in the EF dataset were even more useful in distinguishing 
‘fact-​heavy’ pages from ‘creative-​content’ pages. These features include:

•	 the number of lines on a page;
•	 the number of tokens on a page;
•	 the number of sentences on a page;
•	 the number of tokens on a page that are capitalised;
•	 the number of tokens on a page that are numeric;
•	 the percentage of lines on a page beginning with capital letter;
•	 the percentage of lines on a page ending with a number; and
•	 the percentage of tokens on a page that have all letter capitals.

The overall workflow of the machine learning model relied on our 
manually labelled dataset with Extracted Features to be used on train-
ing prediction models. We developed and evaluated four prediction 
models: random forest, logistic regression, support vector machine, and 
stochastic gradient descent. Figure 6.1 shows the evaluation results of 
the predictive models. The results suggest that the random forest models 
have the highest accuracy compared to the other models in using EF sta-
tistical features for page-​level creative content prediction.

A study of the types of misclassification revealed that most of the 
errors occurred when the classifier failed to detect creative content, 
which turns out to be a failure of detecting images on the page (which 
are a highly relevant type of creative content).

Although the random forest model performed quite well on textual 
statistical features, concern remained about the percentage of misclas-
sification of creative pages, especially ones that contained images and 
had little or no textual content (which makes sense, our having used only 
textual features in the first place).

To rectify this gap, we supplemented our textual data with page 
images, and trained an image object detection model using YOLO-​v3. We 
then combined the results of this image model with those obtained for 
text features. This combination of image and text features resulted in a 
substantial improvement in the predictive model’s accuracy, particularly 
in one most important category of errors, which we now describe.

Accurate identification of creative content is more important to one 
of our overall goals: not to open pages potentially protected by copyright. 
Thus, it is better to have a false positive (i.e., a page falsely identified as 
creative) that keeps the page hidden from view than it is to have a false 
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negative and open the page (and open HathiTrust to liability). Analysing 
the probability distribution of such errors across content types, we chose 
an optimal probability threshold for identification of the ‘creative con-
tent’ class. When combined with our previous text-​based classifier, the 
new image +​ text workflow increased the confidence level for creative 
content from 87% to 96% (see Figure 6.2).

Our work is well on its way toward making more content in the 
digital library –​ and more useful, factual content from other closed, in-​
copyright works –​ openly available.

Figure 6.1  Evaluation confusion matrix for the page-​level creative/​
expressive content prediction models. The y-​axis depicts truth labels, 
the x-​axis predicted labels. © Nikolaus Parulian, Glen Layne-​Worthey, 
J. Stephen Downie.
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Case study: automatic detection of English-​language 
fiction

Motivation

As more text becomes open to text and data mining, finding and assem-
bling corpora of relevant items remains a challenge. In large, general 
digital libraries such as the HathiTrust, metadata alone is often not suf-
ficient to identify items of interest. While this is true for all volumes in 
the collection thanks to uneven cataloguing quality and completeness, 
it is particularly challenging for fiction volumes, for which legacy meta-
data standards are often too broad for specific analysis tasks (Miller 
2000). This has led researchers to devise novel methods of classifying 
text, including stylometrics, textual feature analysis (Bucher 2018), and 
predictive modelling (Short 2019; Gupta 2019). This case study lever-
ages the latter, together with HTRC’s EF dataset (Jett et al 2020), to build 
on successful classification efforts done as part of prior research, seeking 
to identify and classify English-​language volumes as fiction from among 
the larger collection. This section outlines the methodology, results and 
planned future work in generating this dataset.11

Figure 6.2  (Left) Choosing a probability threshold for identification of 
creative content. (Right) Confusion matrix for random forest combined 
text +​ image model. Note particularly the result in the lower right-​hand 
cell compared with the same position in the random forest confusion 
matrix for text features alone in Figure 6.1. © Nikolaus Parulian,  
Glen Layne-​Worthey, J. Stephen Downie.
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Methods

This work builds on that of the international 2013–​2019 NovelTM pro-
ject (.txtlab 2023), improving the process and accuracy of the NovelTM 
Datasets for English Language Fiction (Underwood, Kimutis and Witte 
2020) that resulted from it. That project used the HTRC’s EF dataset 
to train a predictive model for English-​language fiction. We differ from 
the NovelTM classification process by making predictions at the volume 
level, using the combined tokens for each volume as input features for the 
model along with metadata records as ground truth, supplemented by a 
more accurate manually tagged subset of 2,730 volumes (Underwood, 
Kimutis and Witte 2020). Three different statistical models were tested 
for the classification process: logistic regression (LR), support vector 
machine (SVM) and random forest (RF) using 120 trees, each imple-
mented via the scikit-​learn Python library (Pedregosa et al 2011). To test 
the best model and process, we first assembled three samples of approxi-
mately nine to ten thousand volumes each; then gathered the HTRC EF 
data for each volume; and then split each set into 80% training and 20% 
test volumes. The three samples were:

•	 Sample 1: 10,108 random volumes, matching the distribution of items 
by decade added to the HT digital library since 2016, yielding 1,605 
fiction and 8,503 not-​fiction volumes.

•	 Sample 2: 9,969 random volumes, with the same selection logic as 
Sample 1, but incorporating as many manually verified fiction vol-
umes from the NovelTM dataset as possible, yielding 1,580 fiction and 
8,389 not-​fiction volumes.

•	 Sample 3: 8,876 volumes, including 53 fiction and 211 non-​fiction vol-
umes for every decade represented in items added to HathiTrust since 
2016, creating training and test sets with equal numbers of volumes 
for each decade, yielding 1,279 fiction and 7,597 non-​fiction volumes.

After initial runs of each sample, we also benchmarked a model that 
incorporates corrected ground truth for each sample, where about half 
of the initial classification errors were incorrect fiction or non-​fiction 
classifications. The LR, SVM and RF models were all benchmarked for 
precision, recall and F1 scores against each sample described above, as 
well as for the corrected samples. The results for each model are shown 
in Table 6.1, with RF, LR and SVM yielding the highest values of preci-
sion, recall and F1, respectively, illustrating that each statistical model is 
viable for a high-​level classification task. However, a corrected Sample 2 
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performed overwhelmingly the best for all metrics and models, indicating 
that sampling has greater importance than choice of statistical method 
when training a classifier.

Table 6.2 shows mean F1 scores over five-​fold cross-​validation for 
each sample and model to evaluate whether our model overfitted our 
training data. Scores were again generally high, indicating this was not 
the case. Sample 2, both before and after error correction, continued to 
yield the highest levels of accuracy.

Initial results

Each model performed to a generally high level, and in line with the 
original NovelTM dataset, which had potential error rates up to 14%. 
However, Sample 2, the training and test sample that had the most accu-
rate (manually verified) ground truth and most reflected the distribu-
tion of publication dates of materials we are seeking to find, yielded large 
gains in the model’s accuracy, with an F1 score of 0.9670. This was nearly 
10% higher than the other samples achieved for LR, the best-​performing 
model. Though LR outperformed both SVM and RF by about 6% (F1), 
both models would be viable to replicate the accuracy of the original 
NovelTM dataset. However, since there were no advantages to imple-
mentation, LR is the preferred model for our classification task.

Table 6.1  Precision, recall and F1 scores for each sample and statistical model, 
logistic regression, support vector machine and random forest. Bold indicates 
the highest value for each column

Logistic regression Support vector 
machine

Random forest

P R F1 P R F1 P R F1

Sample 1 0.7838 0.9755 0.8692 0.8384 0.9205 0.8776 0.8665 0.8930 0.8795

Sample 2 0.8589 0.9470 0.9008 0.8885 0.9238 0.9058 0.8824 0.8940 0.8882

Sample 3 0.8804 0.9199 0.8997 0.9286 0.8750 0.9010 0.9697 0.8889 0.9275

Table 6.2  Mean F1 scores, by model and sample, after five-​fold 
cross-​validation

LR SVM RF Rank

Sample 1 0.8815 0.8876 0.8744 3

Sample 2 0.9123 0.9125 0.9111 2

Sample 3 0.9023 0.8963 0.8989 4

Sample 3 (corrected) 0.9217 0.9180 0.9164 1
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Error review was conducted by human annotators, and each sample’s 
errors were annotated by multiple coders to achieve higher levels of 
accuracy. During review, four main error types surfaced:

•	 Incorrect ground truth. These are volumes incorrectly tagged as fic-
tion or non-​fiction in their library-​supplied metadata. Example vol-
umes: Stephen Crane’s The Red Badge of Courage and Emily Bronte’s 
Wuthering Heights were not catalogued as fiction.

•	 Genres that blur the lines between fiction and non-​fiction, such as 
memoir, biography, and travel narrative. These may share many 
features with typical fiction or non-​fiction volumes, but are incor-
rectly identified as their inverse. Examples in our data are Daniel 
Defoe’s Robinson Crusoe and John Hanning Speke’s Journal of the 
Discovery of the Source of the Nile (the first fiction, the second alleg-
edly non-​fiction).

•	 Non-​prose fiction. Volumes that are fiction but are not standard prose, 
particularly verse and drama. Though also fictional, this project 
sought specifically to identify prose fiction.

•	 True errors. These were the least frequent errors: volumes the model 
simply got wrong. Some examples are annotated scholarly volumes, 
compilations of historical news stories, and bound anthologies of 
serial publications.

In addition to accuracy, this project revealed a number of important les-
sons for fiction classification. Generally, it is sampling logic, rather than 
the sophistication of machine learning tools, that is the most important 
factor in successful fiction classification. While deploying more com-
plex models and techniques may also pay off in results, effort may be 
better spent in compiling training data that best resembles the items of 
interest. Similarly, training data should also seek to match the date dis-
tribution of the sought-​after materials in order to achieve higher levels 
of accuracy, a finding that accords with the date sensitivities of other 
NLP methods such as named entity recognition and topic modelling. 
Next, human-​provided ground truth is generally accurate in library 
records (when these exist), but it still contains some errors. Correcting 
these errors, though tedious, presents a chance to easily improve accu-
racy of classification. Lastly, it is important to remember that classify-
ing texts with broad labels like ‘fiction’ and ‘not fiction’ is a challenging 
task, even for humans. It is unlikely that an algorithm alone will ever 
overcome such a challenge that is linked to larger philosophical and 
literary debate.
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Future work

This project has identified an accurate and easy-​to-​implement process for 
English-​language fiction classification of HathiTrust Digital Library mate-
rials. This process will be implemented on the large set of volumes added 
to the HTDL since the original NovelTM dataset was generated, yielding 
a larger set of fiction to make open for computational research. As part of 
that release, this reproducible process will be fully documented and our 
code will be released in the hope of larger uptake in the cultural analyt-
ics community in service of new insights into our shared cultural history.

Case study: similarity and duplicate detection in 
HathiTrust

Motivation

This case study introduces the Similarities and Duplicates in Digital 
Libraries (SaDDL) project,12 which applies machine learning applications 
using the HTRC EF dataset to identify works with varying degrees of same-
ness and similarity to other works within the HathiTrust Digital Library. 
SaDDL addresses the challenges of duplication and duplicate detection in 
the collection, presenting a classification workflow and set of datasets that 
seek to identify near-​duplicate and similar-​work relationships among the 
collection’s scanned books. In doing so, it also serves as a demonstration 
of working within the constraints of non-​consumptive access for machine 
learning, as well as one set of approaches for working with the large scale 
and long document lengths of a bibliographic digital library.

The research goals of this study were to identify near-​duplicate 
relationships in the HathiTrust Digital Library, suggest preferred copies 
of duplicated works and provide content-​based book recommendations 
for each book in the collection.

The problem of duplicates

Due to the HTDL’s consortial collection development it includes a highly 
uneven representation of works, for example resulting in multiple inde-
pendent scans of the most common works. Identifying duplication is 
challenging due to the complex and diverse nature of the printed word, 
including the ways it is written, compiled, printed and reprinted. This 
complexity has also led to inconsistent metadata cataloguing practices, 
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making duplicate identification difficult without examining the content 
of the books themselves.

A manual evaluation in Organisciak et al (2019) highlights these 
challenges. Upon reviewing randomly sampled target books and their 
algorithmically similar candidate books, we encountered many more 
metadata complexities and errors than anticipated. In many cases, books 
containing the same works had differing OCLC record numbers, titles and 
even volume numbers. Thus, metadata alone is insufficient for identify-
ing duplicates. Another issue is the frequent reiteration of texts, as exem-
plified by Robinson Crusoe. Initially published in 1719, this work has been 
repeatedly rewritten using new language as publishers sought to differ-
entiate their editions or modernise the text (Lovett and Lovett 1991).

In sum, addressing duplication in large digital libraries like HTDL 
requires a comprehensive understanding of publishing history; cata-
logue metadata alone cannot adequately identify duplicates. The SaDDL 
project tackles this problem by using the textual content of books and 
employing a combination of computational and machine learning meth-
ods to identify same-​work relationships, encompassing both exact dupli-
cations and variant texts.

Methods

In this discussion, we adopt the terminology of the ‘Functional 
Requirements for Bibliographic Resources’ study (Riva et al 2017): a work 
refers to the underlying conceptual entity, realised through various expres-
sions (edits, editions, versions), and committed to a particular format as 
a manifestation. Traditional cataloguing has focused on manifestation-​
level relationships, even while newer standards allow for representing 
work-​level relationships (e.g., different editions of the same work).

To identify same-​work relationships in the HathiTrust collection, 
the SaDDL project developed a multi-​step workflow tailored to the legal 
and technical challenges of large digital libraries, including copyright 
restrictions and the unique profile of a large collection of very long texts.

The SaDDL workflow involved three key steps:

1.	 Identifying a computationally efficient text and document representa-
tion, and transforming the texts accordingly.

2.	 Performing a fast, first-​pass algorithm to detect potential work 
relationships.

3.	 Utilising a more accurate, albeit slower, neural network classifier to 
confirm candidate relationships.
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SaDDL was conducted exclusively on publicly accessible data, includ-
ing the HathiTrust’s ‘Hathifiles’ metadata13 and the Extracted Features 
dataset. The project analysed 9.8 million English-​language works (and 
excluded government documents). Additionally, some evaluations made 
use of a corpus of 143,000 books, randomly sampled by the author to 
preserve the redundancies present in the larger collection.

Document and text representation

SaDDL’s text representation involved two key aspects: dividing books 
into smaller subunits and converting those subunits into static vector rep-
resentations. These steps were necessary due to the challenges of scale 
and long document length, and were compatible with the bag-​of-​words 
data available in the EF dataset.

Instead of using pages as units of analysis (as presented in the EF 
dataset), SaDDL employed a book chunking approach, dividing books 
into sequences of around five thousand or ten thousand words, depend-
ing on the stage of the tagging workflow. This approach allowed for a 
balance between representing within-​book context and managing com-
putational complexity, while maintaining similar document sizes. To 
work within the constraints of the EF dataset, chunks were compiled by 
gathering runs of pages together, so chunks were rarely the exact tar-
get size, but averaged around the target size with some variance. The 
same principle can be applied more exactly with full-​text (i.e., non-​bag-​
of-​words) files. The chunking process prioritised the creation of full-​size 
chunks in the middle of the book and split any remainders between the 
front-​ and back-​matter chunks.

Beyond the document frame, the way that texts are formalised as 
features for computation is an important choice. Same-​work relation-
ship tagging is a document similarity challenge: seeking to measure the 
distance between texts or subunits of texts. SaDDL predominantly repre-
sented materials as vector embeddings, where a distance could be calcu-
lated between two documents. It specifically used the GloVe (Pennington 
et al 2014) word embedding model. Each word in a chunk was repre-
sented by a 300-​dimensional vector, and the vectors for all words in a 
chunk were averaged to derive a single address for each chunk.

Current state-​of-​the-​art natural language processing generally 
relies on transformer-​based models (Devlin et al 2018), a type of deep 
neural network. These models are an evolution of recurrent neural net-
works, which learn sequences of input data but can rapidly increase in 
complexity when dealing with longer sequences. To address this issue, 
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transformers use a concept called attention (Vaswani et al 2017), which 
selectively determines which information in the input sequence is most 
relevant for a particular task.

During the time of the SaDDL project, transformers were con-
sidered inadequate for a few reasons. Firstly, they demand significant 
computational resources, making large-​scale document-​to-​document 
comparisons challenging. Even today, embeddings are commonly used 
for document similarity tasks because of this issue, although transformer-​
trained embeddings such as sentence transformers and Sentence-​T5 now 
exist (Reimers and Gurevych 2019; Ni et al 2021). Secondly, transform-
ers typically require sequential full-​text data, while the EF dataset pro-
vides unordered bags of words. However, recent research suggests that 
these models can perform well with bags of words for some tasks (Hessel 
and Schofield 2021). Lastly, transformers have traditionally been lim-
ited in their input frame. For instance, BERT could only handle up to 512 
words (Devlin et al 2018). This limitation has gradually improved, with 
newer transformer models like GPT-​4 supporting up to 8,000 tokens. As 
a result, these models could potentially work with a chunking approach 
or an incremental summarisation technique.

In summary, document and text representation is where the SaDDL 
implementation was driven by practical scale considerations over pure 
performance. SaDDL simplified book representations into vector embed-
dings representing smaller chunks of the book. Thus, the books were rep-
resented as 108 million book-​chunk subunits. A word embedding model 
was used to represent text as embeddings because it is performant for 
projection and does not require full sequence data, allowing it to work 
with sensitive datasets that are shared non-​consumptively.

Approximate nearest neighbour

Efficiently comparing book relationships in the very large HTDL poses 
performance challenges due to the scale of the collection and the 
length of individual documents. To address this, a two-​pass process 
was employed: in the first pass, possible relationship candidates were 
identified with an approximate nearest neighbour (ANN) algorithm, in 
order to send these to a more nuanced pairwise classifier later. ANN was 
employed to scale linearly and avoid quadratic scaling from pairwise 
comparisons. There are various ANN algorithms available, and SaDDL 
employed a random projection trees system implemented using Annoy 
(Bernhardsson 2013).
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In the SaDDL implementation, ANN functions on book chunks rather 
than entire books, enabling identification of partial matches and offering 
tuning options for matching thoroughness and cleanliness. A chunk-​and-​
aggregate strategy was developed to maintain ANN’s performance ben-
efits while allowing for fuzzier relationships (Organisciak, Schmidt and 
Durward 2023). This strategy focuses on high recall in order to identify 
as many potential relationships as possible for later analysis. Table 6.3 
displays the strategy’s performance on different relationships. While the 
baseline worked well for exact matches (same work, same manifesta-
tion: SWSM), it fared more poorly with more complex relationships such 
as different editions (same work, different expression: SWDE), different 
volumes of the same larger work (DV), and whole–​part relationships 
(PARTOF, CONTAINS).

Ground truth: training data and synthetic data

To create training data, we relied on relationships inferred from metadata. 
Acknowledging the known fallibility of metadata, only high-​confidence 
relationships were used. For assessing same-​manifestation relationships, 
we focused on identical authors, near-​identical titles (using subword vec-
tor project similarity), and similar dates and page counts. We also con-
centrated on instances where enumeration (e.g., volume numbers) and 
chronology fields were present in the catalogue metadata. This approach 
reduced the training set size but improved its reliability.

To identify DV, PARTOF and CONTAINS classes, SaDDL again used 
enumeration and chronology fields. However, the evidence for PARTOF 
and CONTAINS was insufficient for our training data needs, with only 
11,903 book relationship tags occurring across training, cross-​validation 
and test data. To address this, we generated synthetic class examples 
(Organisciak and Ryan 2024).

Table 6.3  Per-​class recall performance for a variety of work relationships

Judgement Chunk-​and-​aggregate Baseline  
(book neighbours)

SWSM 0.99 0.98

SWDE 0.94 0.81

DV 0.79 0.62

PARTOF 0.98 0.71

CONTAINS 0.98 0.69
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Artificial data is often used to enhance classifier robustness. In 
SaDDL, we generated artificial anthologies by combining multiple 
books, and artificial multi-​volume sets by dividing long books into 
parts. This synthetic data significantly improved performance, with 
a 37-​point improvement in F1 on classifying PARTOF/​CONTAINS, 
from F1 =​ 0.41 to F1 =​ 0.79. Given the success of artificial data, we 
trained an entirely artificial class called OVERLAPS, representing par-
tially overlapping books observed in the corpus that were difficult to 
identify from metadata. While challenging to evaluate, manual assess-
ments suggest that the classifier is often correct when disagreeing with 
ground truth.

In addition to same-​work relationships, SaDDL also provided 
content-​based book recommendations. To tag different works as being 
related, we aligned the UCSD GoodReads dataset14 with HathiTrust 
records and used online book recommendations to train a separate 
‘GRSIM’ (i.e., ‘Good Reads Similar’) class. In our reporting, this class 
is combined into a broader DIFF class, but it remains disaggregated in 
the SaDDL dataset. Other DIFF subclasses include AUTHOR (different 
books by the same author), RANDDIFF (two completely random differ-
ent books) and SIMDIFF (two different books with topical similarity).

Relationship classification

The SaDDL classifier employs a two-​input deep neural network for book-​
to-​book relationship classification. The primary input consists of chunk-​
to-​chunk similarity matrices for two books, which are processed using 
a convolutional neural network. Dropout and max pooling are incorpo-
rated to enhance the classifier’s robustness by reducing model complex-
ity and promoting the identification of multiple relationship signals. The 
secondary input comprises book-​level vectors, which compare the topics 
within the two books not captured in the similarity matrices.

Classification results for the SaDDL dataset are presented in 
Table 6.4. The overall accuracy reached 85%, with a weighted F1 score 
of 0.85.

SaDDL focuses on identifying complex work relationships while 
accommodating digitisation and OCR issues. Future application could 
improve the results by reintroducing metadata to the classifier to com-
plement the data.

The classifier underwent multiple iterations, and its earlier itera-
tions may be instructive for future computational study of digital librar-
ies. Initially, SaDDL employed deliberate feature extraction to quantify as 
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many notable qualities of a book pair as possible. However, this traditional 
feature extraction approach did not perform well. Instead, providing 
the classifier with raw information, such as the book-​to-​book similarity 
matrix, and asking it to identify the patterns itself proved more effec-
tive. In this case, SaDDL treated the similarity matrix similarly to image 
pixels, searching for patterns in adjacent page convolutions. A challenge 
here was that a similarity matrix had already been preprocessed, so some 
book information did not make it to the classifier. This is why the classi-
fier was a two-​input model, where the second input gave some informa-
tion about the topical space of the books. A Siamese network approach, 
with parallel full data input for both books being provided, was less suc-
cessful. Nevertheless, this may require implementation adjustments or 
further investigation.

The SaDDL dataset,15 along with its accompanying website,16 
include positive classification results for relationships between items 
identified as the same work. These relationships include exact dupli-
cates, varying editions, iterative versions, partially overlapping texts and 
related volumes. To cater to use cases that require more than just item-​
level information, the SaDDL dataset includes manifestation and work 
groupings, along with unique identifiers inferred from the individual 
items using a network clustering technique. Users can access all copies of 
a particular work or a specific edition.

Furthermore, the classification process employed by SaDDL is well 
suited to content-​based book recommendations, which can supplement 
the strength of traditional expert and user suggestions with more archi-
val depth than human recommendations typically provide. As a result, 

Table 6.4  Relationship classification performance (n =​ 524,288)

Precision Recall F1 score Support

Same work, same 
manifestation

0.83 0.84 0.83 131,320

Same work, different 
expression

0.86 0.82 0.84 122,994

Whole–​part, different volume 0.81 0.86 0.83 92,926

Part of 0.91 0.92 0.91 31,922

Contains 0.90 0.92 0.91 32,040

Overlaps 0.83 0.26 0.40 2,167

Different work 0.89 0.89 0.89 110,919

Overall accuracy: 0.85 weighted F1: 0.85
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SaDDL provides recommended books for each item in the collection, 
drawing from user recommendations in the GoodReads dataset.

Conclusion

The SaDDL project showcases the immense potential of machine learning 
applications in vast digital libraries like the HTDL. By addressing chal-
lenges related to intellectual property restrictions, document lengths and 
duplication, the project’s multistep workflow enables the identification 
of near-​duplicate and similar-​work relationships within the extensive 
HathiTrust collection. This information can be used to rectify catalogu-
ing errors, enhance information access and retrieval, infer previously 
uncatalogued metadata about individual items, and address challenges 
in corpus text analytics. These analytics aim to study history and culture 
through the lens of cultural heritage and library materials but may be 
misled by repeating text.

The SaDDL project not only highlights the value of the HTRC’s 
EF dataset, but also emphasises the importance of developing innova-
tive methodologies to work within non-​consumptive access constraints. 
Moreover, the scale of the HathiTrust collection ensures that the findings 
are not limited to just its digital library: other library collections, even 
without digital or digitised content to study directly, can still be aligned 
with the books found in HathiTrust.

SaDDL demonstrates a machine learning application in the cultural 
heritage domain, facing several challenges that are more pronounced in 
such contexts. Specifically, the project works with a large collection fea-
turing exceptionally long document lengths, further constrained by intel-
lectual property limitations. Ultimately, the SaDDL project contributes 
to ongoing efforts to improve access to knowledge, and to enhance the 
understanding and boost the utility of digital libraries.

Case study: how small can big data get?

Motivation

The size of the HathiTrust collection is almost unfathomable, and work-
ing with it in its native forms is extremely difficult. Currently, the most 
compact version of the complete 17.6-​million-​volume collection is the 
Extracted Features dataset, which is still quite large: about 4 TB com-
pressed. EF’s page-​level feature counts are easily summed to slightly more 
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compact book-​level feature counts, but even these are extremely large. 
This case study17 explores new ways of making this big collection ‘small 
enough’ to work with in three different computational environments –​ 
that is, small enough to work with on a laptop (~100 GB), to load into 
memory (~10 GB), or to build into a web application (~500 MB–​1 GB).

Laptop-​sized data

A single ‘document vector’ for each work would result in a laptop-​sized 
representation of 64 GB. A document vector, also called an ‘embedding’, 
is the basic unit of machine learning models. Models can turn anything 
into a numeric vector consisting of an arbitrary number of values (typi-
cally a hundred to a thousand), or dimensions, but to achieve the desired 
size, the number of dimensions must be reduced. This is normally done in 
one of three ways: principal component analysis on the term–​document 
matrix, top-​n words or topic models.

Of these methods, the first is probably the best. But there are rea-
sons not to use the best method. First, it is computationally intracta-
ble: a full matrix would consist of trillions of rows, and a sparse matrix 
of billions. Second, it is difficult to distribute: most users at home can-
not embed documents in a particular space unless they also download 
a massive language model. Third, and most importantly, any embedded 
space is optimal only for the text collection it was trained on. In response 
to these concerns, I developed and published what I called a ‘minimal, 
universal dimensionality reduction’ (Schmidt 2018). Such an algorithm 
should:

•	 be domain-​agnostic;
•	 be language-​agnostic;
•	 be capable of accounting for any vocabulary;
•	 make only general assumptions about human language;
•	 be capable of working from existing feature-​count datasets; and
•	 be easily implementable across platforms and languages.

The proposed method is called ‘stable random projection’ of term counts, 
based on a standard algorithm in applied mathematics. See Schmidt 
(2018) for a full description of this method.

While this method is not a perfect representation of the works in 
the collection, it is surprisingly good. In a test of its ability to predict, 
based on a volume’s dimension-​reduced document vector, which of 225 
Library of Congress subclassifications is appropriate for it, the method 
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has 68% accuracy and an 87% top-​three accuracy (meaning that the 
misses are usually not dramatic: 87% of the time the actual subclassifica-
tion is within the top three predicted by the classifier).

Memory-​sized data

Although these document vectors squash books to much smaller than 
their word counts, they still take up a fair amount of space: about five 
kilobytes per book, or about the size of, say, Shirley Jackson’s short story 
‘The Lottery’. Storing millions of books at that size is possible, but still 
not ideal.

There is, however, a computational trick that can make things much 
smaller: storing information as bits rather than as floating-​point num-
bers. Each number requires 32 bits of memory; we can reduce the size 
32 times by thresholding the random projection at zero. That is, simply 
reduce the number on each dimension of the stable random projection to 
zero if its value is less than zero, and to one if it is greater than zero. In 
this reduction, the vector [134.123, −12.3, 1.423, −312, −4.2345, …] 
becomes [10100 …]. The resulting vector is 32 times fewer bytes, which 
brings the representation of the entire collection down to about 3.5 GB. 
These vectors can further be packed as numbers: 10100 is the binary rep-
resentation of 20. By representing each of the floats as a bit in an integer, 
we can reduce it even more radically: each book can be represented by 
just 20 groups of 64 bits each, and those bits can be stored as integers in 
a database.

Since computers are capable of very fast binary operations, com-
paring the binary vector representations of book pairs is almost instanta-
neous. Here, comparing a pair of books to each other means comparing 
the bits in each position of the books’ reduced-​dimension vectors to see 
whether they are similar or different; this is called the Hamming distance 
in information theory, and it turns out to be surprisingly effective for 
comparison of book-​length documents.

An interactive demonstration of one potential use of such compari-
sons is available at https://​obser​vabl​ehq.com/​@bmschm​idt/​sim​ilar​ity-​
sea​rch-​on-​milli​ons-​of-​books-​in-​brow​ser.

This notebook performs real-​time Hamming search in a browser on 
any subset of the HathiTrust collection, including up to the entire col-
lection. Using text of arbitrary length (including one or more volumes 
in the collection itself) as a search term, the algorithm returns volumes 
represented by the most similar vectors. For instance, beginning with any 
HathiTrust book, the algorithm generates a list of the most similar other 
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books based on their miniature Hamming representations. Perhaps not 
all of these are precisely on the same topic –​ although many indeed are –​ 
but in a massive collection otherwise searchable only with very limited 
topic metadata (e.g., an often very generic title, possibly a few subject 
headings), the ability to use an entire text to find similar texts is genu-
inely transformative.

Web-​sized data

Even the radically reduced representation described above requires a 
database to be of any use for a HathiTrust-​sized collection. But reduc-
ing the representation even further, down to just two dimensions, creates 
data that can be sent directly to a browser. The implications of this are 
powerful, but how might one produce two-​dimensional data that is actu-
ally meaningful? The ‘uniform manifold approximation and projection’ 
(UMAP) algorithm (Sainberg, McInnes and Gentner 2020) is done by 
computing a graphical representation of the dataset; then, using stochas-
tic gradient descent (a machine learning algorithm), creating an embed-
ding that preserves the structure of that graph.

This new, highly reduced graph can be visualised using the ‘H curve’ 
method (originally developed to represent long DNA sequences; see 
Hamori and Ruskin 1983) such that similar books are clustered together. 
Including very basic metadata (for example, Library of Congress classifi-
cation, language and publication date) allows one to filter, visualise and 
explore the collection as whole.

Figure 6.3 is an in-​browser visualisation of a substantial sample 
(approximately one-​third) of the HathiTrust collection. Points are clus-
tered by text similarity and coloured by language. The large orange clus-
ter represents English-​language works; the much smaller green cluster 
(with metadata highlighted for a randomly selected point) represents 
Japanese; and so forth. The consistency of colour in each cluster, and the 
clear separation of clusters, demonstrates that the text-​similarity algo-
rithms do indeed reflect reality: any two volumes in the same language 
are of course more similar, based purely on their text, than any two vol-
umes in different languages.

To verify whether these two-​dimensional embeddings might be use-
ful (in addition to being ‘true’), we used this visualisation to study where 
in the visualisation the NovelTM dataset described above is clustered. 
In Figure 6.4, the volumes included in the 2020 release of the NovelTM 
dataset of English-​language fiction are coloured in orange (naturally, 
clustering together), and in blue are the books not included in it.
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At a very high level, the clustering and the colouring mutually validate 
the automatic classification of fiction and the correctness of the visualised 
embedding space. But more significantly, zooming in on several smaller 
orange clusters outside the main cluster (and more especially outside 
the large English-​language cluster) allows us to identify either possible 
mismatches in the fiction classification, or artefacts of the dimensionality 
reduction. Data visualisation tools like this can be useful in addition to 
traditional methods for tagging, or on their own as a way to identify and 
isolate groups of information.

Conclusion

Representing centuries of library collection-​building, curation and cata-
loguing, as well as decades of digitisation activity, the HathiTrust Digital 
Library, Research Center and their scholar-​users rely increasingly on AI 
and machine learning methods to make more sense of this unique and 
uniquely massive collection of our shared cultural heritage.

Figure 6.3  Visualisation of approximately 30% of the HathiTrust 
collection, clustered according to text similarity (represented as highly 
reduced document vectors) and coloured by language (as identified 
in volume metadata). © Benjamin Schmidt, Glen Layne-​Worthey, 
J. Stephen Downie.
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Notes

	 1.	 HTRC Extracted Features 2.0. Accessed 4 January 2024. https://​doi.org/​10.13012/​
R2TE-​C227.

	 2.	 https://​git​hub.com/​htrc/​htrc-​feat​ure-​rea​der.
	 3.	 www.niso.org/​niso-​io/​2022/​01/​neh-​grant-​suppo​rts-​hat​hitr​ust-​resea​rch-​cent​ers-​torchl​ite.
	 4.	 This case study is largely the work of Jill P. Naiman, and was supported by a University of 

Illinois Fiddler Fellowship and a NASA Astrophysics Data Analysis Program Grant (20-​
ADAP20-​0225). A much fuller description of the research is available at https://​arxiv.org/​
abs/​2301.10781.

	 5.	 See https://​ui.ads​abs.harv​ard.edu/​.
	 6.	 The F1 score is a combination metric of precision (prec) and recall (rec) with F1 =​ 2 × prec × 

rec /​ (prec +​ rec), with prec =​ TP /​ (TP +​ FP) and rec =​ TP /​ (TP +​ FN) as the combination 
metrics of true positives (TP), false positives (FP) and false negatives (FN).

	 7.	 See www.astroe​xplo​rer.org/​.
	 8.	 See https://​git​hub.com/​faceb​ookr​esea​rch/​det​ectr​on2.
	 9.	 See www.zoo​nive​rse.org/​.
	10.	 This case study is largely the work of Nikolaus Parulian.
	11.	 This case study is largely the work of Ted Underwood and Ryan Dubnicek.
	12.	 This project is the work of Peter Organisciak, and was supported by IMLS #LG-​86-​18-​0061-​18, 

with additional support from the University of Denver.
	13.	 See www.hat​hitr​ust.org/​hat​hifi​les.
	14.	 https://​meng​ting​wan.git​hub.io/​data/​goodre​ads.html.

Figure 6.4  Visualisation of approximately 30% of the HathiTrust 
collection, clustered according to text similarity, and coloured by 
inclusion in (orange) or exclusion from (blue) the 2020 NovelTM 
dataset. © Benjamin Schmidt, Glen Layne-​Worthey, J. Stephen Downie.
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https://github.com/htrc/htrc-feature-reader
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	15.	 See https://​git​hub.com/​massi​vete​xts/​saddl-​data​set.
	16.	 See https://​saddl.du.edu.
	17.	 This case study is the work of Benjamin Schmidt.
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Distant viewing archives
Taylor Arnold and Lauren Tilton 

Facilitating search and discovery is an ongoing challenge for cultural 
heritage data. The scale and scope of large-​scale digitisation has brought 
exciting possibilities for the public to engage with and learn about the 
immense holdings of cultural heritage institutions, including archives, 
libraries and museums. We focus on how practices of looking, specifi-
cally computer vision through distant viewing, are facilitating access 
and discovery of collections through the automated and semi-​automated 
production of metadata. The chapter begins with how the recent scale 
of digitisation has brought an impressive range to the amount of acces-
sible data. Then, we turn to how metadata shapes access and discovery 
of collections. Computer vision offers another layer of metadata based 
on analysis of the computational analysis of the digital image itself. We 
focus on three methods –​ colour, image segmentation and image sim-
ilarity –​ and how they offer different kinds of information to facilitate 
discovery. While we are excited about the possibilities, we also highlight 
challenges, including legal barriers, along with future areas for research. 
Given that we are US-​based scholars, our examples are primarily drawn 
from collections held by US-​based institutions.

Digitisation: scope and scale

Significant work is underway to make archives and collections accessible. 
While the early 2000s were particularly marked by concerns that digiti-
sation would hurt institutions that held and displayed cultural heritage, 
the research has proved otherwise (Crow and Din 2010; Bertacchini and 
Morando 2013). The tides have shifted as cultural heritage institutions, 
and the publics they engage with, have seen how digital access supports 
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their missions. For example, the Rijksmuseum in Amsterdam made a 
splash several years ago when they made most of their metadata available 
for bulk download with clear documentation.1 The Smithsonian in the 
United States garnered praise in 2020 when they launched Smithsonian 
Open Access, which now has over four million images as of 2023 (Bote 
2020). These initiatives brought attention to the scope of the materials, 
and the scale.

Few physical institutions are positioned to display their entire col-
lection, and in many cases only feature a small fraction of their holdings. 
Underneath many institutions and in storage facilities sit tens of thou-
sands of materials, from government documents to works of art to old 
technologies. They range in size from a small jewel or coin to cars and 
planes. In many cases, institutions do not even know all that they have, 
and the process of preparing an exhibition, providing access to research-
ers and digitisation reveal priceless holdings. Supporting access and 
discovery through digital forms has come to be seen as a way of open-
ing the scale and scope of collections, revealing the importance and cus-
todial work of the institution rather than being seen as a threat to the 
physical institution and in-​person visitor numbers. The global pandemic 
that began in 2019 only hastened the call to support digital access as the 
world turned to digital technologies in order to learn and connect.

The rapid investment and support for digital access was possible 
because of several decades of innovation. The first digital scanner in 1957 
created by a team at the US National Bureau of Standards was a break-
through, but it was not until the 1980s and 1990s that their cost and 
features became amenable to the needs of cultural heritage institutions. 
This was a particular issue for scanning visual and audio sources. The 
Library of Congress in the United States in the 1990s was among the ear-
liest institutions pioneering the process for digitisation in photography 
and film. Working with new technologies, the Library of Congress digit-
ised several photography collections, including the famed FSA-​OWI set 
of photographs from the Great Depression and World War II in the United 
States. In 1995, they launched the corresponding digital public project 
‘American Memory’ (Rottman 1992; Library of Congress 2003). While 
the site was simple by today’s standards, with the only way of search-
ing through tens of thousands of photographs being through an open 
search box, ‘American Memory’ was an important early effort to organ-
ise and contextualise aspects of these collections. Following traditional 
ideas of curation, the site also included special digital exhibits of selected 
images describing topics such as ‘The Evolution of the Conservation 
Movement, 1850–​1920’.2 Using the site quickly revealed a key challenge 
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that animates the creation of digital collections: making a lot of materials 
available while finding ways to support sifting through and understand-
ing a collection. In other words, how to make materials accessible and 
discoverable.

Metadata: access and discovery

Access and discovery are connected but not the same. One can have 
access but not have great ways to move through the materials and under-
stand their scope. Think of the open search box provided by Google. The 
white background, just waiting for you to type in something … anything. 
We find that white box daunting, just as we do when we open a new text 
editor to begin writing a new project. Five minutes later, the page is still 
blank, and we are staring into the abyss. The open search box has not 
been a usual way to make archives and collections available to the public 
over the years. There are many great reasons for this, from financial to 
technical constraints along with efforts to prioritise just getting materi-
als out there, even if the first pass on making the materials accessible 
prioritises domain experts. At least the materials are more accessible in 
their digital surrogate, particularly for fragile materials, including decay-
ing paper or even explosives, such as nitrate film. Yes, one has access. 
But how does one find what one is looking for, or even know what to 
look for, if one does not have deep knowledge of the collection already? 
Information retrieval systems, such as faceted search and recommender 
systems using metadata, have been a powerful answer.

Metadata offers a way to facilitate access through discovery with the 
specific features of a source. Let us take a photograph as an example. We 
might want to search a collection to discover if there are photographs by 
a specific photographer, taken during a determined time period, address-
ing certain themes or created with a certain kind of film stock. This 
data about the data, such as the name of the creator, the year created, 
a description of the content and the type of material, enables discovery 
through informational retrieval processes. They draw on over a century 
of practices, such as the Library of Congress Subject Headings, which 
have been maintained since 1898.3 They provide a way to search and find 
through subjects such as genre, geography and language, and have been 
adopted by other institutions, including libraries and museums.

Once written on index cards and now strings in databases, these 
schemas provide a way to sift through collections. This has led to the 
development of domain-​specific vocabularies such as the Getty Union 
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List of Artists Names and the Art & Architecture Thesaurus (AAT) that 
offer consistency within and across collections to help with discovery.4 
If one wants to find a photograph by Gordon Parks across collections or 
a certain feature in an image made from the same material, it is easier 
when they each spell the name the same way, use an ID that is the same 
and agree on terminology.5 There is incredible power in descriptive and 
provenance metadata, which provides a key layer of information for 
accessing and discovering collections. The work of experts such as meta-
data librarians, curators and archivists in collaboration with disciplinary 
experts in fields such as art history have worked tirelessly to develop 
these systems that drive information retrieval. After all, it takes someone 
to create and structure the information in our current data-​driven world; 
the expertise of so many in what is labelled as the ‘humanities’ provides a 
major backbone to our current information ecosystem.

Yet, one challenge has been the same condition that made this 
world possible: labour. It is a time-​consuming task to manually look at 
and add text-​based data to each item in a collection. As a result, there 
have had to be priorities and trade-​offs. Using controlled vocabularies 
offers connections within and across collections, enabling projects like 
‘Europeana’ that connect Europe’s digital cultural heritage across physi-
cal, political and cultural borders.6 Yet, standardisation often means 
reducing nuanced concepts and specificity for a shared concept as well 
as focusing on popular languages like English. Another challenge is 
the focus on text-​based knowledge with someone looking, reading and 
describing in words. At the same time, much of the way that we interpret 
and engage with cultural heritage is through visual elements, which are 
not always easily captured through text. How might we account for this 
and expand our approach to access and discovery?

Before we turn to addressing this question, we offer one final note 
about terms. While we will continue to use the term discovery, we want 
to flag an issue. Discovery is a bit of a misnomer. While the term is the lin-
gua franca of those who work with cultural heritage, which is composed 
of a diverse and interdisciplinary community, the term suggests that one 
is the first to find or observe something. It could be seen as a particu-
larly colonial way of thinking, as if another set of people has not already 
worked to create, preserve, organise and make available the materials 
that someone else is ‘discovering’. We will use this term, but we think 
we need to find another term that acknowledges all the labour and work 
that goes into making something ‘discoverable’, including the intellectual 
labour to create schemas for metadata, and the use and interpretation of 
computer vision to create another ‘discovery’ layer that we turn to now.
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Computer vision: viewing at scale

Computer vision (CV) offers exciting possibilities for the creation of 
metadata at scale. An area focused on how computers process, analyse 
and understand digital images, CV is how computers view the digital 
surrogates of materials such as manuscripts, photographs and works of 
art that cultural heritage institutions have digitised. This area of AI has 
been driven by work in areas such as automated cars, surveillance and 
medicine (Boyd and Crawford 2012). The emphasis on corporate and 
governmental needs that have shaped the available models combined 
with the technical needs of CV, such as significant and costly processing 
power and storage, has made image analysis a bit more challenging to 
adopt in the digital humanities and cultural heritage, particularly com-
pared to text analysis (Arnold et al 2021). The landscape is changing as 
CV becomes more attainable, the types of models are expanding, legal 
roadblocks are slowly coming down, and new methods and theories are 
bringing an expanded interdisciplinary lens on the possibilities.

Once primarily available to only the most affluent institutions, 
working with CV has become more accessible due to several develop-
ments. One is the emergence of GPUs, graphic processing units designed 
to work with images, in the 1970s and their lowering cost by the early 
2000s. At the same time, personal computers have become much more 
powerful over the last two decades. It was once challenging to process 
tens of thousands of images, such as photographs, without access to a 
high-​performance computer, but now a MacBook Pro can run a model in 
a few hours or days depending on the size and number of images. Cloud 
services have also made a new space for processing, and one can reduce 
costs further with efficient code. The relative affordability of these meth-
ods is being augmented by powerful institutions working to support 
better access to machine learning of cultural heritage for the public. 
Organisations like the Library of Congress’s LC Lab have been doing excit-
ing work to figure out the best way to support large-​scale cloud-​based 
access and analysis of cultural heritage data through their ‘Computing in 
the Cloud Initiative’. This new landscape is making computer vision more 
accessible, but how does it help with access and discovery of cultural her-
itage? We turn to several methods and their possibilities.

Colour offers one way to explore collections. These spectrums of 
light are an important analytical tool, particularly for fields such as art 
history, media studies and visual culture studies (Helmreich 2014). 
Artists might be interested in a certain colour period, such as Yves 
Klein’s blue period. We might be interested in when and how a particular 
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photographer or organisation, such as Magnum, used certain film stocks. 
Looking at the range of colours in magazine covers offers a lens into 
aesthetics as well as histories of printing. Others have been interested 
in moving images and genres, and how colour has changed over time 
(Manovich 2002; Ferguson 2017). The ability to filter a collection by col-
our offers one way into and across collections.

A cluster of exciting experimental work by museums made the 
rounds in 2018 and 2019 that demonstrated the potential for colour to 
be an informative and fun way into collections. One of the earliest pro-
jects in this space was by the Cooper Hewitt in New York City. A museum 
dedicated to design, they developed the ‘Dive Into Color’ project in 2018. 
Drawing on multiple visualisations, users could select a colour from a 
colour wheel and look at items in the collection over time as a part of 
the exhibition Saturated: The allure and science of color (Vane 2022). 
They could see a particular colour over time, spurring questions about 
the use of certain colours and the development of saturation as a colour 
technique. A prototype by the Swedish National Heritage Board, Malmö 
Museer, Nationalmuseum, National Museums of World Culture and the 
Nordic Museum brought together tags and colour to build an explora-
tory interface based on fashion.7 Users can select a colour and keep add-
ing combinations to filter through the collection of approximately 5,000 
items providing unexpected connections. Laura Wrubel developed col-
our palettes for collections from the Library of Congress. Even just a cur-
sory glance at the colour range of collections like the Civil War Maps and 
Sanborn Maps, the former with more saturated darker hues and the latter 
with a more pastel palette, provides insights into the different aesthetics 
and process of map creation.8 While few have implemented these pro-
jects at scale, museums like the Cooper Hewitt have integrated colour as 
a search feature in their Advanced Search.9 One can type in a colour such 
as blue or use a hex code such as #b4d9ef to search results. One can fur-
ther refine by location, copyright status, period and other facets. Colour 
becomes just one more way into the collection driven by computer vision.

Region segmentation offers another way to explore collections. 
Introduced around 2016, the approach extends the ways that we can view 
images (Caesar, Uijlings and Ferrari 2018). Object detection allows us to 
identify specific items like a car or animal in an image. However, objects 
are not all that comprise an image. People interpret images quickly. Let 
us say we are looking closely at a photograph that a friend is sharing with 
us. We quickly recognise objects such as a cake, candles, table, people 
and party hats along with the grass, fence and sky. The combination of 
elements in the foreground and background indicates that this is a photo 
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of a birthday celebration. Putting the objects that we can count, also 
known as object detection, along with the elements of the image that are 
more abstract offers a more complex way to view images.

Bringing together object detection and background/​foreground 
detection, the goal of region segmentation is to assign each of the pixels 
in the image to a category. It is akin to the idea of tokenisation in text 
processing, where you are splitting a document into words. But unlike 
text analysis, it is not as clear where to make the cut in an image. For 
example, if you have a house in the middle of a photo, you could have 
one category for the entire house. You could also split the categories into 
door, windows, wall and roof. This creates regions of adjacent pixels that 
are assigned to the same category. A further question is what categories 
you assign to each of these regions. We could even go a bit further. Now 
that we know it is a door, we might say whether it is a wooden door or 
a metal door. It is possible to train region segmentation models from a 
training set with different tagged regions. One of the most well-​known 
pretrained datasets is MS-​COCO. Their dataset creates a hierarchy of cat-
egories split between ‘things’ and ‘stuff’. ‘Things’ are concrete objects that 
we can count, like a door, table and cake. ‘Stuff’ are concepts that are 
innumerable such as the sky, snow and water. Image segmentation offers 
us a way to identify both ‘things’ and ‘stuff’.

Region segmentation offers another layer to build into discovery. 
One could use features such as things and stuff to add metadata tags that 
one could search and facet by. Interested in histories of technology? One 
could search for a collection of photographs or TV news segments that 
feature cars. Interested in climate change? One could search for elements 
such as snow, water and dirt across collections. In our own work, we have 
used region segmentation to look at which photographers took photo-
graphs inside or outside to understand more clearly which photogra-
phers were focused on the land and outside environment amid the Great 
Depression in the United States (Arnold and Tilton 2023). In our work for 
the Library of Congress, we experimented with looking at composition 
in photography, such as camera angles and styles of portraiture (Arnold, 
Tilton and Wigard 2022). Image segmentation offers an approach to 
building more complex metadata that draws on the features of visual cul-
ture, such as composition and point of view.

Along with colour and regions, another way of searching for shared 
features and themes is through image embeddings. They are a way of 
measuring image similarity, but the challenge is that the results are not 
as explainable as colour models. Image embeddings map images into a 
sequence of numbers, often produced by cutting off the penultimate layer 
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of the neural network; this produces a series of numbers that describe 
the image (see Arnold and Tilton 2021). This is a step right before what 
we more commonly think about when discussing computer vision algo-
rithms like object detection or face detection. Right before the model is 
about to interpret and name features of the image with labels such as a 
chair or car, we stop the process to generate a numeric description. The 
effect is that this becomes a great way to look at image similarity based 
on more abstract features. The challenge is that it is unclear which fea-
tures drive the similarity. It is usually a combination of colour, texture 
and objects, among other features that drive the pattern recognition. 
It is up to human interpretation of the results to understand, or at least 
hypothesise, the connection. While some might find the lack of clarity 
about the connections daunting, one can also think of this as a powerful 
approach because it can provide unexpected connections. It introduces a 
bit of fun, and may support discovering new connections.

Because of the exciting results of this approach, it has quickly 
become a popular approach to discovery, particularly through recom-
mender systems. Recommender systems are an information retrieval 
process that provides users with content and connections that they can 
browse and explore. Rather than the open text search box, image similar-
ity incorporated into a recommender system immediately offers items in 
the collection to engage with instead of the user having to know what to 
look for. The added benefit is that the user may be recommended items 
they did not even know existed in the collection and which may not 
have been discoverable through a text search. We will use our work on 
‘Photogrammar’ as an example to show how image similarity augments 
textual metadata as well as ways to explore items in collections that have 
little to no description (see Figure 7.1).

Photogrammar is a platform for exploring the 170,000 photographs 
from the Great Depression and World War II taken in the United States by 
a federal government unit known as the FSA. Along with engaging with 
the collection through a map, users can facet the results through metadata 
such as photographer, date and theme. When a user lands on a specific 
photograph, they are presented with a set of similar photographs through 
a recommender system (Arnold, Leonard and Tilton 2017). The results 
are based on cutting off the penultimate layer of the VGG-​19 convolu-
tional neural network. The benefits are at least twofold. The first is that 
the user can see photographs that share a feature with the chosen image. 
Interested in churches? Here are photos of churches from across the 
United States. Interested in parades? Here are photos of parades from the 
late 1930s through the mid-​1940s. One may not even know these themes 
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Figure 7.1  Screenshot from Photogrammar showing the use of computer vision to suggest 
similar photographs using an embedding space. https://​photo​gram​mar.org © Taylor Arnold 
and Lauren Tilton.
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were in the collection. With 170,000 photographs, even when they have 
keywords and descriptions for each image written in text, a text search 
will still not create all the connections and patterns that the visual simi-
larity is offering. Image similarity built into a recommender system offers 
another layer of interpretation and a way to move through the collection.

The second benefit is that this approach can also support the discov-
ery of items with no other metadata. In the case of the FSA, approximately 
40,000 photographs have no metadata –​ photographer, caption, date or 
location. When one goes to the Library of Congress website, the only way to 
find these photos is to know their LOC number. Users can discover these pho-
tos through the image similarity recommender system on Photogrammar. 
These are photos that only those familiar with the physical collection in 
Washington DC or the ID number system of the Library of Congress could 
find. For those familiar with text analysis, image similarity becomes a kind 
of visual topic modelling that uses shared patterns in the pixels to make 
connections that can then be used to suggest connections. While one must 
be careful not to overread into these connections, they often provide con-
nections based on shared themes, aesthetics and formal elements that offer 
another way to view, explore and interpret the collection. 

Image similarity continues to be a popular approach in cultural her-
itage. Our work on Photogrammar is indebted to projects like ‘Ukiyo-​e 
Search’ at Ukiyo-​e.org. Developed by John Resig in 2012, the project brings 
together 23,000 Japanese woodblock prints from across 24 institutions 
to aggregate and facilitate search across holdings in libraries, museums, 
auction houses and art dealers.10 Along with using metadata to aggregate 
work by time, the site offers a visual similarity search.11 By clicking on a 
piece, one can see similar prints in the collection. For example, one can 
see that prints by Katsushika Hokusai are held worldwide and that insti-
tutions like the Library of Congress, Minneapolis Institute of the Arts and 
Tokyo National Museum all hold versions of the same work, but the titles 
vary slightly. The approach helps with building connections where meta-
data might include different names or slight variations in names, which 
is a major issue for forms such as prints and photography, where there 
are often multiples of the same image. As ‘Ukiyo-​e Search’ demonstrates, 
image similarity brings another layer of search and discovery within and 
across collections, enables connections across institutions and holdings, 
and becomes a strategy when metadata does not exactly align.

The approach has become so popular that there are now tools 
designed for working with a collection of your choice. From the Yale DH 
Lab, PixPlot provides a Python-​based toolkit for loading the collection of 
your choice to measure image similarity.12 Their dynamic interface allows 
users to move around the clusters in a 3D viewer, offering an exciting way 
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to explore connections and patterns in a collection. The CUDAN Open 
Lab at Tallin University launched ‘Collection Space Navigator’ (CSN) in 
2023.13 Like PixPlot, one can load in a dataset and explore image simi-
larity in an interactive environment by zooming in and out. CSN adds 
the ability to do nested search and highlight data based on categorical 
metadata such as genre and style. These tools speak to the importance of 
cultural heritage institutions providing open-​source data, where the pub-
lic can explore collections with computer vision based on their interests.

The methods above are just the tip of the iceberg. Scholars such as 
Jasmijn van Gorp and the Clariah MediaSuite team have been working to 
integrate computer vision techniques for searching audiovisual materials 
held in the Netherlands, while Thomas Smits and Mike Kestemont have 
shown possibilities with models like CLIP (Smits and Kestemont 2021; 
Ordelman et al 2019). Melvin Weavers, Bee Lee and Ryan Cordell have 
looked at how computer vision can find features of newspapers such as 
photographs and advertisements, while Katherine McDonough and the 
‘Living With Machines’ team have been looking at the use of computer 
vision to access and study maps (Hosseini et al 2022; see also Chapter 5 
in this collection). Estelle Gueville, Kristine Mapes and David Wrisley 
have been applying computer vision to the study of illuminated manu-
scripts, while Alexander Dunst and Justin Wigard are forging the com-
putational study of comics (see Arnold, Tilton and Wigard 2023). And, 
of course, there is the exciting work of the ‘EyCon Project: Visual AI and 
Early Conflict Photography’ and the LUSTRE Network led by Lise Jaillant, 
one of the editors of this collection.14 These contributions offer further 
directions for using computer vision to assist in discovering collections 
and even possibilities for connections across different types of media.

As we look toward the future, there are many opportunities for 
computer vision to facilitate search and discovery. These many methods 
offer different ways of adding another layer of information that can be 
harnessed for information retrieval processes. Along with augmenting 
contextual metadata such as creator, date and location, they can help 
with building connections and patterns across collections that we did not 
know existed or even think to look for in the first place from the actual 
sets of pixels that comprise a digital image. An added benefit is compu-
tational power. We can iterate over a collection as we add new features 
that we want to view. The scale becomes less of a daunting task given the 
analytical power of computer vision methods, particularly compared to 
manually looking at each item repeatedly.

The added layers of information also connect into calls to think 
more generously and creatively about how we make digital collections 
accessible. Mitchell Whitelaw’s call for ‘generous interfaces’ responds 
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to the issue that search is unable to communicate the abundance of 
materials in collections (Whitelaw 2015). He demonstrates how brows-
ing through data visualisation techniques like mosaics, bar graphs and 
grids harnessing metadata features offers a more giving way to see the 
abundance that cultural heritage institutions are offering the public. If 
we think of this as a mode of communication, we could go even further 
and connect this to Mari Lee Mifsud’s idea of rhetoric as a gift (2007). 
Generous interfaces could be seen as a kind of gift, as a way of communi-
cating that sets up a different relation between cultural heritage institu-
tions and their users. Another approach is to think about the ways that 
we can build fun and serendipity in the ways that collections are shared 
with their intended publics. Christian Olesen and the team have built on 
calls to introduce serendipity into information retrieval with their SEMIA 
project, which used computer vision to generate unexpected encounters 
across a collection (Masson et al 2020). There is a playfulness in this 
approach, which, at the same time, continues to move people through a 
collection. An added benefit of these approaches is their potential to play 
with and even disrupt the organisation of collections. As calls to decolo-
nise the archive rightly point out that many systems of organisation are 
inculcated in colonial logic, computer vision might offer different ways 
of viewing the archive that challenge the colonial gaze (see Figure 7.2).

Figure 7.2  Screenshot from the default interface of the ‘Generous 
Interface Fashion’ project. https://​riksan​tikv​arie​ambe​tet.git​hub.io/​
Gener​ous-​Interf​ace-​Fash​ion/​ © Taylor Arnold and Lauren Tilton.
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The possibilities are not without their challenges. Being careful about 
the results of computer vision is paramount. Google Arts & Culture gar-
nered criticism for how it paired people with works of art based on simi-
larity, particularly the ways it made racist connections, which was one 
of the more widely publicised examples of the potential pitfalls of com-
puter vision. Checking results and using metadata such as captions in 
conversation with the computer vision results to look closer at potential 
problematic connections is one way to address this issue. Starting small 
and building up provides a way to keep checking the kind of discovery 
afforded by computer vision. Building up also helps with another chal-
lenge, which is the size and scale of sources like TV and film. Iterating 
computer vision algorithms over TV and film adds up. While there is 
quickly growing scholarship on working with still art and photography, 
there is still significant work to do to experiment with how computer 
vision can support discovery of moving images.

Another challenge is how little computer vision algorithms can view. 
In our work for the Library of Congress as a part of their ‘Computing in 
the Cloud Initiative’, we created ADDI to demonstrate how little certain 
computer vision approaches see (see Figure 7.3). Objects may only be a 
small percentage of the image. Region segmentation helps capture more 
of the image, but the concepts are descriptive rather than interpretative. 

Figure 7.3  Screenshot showing the visualisation of computer vision 
algorithms using the ADDI tool (Access & Discovery of Documentary 
Images). https://​git​hub.com/​dist​ant-​view​ing/​addi © Taylor Arnold 
and Lauren Tilton.
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We also tried pose detection, which we determined was not quite ready 
for large-​scale implementation. The limitation of how computer vision 
views images is also a reminder that the great expertise that leads to 
robust metadata such as creator, location, captions and data is incred-
ibly important and computer vision is best situated to augment, not 
replace, this metadata, which is key to the discovery of cultural heritage 
collections.

Conclusion

Finally, a challenge is the law. In the United States, a major issue is copy-
right law. Materials after 1927 are eligible for copyright protection. The 
timeline is a huge issue for institutions with moving image and photog-
raphy holdings. A recent development is a new US ruling that allows 
text and data mining of materials. Researchers in certain institutions 
can circumvent copyright protection systems thanks to the work of the 
Authors Alliance and the University of California Berkeley’s Samuelson 
Law, Technology, & Public Policy Clinic (Crump et al 2022). The ruling 
through the US Copyright Office opens the possibility of computer vision 
for holdings owned by universities. Previously, for many materials, such 
as films by a specific director, the only way to conduct computer vision on 
the materials would have been to break the digital rights management 
technology. While making the material available to the public would be 
a violation of copyright law, generating metadata about the material is 
now possible. The metadata through computer vision can provide a dis-
covery layer, even when the actual material cannot be made available. 
These kinds of legal developments are helping with discovery but remain 
a challenge.

We return to the topic of new theories and methods that we alluded 
to at the beginning of this chapter. One of the newer theories and meth-
ods is distant viewing. Emerging from digital humanities and data sci-
ence, distant viewing as a theory brings the analytical apparatus of media 
studies and semiotics to explain how computer vision works as a technol-
ogy and mediator of vision. We argue that when we use computer vision, 
we are distant viewing. This distinction matters when we think about 
the authority and effects of the results of computer vision algorithms. 
Computer vision is often seen as a neutral technology that is just imitat-
ing the human visual system. The results of these technologies are then 
often seen as natural, rather than having any perspective as we argue 
all computer vision includes. If we say we are distant viewing cultural 
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heritage, rather than just saying we are using computer vision to analyse 
images, we offer a rhetorical shift in the application of machine learning 
and AI. The word viewing signifies that there is a decision about what we 
are seeking to see and look for. Viewing introduces a perspective, for we 
choose what to view. There is a point of view built into the model and in 
the interpretation of results.

We hope this shift in terms might help with the use of computer 
vision in cultural heritage institutions. Rightfully, these institutions are 
worried about results that are inaccurate or partially accurate. Museums 
like the Smithsonian and libraries like the Library of Congress speak with 
incredible authority. There has been hesitancy to use automated and semi-​
automated metadata because of worries that the data is not accurate, 
or not accurate enough, which in turn might bring questions about the 
expertise and custodianship of the institution. For institutions that rely on 
government funding and must ride the constant wave of shifts in politi-
cal attitudes, there is understandable caution when it comes to adopting 
newer technologies and methods that could introduce more challenges. 
Along with this larger cultural and political challenge, there is a real 
concern about people’s jobs, as experts in the collection and item-​level 
description see automation as a form of replacement. By no means do we 
think computer vision will replace this kind of expertise. Quite the oppo-
site. These technologies are by no means perfect. There is nothing like 
historical materials to see computer vision models that papers claim have 
97% precision begin to fall apart. Rather, these technologies need people 
with expertise to check the results and help design better models. We need 
people to check the distant viewing and see if we should view differently.

Notes

	 1.	 For more about the Rijksmuseum’s open-​data policy, see www.rijk​smus​eum.nl/​en/​resea​rch/​
cond​uct-​resea​rch/​data/​pol​icy.

	 2.	 See https://​mem​ory.loc.gov/​ammem/​amrvh​tml/​consh​ome.html.
	 3.	 See https://​id.loc.gov/​auth​orit​ies/​subje​cts.html.
	 4.	 See www.getty.edu/​resea​rch/​tools/​vocab​ular​ies/​ and www.getty.edu/​resea​rch/​tools/​vocab​  

ular​ies/​ulan/​about.html.
	 5.	 For example, the preferred spelling is ‘Parks, Gordon’ which does not include his middle 

names. Getty has also done extensive work to offer more biographical information that can 
then be leveraged.

	 6.	 See www.europe​ana.eu/​.
	 7.	 For documentation, see https://​riksan​tikv​arie​ambe​tet.git​hub.io/​Gener​ous-​Interf​ace-​Fash​  

ion/​.
	 8.	 See https://​loc-​col​ors.gli​tch.me/​.
	 9.	 See https://​col​lect​ion.coope​rhew​itt.org/​sea​rch.
	10.	 See https://​ukiyo-​e.org/​about.
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https://loc-colors.glitch.me/
https://collection.cooperhewitt.org/search
https://ukiyo-e.org/about
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	11.	 For a great explanation of the process and justification of image similarity, see https://​vimeo.
com/​74691​102.

	12.	 They have two ways of projecting similarity. One is UMAP and the other is TSNE-​clustered 
images. See their GitHub repository for more information: https://​git​hub.com/​YaleDH​Lab/​
pix-​plot.

	13.	 The project is available at https://​col​lect​ion-​space-​naviga​tor.git​hub.io/​.
	14.	 EYCON https://​eycon.hyp​othe​ses.org; LUSTRE Network https://​lus​tre-​netw​ork.net.
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8
The adoption of handwritten text 
recognition at the National Library 
of Scotland
Paul Gooding, Joseph Nockels and Melissa Terras

This chapter analyses the impact of AI and ML on library practices and 
workflows. Many aspects of AI in libraries have been explored in detail, 
including in this collection, but there remains a gap in our understanding 
of how libraries assess and adopt new tools. This gap will be addressed 
by exploring how the NLS is responding to the possibilities of HTR tools 
that might improve the legibility and accessibility of their digitised col-
lections. This chapter draws on the findings of a research placement at 
the NLS, alongside project reports, conference papers and published 
research. It is organised into two sections:

•	 The first section, entitled ‘Artificial intelligence and library values,’ 
briefly sets out the critical context for the adoption of AI and ML in 
libraries. It builds upon existing work in the sector to emphasise that 
AI adoption must be grounded in the values and priorities of the sec-
tor. It also establishes the need for a research agenda based around the 
conscious reporting of the issues surrounding AI tool integration for 
digitisation and access pipelines.

•	 The second section, ‘Investigating HTR at the NLS’, outlines how HTR 
has developed and explores its existing application to digitised hand-
written collections. It draws upon existing research, including the 
authors’ previous work, to outline the current state of play for HTR 
in libraries. It then presents the findings of Nockels’ placement at the 
NLS, exploring how HTR might impact upon existing working prac-
tices. It concludes by considering how AI technologies might chal-
lenge us to reconsider the strategic objectives of libraries, and how 
technological change might unlock new types of usage and access.
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Artificial intelligence and library values

This chapter addresses an urgent need for discussions on how individual 
libraries are integrating AI tools into curatorial, technical and biblio-
graphic protocols within areas such as digitisation and access workflows 
(Terras 2022, 144). It argues that any work to understand how libraries 
might integrate such technologies must start from a position grounded 
in the values and priorities of the library sector. One reason for this, as 
Karen Coyle has convincingly argued, is that libraries have traditionally 
been innovators of organisational technologies, but ‘if we look … at the 
time line of information technology over the twentieth century and into 
the twenty-first, we see library technology falling behind the general 
technology evolution’ (Coyle 2017). While Coyle makes this point about 
the development of library catalogues, it is equally applicable to the tra-
jectory of AI and ML adoption in libraries. While it is true that libraries 
have innovated in the adoption and use of AI technologies in their work, 
it is also notable that many of the major advances have occurred outside 
the sector (Cordell 2022). As Whittaker argues:

Modern AI is fundamentally dependent on corporate resources and 
business practices, and our increasing reliance on such AI cedes 
inordinate power over our lives and institutions to a handful of tech 
firms. It also gives these firms significant influence over both the 
direction of AI development and the academic institutions wishing 
to research it. (Whittaker 2021, 51)

While the centralisation of technological innovation has implications 
for the power dynamics of AI adoption more broadly, it is certainly not 
true that libraries are passive consumers of technology. Gasparini and 
Kautonen note that private actors appear more proactive with AI than 
public service providers, summarising the range of roles that libraries 
play in the technology innovation space:

Research libraries that serve academia and other scholarly commu-
nities are at the center of this flux. They browse library technology 
reports to pick the most appropriate products to support their oper-
ations and services, join national or international projects to gain 
the benefits of collaborative technology development, and follow 
the progress of academic publishers and other close partners with 
mixed feelings. (Gasparini and Kautonen 2022, 2)
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Far from the passivity this quote might suggest, the range of initiatives 
that exist demonstrate a sector attempting to reassert intellectual leader-
ship in a space dominated by private actors with often vastly superior 
resources. Cordell’s (2020) report on AI and ML in libraries summarises 
the state of the field, but here we provide examples of the kinds of activity 
that have originated in the sector. Many of these have focused on com-
munity building in aid of knowledge exchange. As mentioned in previ-
ous chapters, AI4LAM (Artificial Intelligence for Libraries, Archives & 
Museums) represents a sector-​led ‘international participatory commu-
nity focused on advancing the use of AI in, for and by libraries, archives 
and museums’ (AI4LAM 2023). In addition to an annual conference, the 
AI4LAM community organise a series of events, provide news on AI in 
libraries and maintain a registry of projects, activities, AI datasets and 
models. The AEOLIAN Network, which ran from 2021 to 2023 and was 
funded jointly by the UK Arts and Humanities Research Council and US 
National Endowment for the Humanities, was similarly designed to bring 
academics, libraries and other cultural institutions together in order to 
‘investigate the role that AI can play to make born-​digital and digitised 
cultural records more accessible to users’ (AEOLIAN Network 2020). 
Through a series of workshops, publications and community building 
activities, the network has been successful in foregrounding key issues 
for AI in libraries and archives, and thus helping to define current and 
future research agendas.

The rise of Library Labs, places for ‘experimenting with digital col-
lections and data’ (Mahey et al 2019, 31) in national libraries in recent 
years, has also provided a space in which engagement with AI can occur. 
These labs have been the locus for various activities, including explor-
ing how libraries can reframe their collections as data, and indeed big 
data (Ames and Lewis 2020); considering how library workflows might 
adapt to support open data delivery online (Ames 2021); defining meth-
odologies to assess and create digital collections for computational reuse 
(Candela et al 2023); and utilising digital library collections to produce 
high-​quality tailored AI models (Börjeson et al 2023). Furthermore, AI-​
related activity occurs elsewhere in libraries, which are involved in inter-
nal initiatives and funded projects to create, prototype, trial and integrate 
AI and ML tools into their institutional workflows.

Alongside this sectoral engagement with AI technologies, there is 
an increasing level of attention paid to its ethical and intellectual impacts 
on libraries. This includes a shift in how libraries view the usage of their 
collections, with non-​human actors an increasingly important user 
group. The presence of these non-​human actors is a significant shift from 
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the influential work of key figures like Ranganathan (1931), whose five 
laws of librarianship placed the ‘reader’ at the centre of library service 
provision. Miller (2020) argues that the reader in question has tradition-
ally been implied to be human, whereas the growth of supervised and 
unsupervised ML with library collections has created a ‘need to welcome 
another set of users into the library. These ML, algorithmic, analytic 
users will be collaborating with human users, crunching and filtering 
the data and presenting the information needed by the human user’. 
With this shifting notion of the audience of the library comes an addi-
tional focus on how AI and ML might reinforce existing biases and create 
new ethical problems. Scholars have drawn attention to how biases are 
embedded in library work and collections, including collections manage-
ment, description, digitisation decisions and the algorithms used to sort 
and make information accessible (Ayre and Craner 2018). Each of these 
biases informs both the form of the materials that users can access, and 
the power dynamics at play while they do so. However, AI can hide these 
biases in ways that closely resemble a technical black box and make it dif-
ficult to critique and analyse (Gooding 2022) .

All these bodies of work call for greater transparency in how we 
produce, make accessible and use data. In line with the shift in digital 
humanities towards critical infrastructure theorisation and develop-
ment (Brown et al 2016; Chevalier et al 2023), this will necessarily entail 
broader attention to how particular technologies like OCR have already 
fundamentally shaped the digital record and the resultant datasets to 
which AI can be applied. Scholars have already argued for extensive 
critical reflection on how AI is applied. Cordell (2020, 1), for instance, 
notes that ‘current cultural attention to ML may make it seem neces-
sary for libraries to implement ML quickly. However, it is more impor-
tant for libraries to implement ML through their existing commitments 
to responsibility and care.’ As Gooding (2023) has recently argued, 
those commitments should be derived from the ethical and professional 
principles that define the mission and work of libraries. The American 
Library Association (2019) and CILIP (2018) both provide ethical frame-
works that outline sectoral values such as transparency, confidentiality, 
social responsibility and the public good. Reflections upon AI adoption 
require a careful analysis of how AI tools challenge or enhance each of 
these values, building upon existing work to explore the impact of AI on 
the information professions (Cox 2021). The need to consider sector-​  
wide ethical frameworks is matched by that of reflecting upon how AI 
might support libraries as an essential public good that is fundamental 
to democratic societies. In this chapter, we focus specifically on how AI 
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might contribute to a wider mission of making collections accessible and 
reusable.

Digital collections sit precisely at the nexus of access (how material 
is made discoverable and available) and usage (what patrons are able 
to do with library collections). HTR is similarly positioned as it simulta-
neously provides use cases relating to access to library collections and 
promises to expand the range of uses that are possible. The authors have 
covered these topics elsewhere (Nockels 2021; Terras et al 2023), so in 
this chapter we intend to respond to the following provocation by Terras 
to consider how AI tools become embedded within library practices:

Although there are considerable savings in time and resources in 
using HTR to generate transcripts of historical materials, HTR is 
not a panacea. If it is to be successfully used to increase access to 
information within and usability of handwritten textual materials, 
it needs to be embedded into both digitisation workflows within 
libraries as well as public-​facing digital library infrastructures. 
(Terras 2022, 142) 

Investigating HTR at the NLS

We will report upon the experiences of the NLS, for whom Nockels has 
undertaken a feasibility study for implementing HTR across a variety of 
library functions. The remainder of this chapter is therefore split into two 
sections: the first will set out the broader context for HTR in the library 
sector, while the second will report upon a feasibility study into the adop-
tion of the HTR platform Transkribus at the NLS. Transkribus is an HTR 
application that aims to produce a complete and reliable HTR workflow 
which ensures that ‘all dates, languages and formats can be read, tran-
scribed and searched by means of automated recognition’ (Muehlberger 
et al 2019, 957).1

The case study is based upon a six-​month PhD work placement at 
the NLS undertaken by Nockels in 2022–​2023, supported by the Arts 
and Humanities Research Council (AHRC: 2422919) via the Scottish 
Graduate School for Arts and Humanities. Nockels spent three months 
in the Archives and Manuscript Division, interacting with curators and 
learning more about the relevance of HTR to specific collections. Three 
further months were spent in the Digital and Service Transformation 
Department, providing staff training and public events to enhance 
understanding of Transkribus. During this time, a feasibility study was 
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undertaken to understand how HTR might be applied to NLS collections. 
Transkribus is a leading HTR tool, but only one of a wide range of pos-
sible approaches. We therefore recommend that readers unfamiliar with 
the wider context and application of HTR read the article by Muehlberger 
et al (2019), which sets out the development and launch of Transkribus. 
The current authors’ previous work also provides a systematic review of 
381 papers on topics relating to HTR (Nockels et al 2022).

HTR in the library sector

Content-​holding institutions are increasingly reliant upon digital meth-
ods to preserve and make accessible historical collections. This includes 
the NLS, whose 2020–​2025 ‘Reaching People Strategy’ (National Library 
of Scotland 2020) aimed to provide access to approximately one-​third 
of its collections, or ten million individual items, by 2025. This objective 
was intended to deliver benefits to an expanded range of user communi-
ties, as explained by the NLS One Third Digital Programme Board:

Through the digitisation of its collections, the library will make a 
significant and lasting contribution to global knowledge and the 
memory of the world. The resulting resources will promote oppor-
tunities to advance learning, foster and develop new research, 
innovate, drive economic development, and enjoy our cultural her-
itage. (National Library of Scotland 2018)

In addition to its growing born-​digital holdings, the NLS has digitised 
parts of its physical collections. However, challenges remain in mak-
ing available specific collections and content types. The NLS possesses 
vast amounts of handwritten materials that may interest users, ranging 
from archives of notable individuals to medieval texts, items with com-
plex print layouts and more. Each provides challenges to the capabili-
ties of OCR-​based recognition. Simultaneously, HTR has, in recent years, 
reached a level of maturity where it can be considered as a viable solution 
for text recognition within libraries.

To date, mass digitisation of library collections has focused upon 
printed materials like newspapers, books and maps. This is partly due to 
the ubiquity of optical character recognition within library digitisation 
pipelines: OCR is used in situations where manual transcription would 
be too costly or time-​consuming and can be applied to corpora of varying 
sizes. One transformative function of OCR has been to allow the crea-
tion of full text versions of material that can be searched online, which 
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has ‘significantly increased access to large-​scale collections, including 
in media that were difficult to access at scale prior to its development’ 
(Cordell 2020, 23). However, while OCR can process high-​quality scans 
of typewritten texts, it often returns transcripts of low accuracy for older 
materials, those in poor condition or those that have been scanned 
poorly. Past studies have indicated that, for challenging materials, OCR 
accuracy can fall below the levels required for fuzzy search engines to 
return sufficiently accurate results (Tanner, Munoz and Ros 2009). This 
has led to the conclusion that character error is now embedded within 
institutional large-​scale digitised collections:

The existence of millions of digitized volumes presents these organ-
isations with a clear choice: accept these digital surrogates as new 
intellectual products, rather than as ‘faithful copies,’ or re-​digitize 
a substantial portion of the world’s research libraries’ holdings of 
books and serials to create cleaner and more pristine representa-
tions of volumes. (Conway 2013, 27)

This recognition of digitised items as new intellectual products is 
reflected in a range of products which engage with errorful OCR from 
various sources, including experiments that demonstrate that OCR error 
incidence can hint at unusual formal features in scanned books (Smith 
and Cordell 2018, 9–​11). Character recognition technologies thus allow 
for new forms of research to emerge that work not only with clean tran-
scripts, but with errorful data. Similarly, the dominance of OCR for char-
acter recognition has informed the materials which have been prioritised 
for digitisation and are now available online as a result. In the same way 
that mass digitisation influenced both topics of research and truth claims 
about authority, OCR has precipitated a fundamental shift in the acces-
sibility of typewritten materials. This comes at the expense, however, of 
the enormous amounts of handwritten, manuscript and typographically 
challenging print materials in library collections. The recent emergence 
of HTR offers the opportunity to transform access to handwritten materi-
als to the same degree as OCR has for typewritten materials.

Questions about access and representation that have emerged in 
relation to large-​scale digitisation remain relevant as we broaden digiti-
sation horizons to include handwritten texts. Who is represented in the 
digital record, and how? What voices are missing? How do we ensure 
that the individuality of so much handwritten material is not lost when 
it is transformed into informational, or computational, forms? These 
questions are closely aligned to the ethical and professional challenges 
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outlined above, but here we focus upon how libraries might integrate 
HTR into their existing workflows. We analyse the example of the NLS, 
who worked with Nockels to undertake a horizon scanning exercise to 
identify (i) the opportunities and potential of HTR for enhancing the work 
and collections of the NLS, and (ii) the potential barriers and problems 
that the NLS might face when integrating HTR into existing workflows.

Case study: investigating the adoption of Transkribus at the NLS 

This chapter focuses on Transkribus, first launched in 2015 with funding 
from the European Commission Seventh Framework Programme result-
ing from the ‘tranScriptorium’ project. The implementation and devel-
opment of Transkribus was central to a successor project called ‘READ’ 
(Recognition and Enrichment of Archival Documents, 2016–​2019), 
funded under the European Horizon 2020 scheme. Transkribus is devel-
oped and maintained through the not-​for-​profit READ-​COOP, which 
is registered in Innsbruck, Austria and aims to ‘maintain, develop and 
promote a functioning online research infrastructure where new tech-
nologies can feed innovation in archival research’ (Muehlberger et al 
2019, 957). The tool is targeted at four intended user groups: archivists, 
humanities scholars, computer scientists and members of the public. 
Initially free to end users, Transkribus adopted a paid credit-​based sys-
tem in 2020 to ensure sustainability and mitigate the end of EU funding.

As of January 2023, Transkribus is the largest consumer-​level HTR 
application. Over 43 million images have been uploaded to the serv-
ers by approximately 100,000 users, with 10 new data models trained 
daily. Users can work with the suite of Transkribus tools to create ‘ground 
truth’2 data for the creation of automatic transcription models (Romein 
et al 2023, 4–​8). This data is used to build sequential links between char-
acters, with the resultant model able to recognise new text based on lan-
guage construction and predictions. Ground truth models can be trained 
from scratch, or users can apply a pretrained model from an openly 
licensed list trained either by the Transkribus developers or other users. 
Transkribus is already being used by libraries and archives worldwide. 
The State Archives of Catania applied Transkribus to the Paterno’ Castello 
Princip di Biscari Archive (Spina 2022), for instance, while the National 
Library of Finland has used Transkribus to clean up more inaccurate 
OCR transcriptions of over two million pages of eighteenth-​ to twentieth-​
century historical newspapers in both Finnish and Swedish (Kaukonen 
2021). The technological maturity of HTR has caused many libraries to 
explore its application, and to rethink existing practices as a result.
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The NLS is a shareholding member of READ-​COOP, which as of 
June 2023 comprised 135 institutions and private members (READ-​
COOP 2023). As a member, the NLS can vote on the development of 
Transkribus, with further opportunities to contribute via monthly 
shareholder meetings and an annual Transkribus User Conference.3 
Despite being a shareholder, usage of Transkribus at the NLS has been 
ad hoc and limited in nature. In 2021, Nockels transcribed and made 
available the 1810–​1811 diary of Marjory Fleming (1803–​1811), a  
Scottish child author born in Kirkcaldy, Fife, who became posthu-
mously famous for her diaries. The diaries provide an authoritative 
account of her life, schoolwork and death, and were given a great 
deal of public attention in the late-​Victorian period (Nockels 2021). 
Transkribus produced an automated edition of Fleming’s diaries, 
which is available online via the Transkribus read&search website,4 
and the underlying dataset is also available on the NLS Data Foundry 
website.5 The Fleming diaries are the first NLS dataset created using  
HTR technology. The following sections consider what other possibili-
ties exist.

HTR for handwritten and typewritten materials

The most obvious benefit of HTR is to support greater accessibility of 
handwritten collections online, both for full-​text search and compu-
tational analysis. As Cordell (2020, 25) has argued, the category of 
handwritten materials encompasses voices from around the world, and 
‘from regions or groups of people for whom handwriting remained the 
dominant technology of textual transmission for practical or cultural 
reasons into the modern period’. Handwritten materials have typically 
been impractical for inclusion in mass digitisation workflows due to 
the limitations of OCR, and so HTR offers the possibility of enhancing 
access not only to a wider range of media but to new and previously 
underrepresented voices in the digital archive. This ability to process 
and make accessible different forms of collection can support the NLS’s 
strategic objectives. In particular, it could enhance the Library’s aim 
to ‘make it easier for people to access the collections’, and specifically 
that ‘it will be easier to discover the Library’s special and hidden col-
lections through our programme of online listing, cataloguing and  
discovery work’ (National Library of Scotland 2020). At first glance, 
HTR integration seems highly compatible with strategic values around 
access and democratisation, for both the NLS and the wider library 
profession.
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To ascertain whether HTR can enable full text search of NLS col-
lections, experiments were run to determine the accuracy of Transkribus 
on several collections. For the aforementioned Marjory Fleming diaries 
it returned an 89.74% accuracy rate based on a ground truth dataset of 
50 hand-​transcribed pages from Fleming’s diaries. Experiments with a 
second collection, the journals of Henrietta Liston (1751–​1828),6 dem-
onstrated an 82.75% accuracy rate using existing data models. This accu-
racy rate is adequate as a starting point for staff, familiar with Liston’s 
hand, to edit transcripts, and to include results in full-​text search, show-
ing that when utilising generic training models, palaeographic skills 
remain essential for libraries to make the most of HTR technologies. It 
also demonstrates that, in the early stages of applying HTR to a specific 
collection, a degree of human intervention may be required that is absent 
from OCR pipelines. There will, however, be significant time savings at 
other points of the digital production workflow.

While it is perhaps unsurprising that HTR software is effective at 
transcribing handwriting, it also provides features which make it suited 
as a potential alternative to OCR applications. Experiments demonstrated 
that the Transkribus Layout Analysis (LA) tool was robust enough to reg-
ister the presence and location of text in each document. Information 
derived from LA enables HTR applications to recognise materials with 
complex column structures, marginalia and variations in font, making 
it suited both to handwritten materials and typewritten texts that might 
prove challenging to traditional OCR solutions. Transkribus provides 
openly licensed models that support transcription in different languages 
and allows users to develop bespoke data models for new data sources. 
The question was therefore posed: is it possible to use Transkribus to 
transcribe printed materials, and would these transcriptions prove 
more accurate than in OCR? To assess this, we ran generic models from 
Transkribus, without further training, across a range of digitised type-
written collections and compared their accuracy against the results 
provided by existing OCR solutions. Table 8.1 shows the results of this 
analysis.

For the exam papers and the Scottish newspapers, openly licensed 
Transkribus datasets outperformed current OCR accuracy. This suggests 
a high degree of usability for transcribing typewritten materials, and 
hints at the possibility of providing significantly better accuracy for diffi-
cult materials than OCR. Default data models provide less accuracy than 
training a bespoke model in the manner demonstrated for the Fleming 
Diaries, but require far less resourcing due to there being no require-
ment for manual transcription. The only collection where Transkribus 
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returned lower accuracy than OCR was for the Chepman and Myllar 
prints because the text was manually corrected between 1996 and 1997 
as part of a transcription project. These results show that pretrained 
models can be applied to printed text collections, with HTR able to out-
perform OCR in cases where aggravating factors such as complex layout 
and font variation can negatively affect OCR accuracy.

The potential for HTR to improve full-​text accuracy is most clearly 
demonstrated in the case of newspaper collections. In our sample, three 
of the four collections exhibited just one difficulty in recognition, whereas 
newspapers demonstrated both complex layout and font variation. This 
has contributed to a notably lower OCR accuracy rate. In the example of 
the Scottish Courant, the output of the OCR transcription using ABBYY 
FineReader returns a highly variable degree of confidence and an over-
all accuracy rate of just 60.1%. It should be noted that cleanup of OCR 
outputs is possible, including correction of common errors like misiden-
tification of the ‘long S’ in historic fonts. However, the results provided 
by generic Transkribus models are accurate enough to facilitate accurate 
search without further training in all cases. In the case of the Scottish 
Courant, a full transcription of the same column of text with no bespoke 
training returned an accuracy rate of 93.9%:

These results show that the accuracy returned by Transkribus is suf-
ficient to make it a viable solution for both handwritten and typewritten 
materials, even when aggravating factors exist for character recognition. 

Table 8.1  Accuracy of Transkribus vs existing OCR on selected NLS collections

NLS 
department

Material Date 
(century)

Difficulties in 
recognition

OCR 
accuracy

HTR 
accuracy

Rare Books Chepman and 
Myllar Prints7

16th Variable fonts 95.21% 
(with 
manual 
correction)

84.64%

Rare Books Encyclopaedia 
Britannica8

18th–​19th Layout 94.5% 98.32%

General/​
Modern 
Collections

Exam Papers9 19th Complex 
layout

84.20% 94.40%

Newspapers Scottish 
Courant/​
Caledonian 
Mercury10

19th Complex 
layout and 
font variation

60.10% 93.90%
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This has the potential to improve the accuracy of search for all users, 
and to make accurate full-​text datasets available for researchers in fields 
such as the digital humanities. Transkribus, therefore, has the potential 
to be applied across heterogeneous collections in print and type, and its 
default models can provide useable transcriptions in many, but not all, 
cases. It will remain the case that the most challenging materials, with 
multiple aggravating factors such as legibility, language and structure, 
will still require bespoke data models to be trained. Given that these data 
models require manual transcription of approximately 10,000 words to 
ensure accuracy, archival skills such as palaeography will remain central 
to the skillset of curators. Far from removing the human from the process, 
the adoption of HTR in cultural institutions will highlight areas where 
human expertise will need to sit alongside automated technologies.

HTR for extracting text from maps and music

Transkribus provides possibilities for data extraction from a variety of 
media. For instance, we found that it can be helpful for recognising and 
extracting metadata from maps. The NLS has a large online collection of 
maps, as discussed in Chapter 5, which have recently been the subject 
of exploratory studies to analyse the benefits of open-​source tools (Fleet 
and Pridal 2012) and web-​mapping applications (Fleet 2005). To under-
stand the potential of HTR, we attempted to extract metadata relating to 
print codes and map tiles. Since the first revisions of Ordnance Survey 
maps in the mid-​1800s, there have been markings on each map sheet 
that indicate the date of revision or printing. These are generally found 
in small print beneath or beside the area of the map plate (Fielden 2009) 
and provide important contextual and provenance data for research-
ers. However, these printing codes can be immensely time-​consuming 
to extract manually. We found it possible to extract printing codes from 
maps in our test sample, using the Transkribus LA model to identify spe-
cific areas of the map with text for transcription. However, the functional-
ity does not extend to analysing the relevance of particular blocks of text, 
and so some correction was needed to delete extraneous text regions in 
this use case. Transkribus is also useful for undertaking automatic music 
recognition. Jorge-​Calvo Zaragoza (2019) has presented an end-​to-​end 
workflow for handwritten music and text recognition that incorporates 
Transkribus. These principles can also be applied to the NLS collec-
tions: experimentation with the Library’s eighteenth-​ and nineteenth-​
century Glen Collection of printed music11 demonstrated that HTR could 
recognise the presence of musical notation and lyrics.
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Each experiment with Transkribus in the NLS collections demon-
strated that HTR can go beyond the transcription of handwritten scripts 
and be applied to a range of media and use cases. In the case of libraries 
with complex and heterogeneous collections, there is potential to auto-
mate processes that would be impossible with OCR, and thus to unlock 
collections that were previously relatively inaccessible due to limitations 
in staffing, technology and finance. This is not to say that HTR offers a 
single solution for undertaking text recognition across library collec-
tions, nor that it is necessarily simple to implement within existing well-​
established workflows. Libraries must consider how HTR tools might fit 
into existing digital production pipelines, inform curatorial practices and 
influence decisions around staffing, investment and technologies.

Integrating HTR into existing workflows

HTR is likely to require changes to existing digital production workflows 
at the NLS. The digitisation process starts for individual items when an 
internal request to digitise an item or collection is placed by a curator, 
which triggers a consultation process. This usually takes the form of a 
visit to the library stacks and involves key stakeholders, including cura-
tors, rights specialists, conservation and metadata representatives, and 
mass digitisation staff. If the consultation raises no issues, then addi-
tional stakeholders are brought in before the decision on whether to dig-
itise items is completed. While this structure could remain in place for 
HTR, ad hoc digitisation of individual items would become more labour 
intensive in cases where an existing data model is not easily available 
because it will require staff to create a bespoke model and thus hand-​
transcribe a sample of the work.

HTR holds particular significance for the NLS Mass Digitisation 
service, which seeks to scan collections at scale, either to meet internal 
targets or to support the work of third-​party stakeholders. In line with 
Coyle’s (2006) definition of mass digitisation, the service has imple-
mented automated processes to ensure efficient throughput of large 
numbers of items. In line with recommended best practice (Federal 
Agencies Digital Guidelines Initiative 2023), Mass Digitisation captures 
scans at 400 dpi, or higher if there are specific reasons for doing so. These 
scans are of sufficient detail to support HTR processes. Photography of 
images would not need to change, but the subsequent phase of creating 
text would require consideration of data transfer, handling and storage. 
There are other elements where HTR would require changes to aspects 
of the image processing workflow. For instance, as OCR is not routinely 
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applied to handwritten collections such as medieval manuscripts, images 
of them captured during digitisation are not routinely deskewed, mean-
ing that the image is not straightened so that text runs horizontally. 
However, deskewing images has long been considered good practice for 
text recognition as it allows a documented page to be accurately seg-
mented and recognised sequentially using LA. For Transkribus, segmen-
tation is necessary to allow the user to transcribe pages on a line-​by-​line 
basis. Each segmented line in an image is given a corresponding row in 
the Transkribus text editor, a process which benefits from the text being 
in straight lines to aid recognition.

It would be immensely time-​consuming to manually deskew all 
images produced in a mass digitisation process, and although a variety of 
automated batch processing tools exist, they require careful monitoring 
and control given the vagaries of the process when dealing with heterog-
enous materials. Doing so for Transkribus would likely deliver useful but 
marginal gains in accuracy. Furthermore, the Mass Digitisation team seek 
to retain the material sense of the items that they capture and are wary 
of manipulating items in ways that negatively impact upon the material 
authenticity of their scans. For instance, digitised items are uploaded to 
the Library’s Digital Object Database (DOD) including cover and blank 
pages, allowing readers to better understand the material aspects of the 
digitised items. On occasion, the decision might be made to crop a page 
to the boundaries of the textual elements, rather than to the edges of 
the page. Both practices might require manual intervention during the 
application of HTR: first, due to the risk of text bleed-​through on blank 
pages affecting the training model, and second due to the risk of miss-
ing relevant text such as marginalia which could be captured by HTR but 
would fall outside the boundaries of the cropped page. In both cases the 
problems are not insurmountable, but they do add an extra layer of man-
ual intervention into a process which, in the case of mass digitisation, 
supports automation and fast throughput of materials. There would be 
additional curatorial labour in defining the capture areas and deciding 
where the balance between authenticity and computational amenabil-
ity lies.

In addition to practical changes to image capture and processing, 
the role of individuals such as the Digitised Collection Coordinator will 
also change. Currently, the Coordinator is tasked with ingesting scanned 
images into the DOD for publication in the NLS digital gallery. The 
role requires the use of various digital platforms, software and scripts 
to check that each required processing stage has been completed. This 
entails using an Automated Ingest Tool (AIT) that splits the workflow into 
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various stages that run on virtual machines. The most relevant step here is 
the PDF creation phase. This phase uses the LuraTech PDF Compressor12 
to automatically produce and compress a PDF, and at the same time gen-
erate OCR from converted JPEGs using ABBYY Finereader.13 Our experi-
ments have demonstrated that, considered solely in terms of accuracy, 
Transkribus outperforms this combination. It may also allow the Library 
to process materials in a wider variety of languages, including right-​to-​left 
languages (Keinan-​Schoonbaert 2020). However, its lack of integration 
into existing workflows means that each potential improvement comes 
with commensurate trade-​offs in efficiency and manual intervention.

The next stages of the AIT involve creating a unique identifier and 
file sequence for each item to be preserved, splitting the batches of gen-
erated OCR into corresponding pages using a tool called ImageMagick. 
There would be significant demands on developer time to integrate 
Transkribus into the existing workflow. Consideration would need to be 
given to whether Transkribus could work in a similar way to LuraTech, 
which is run automatically as part of the ingest process, and to work 
out the implications on resourcing and throughput for mass digitisa-
tion. A brief view of the NLS workflows shows the potential complexity 
of implementing a tool, as workflows and staff skillsets have been devel-
oped with legacy tools in mind. Further developments with Transkribus 
will need to be regularly evaluated to judge when it offers the ability to 
be integrated into existing workflows. As things stand, READ are open to 
discussion about members of READ-​COOP making Transkribus a default 
tool within their processes, but this would still require time, resourcing 
and staffing to implement.

READ are currently improving their application programming inter-
face (API) with such issues in mind. A major development is the introduc-
tion of the metagrapho API,14 which allows text and layout information 
to be extracted from digitised images within an institution’s existing digi-
tal infrastructure. This should allow faster processing and provide access 
to models trained by each institution and all publicly available models. 
Given time, this should allow Transkribus to be integrated into work-
flows as a potential addition to, or replacement for, existing tools within 
the AIT. However, doing so would involve a technical integration pro-
cess which would not necessarily be trivial. Finally, because HTR would 
require more human intervention than existing automated workflows, 
there would be an increase in the hidden labour required in the digiti-
sation process. Questions remain about how this labour should be cred-
ited. Romein et al (2023, 17–​21) propose that listing those involved in 
the production of datasets should become common practice to recognise 
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individual contributions to data production and ensure transparency 
to future users on how datasets were created. Institutions will need to 
account for this enhanced reporting, to ensure data transparency and 
appropriate credit in HTR workflows.

Recommendations

While this chapter outlines various use cases for the adoption of HTR, the 
most clear and obvious benefit is the opportunity to transcribe handwrit-
ten collections accurately and efficiently. The NLS has not generally tran-
scribed its handwritten collections due to the inaccuracy of OCR tools for 
handwriting and the costs of manual transcription. The NLS also holds 
collections in languages which are extremely difficult for OCR software 
to deal with. Gaelic is one area of concern, given that it is designated as an 
official language of Scotland under the Gaelic Language (Scotland) Act 
2005.15 There is, therefore, a strong rationale for introducing HTR into 
the suite of tools available to the Library’s curatorial and technical staff. 
However, the embedded nature of particular tools in existing workflows 
means that introducing HTR is not necessarily simple. For this reason, we 
have proposed four scenarios for the adoption of Transkribus at the NLS. 
Table 8.2 uses the Transkribus Credit Calculator16 to estimate the annual 
cost of each option. It should be noted that these are estimated with the 
10% discount for READ-​COOP members, and institutional membership 
currently costs €1000, with a yearly membership fee of €250.17

The Library Leadership Team at the NLS were informed that 
Option 3 was the recommended option, allowing Transkribus to be used 
on an ad hoc basis. This builds upon existing curatorial skills and the 
increased awareness and understanding of Transkribus that has resulted 
in the NLS from the placement. Option 3 would allow staff to become 
more familiar with Transkribus and constrain costs while a portfolio of 
small-​scale projects test the real-​world impact upon digital production 
workflows. At this stage, the existing workflow remains fit for the pur-
pose of materials which OCR can accurately transcribe. We therefore 
recommend that Transkribus should be prioritised in cases where OCR 
use would compromise character accuracy levels. This would allow 
the NLS to bring new parts of the collection into its digital production 
workflow and automate key aspects of the digitisation process that are 
not tailored towards handwritten materials. Finally, we propose that 
Transkribus should be provided as an option to curators when writing 
digitisation proposals, as is the case with OCR. In this way, curators will 
be empowered to make the best decision for particular items. Doing so 
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would provide time for robust testing of HTR functionality and impact, 
before considering a transition to Option 2, where Transkribus might be 
used to create core data models to support transcription of priority col-
lections for the Library.

Conclusion

This chapter has considered the wider context for the integration of AI 
tools and processes into existing library workflows, using a case study of 
the NLS to explore the potential and challenges of using HTR to unlock 
new materials for discovery and reuse online at scale. There are signifi-
cant potential benefits to the adoption of Transkribus: increased character 
recognition accuracy for print and handwritten collections; the opportu-
nity to extract metadata from materials like maps, and to explore innova-
tive approaches to documenting and presenting library collections; and 
the extension of mass digitisation processes to handwritten materials. 
These activities can all contribute to NLS strategic aims around access 
and increasing the demographic scope of the user community. The impli-
cations of AI tools, therefore, go far beyond the enhancement of existing 
processes, or the automation of library work, and promise fundamental 
changes in what libraries make accessible and how users interact with 

Table 8.2  Transkribus Credit Calculator for annual cost

Approach Page processing no. Annual cost (£)

1. �Transkribus as an entire 
ABBYY FineReader 
replacement, only for 
printed materials

1 million 2,800 (printed, as 
no OCR is used on 
handwriting)

2. �Transkribus used to 
train core models on 
collections which can 
be reused, e.g. Gaelic, 
English, Latin, French

10,000 10,000 (handwritten)
1,667 (printed)

3. �Transkribus used for 
smaller, individual 
projects/​digitisation 
proposals by curators

5,000 5,000 (handwritten)
834 (printed)

4. �Transkribus used to aid 
cataloguing, checking 
place/​person names

Individual pages 
transcribed

0 (free credits can be 
used)
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those materials. However, there are significant challenges involved in 
such tools becoming ‘business as usual’ for libraries. Transkribus is illus-
trative of this point, as READ-​COOP is now exploring how better to inte-
grate the product into library technical pipelines. There is a clear need 
for this among users, and the developers are responding by improving 
the API and developing options to support technical integration. While 
this work is ongoing, however, it remains the case that integrating HTR 
into a digitisation workflow is a non-​trivial exercise that can affect the 
efficiency of processes that remain highly effective for certain materials.

This picture of massive potential on the one hand and complex 
technical challenges on the other leads us to identify a number of areas 
for developers and consumers of AI in libraries to consider. First, devel-
opers should continue to engage in dialogue with their users to identify 
community needs, establish how AI tools might fit into library workflows 
and ensure that technical development is focused on simplifying this 
integration process. Second, libraries and their staff should explore exist-
ing processes to understand where enhancements might occur and what 
the barriers to integration might be. There may be an associated need to 
upskill staff; discussions between Nockels and library staff demonstrated a 
need to increase awareness of AI and ML across the NLS, which will require 
training and awareness-​raising. Libraries should also develop their under-
standing of how users are using openly available datasets, and AI tools, in 
their own research. Attention must also be paid to how the resultant data-
sets are used in other advances in AI, including the possibility that they 
might be leveraged as training data for large language models.

Finally, and in line with the broader context set out in the literature 
review, libraries must ensure that AI tool integration is not simply a tech-
nical and process-​driven task, but instead is deeply informed by the stra-
tegic objectives of their institution, data ethics and library professional 
ethics. This will require libraries to explore what changes occur via the 
introduction of AI tools, and whether those changes are compatible with 
the profession’s ethical and professional values. In cases where those 
values are compromised, libraries and librarians must play an active 
advocacy role to ensure that AI development progresses in a manner that 
supports libraries as a social good. The integration of AI is a complex pro-
cess, requiring both a broad understanding of the wider context within 
which AI tools are developed and a granular analysis of the impact of 
specific tools upon the work and workflows of specific institutions. We 
therefore call for other institutions to follow the example of this chapter 
and report upon similar horizon-​scanning efforts so that the sector can 
be made aware of opportunities and challenges as they become evident.
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Notes

	 1.	 Further information about Transkribus can be found at https://​readc​oop.eu/​tran​skri​bus/​.
	 2.	 ‘Ground truth’ in machine learning is commonly used to refer to objective, provable data 

that can be used to prove or disprove hypotheses, or to create data models. In the case of 
Transkribus, ground truth information is created by the assisted manual transcription of 
approximately 15,000 words (50–​75 pages) relating to an individual script, which can then be 
used to create a model to automatically transcribe large volumes of that script.

	 3.	 Details of the conference, including its 2022 programme, can be found online: https://​readc​  
oop.eu/​tuc22/​.

	 4.	 https://​tran​skri​bus.eu/​r/​marj​ory-​flem​ing/​.
	 5.	 https://​data.nls.uk/​data/​digiti​sed-​coll​ecti​ons/​marj​ory-​flem​ing/​.
	 6.	 See https://​data.nls.uk/​data/​digiti​sed-​coll​ecti​ons/​marj​ory-​flem​ing/​.
	 7.	 www.nls.uk/​treasu​res/​expl​ore/​chep​man-​and-​myl​lar/​.
	 8.	 https://​digi​tal.nls.uk/​encycl​opae​dia-​bri​tann​ica/​arch​ive/​188936​619.
	 9.	 http://​digi​tal.nls.uk/​exams.
	10.	 www.nls.uk/​coll​ecti​ons/​rare-​books/​coll​ecti​ons/​new​spap​ers/​.
	11.	 https://​digi​tal.nls.uk/​spec​ial-​coll​ecti​ons-​of-​prin​ted-​music/​arch​ive/​87729​635.
	12.	 https://​lurat​ech-​pdf-​com​pres​sor-​desk​top.softw​are.infor​mer.com/​6.1/​.
	13.	 https://​pdf.abbyy.com.
	14.	 ‘metagrapho API’, READ-​COOP. Accessed 3 October 2022. https://​readc​oop.eu/​api/​.
	15.	 Work has already begun on this issue, with the Gaelic Algorithmic Research Group at 

the University of Edinburgh already having made Gaelic language models available for 
Transkribus. Further information about the group’s activities is available at https://​blogs.
ed.ac.uk/​garg/​.

	16.	 Full pricing information, including the Credits Calculator, is available at https://​readc​oop.eu/​
tran​skri​bus/​cred​its/​. Pricing is correct as of 27 June 2023.

	17.	 Annual costs are explained at https://​readc​oop.eu/​join/​.
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Conversing with the past:  
re-​examining the legacy of slavery 
in domestic traffic newspaper 
advertisements with OpenAI’s  
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and Richard Marciano

Managing archival processing workloads and enhancing access to cul-
tural records have been a major focus of archival science in the last few 
years. This has been exacerbated by a rush to digitise archival content 
without often having the processing infrastructure in place. As Ciaran 
Trace observes, ‘There is [also] a considerable interval between the time 
archival material is accessioned, processed, and made accessible for 
research’ (Trace 2022), further contributing to a processing backlog.

Emerging computational techniques have the potential to sup-
port archival appraisal, arrangement, description, review, classification, 
redaction and other key archival processing functions (Marciano 2021). 
In addition, the vast majority of records that will be acquired by archives 
in the future are being created in digital form. Computational technolo-
gies for managing, describing, accessing, compiling, mining and reusing 
digital content are advancing exponentially. Dealing with the records 
deluge and scale have further pushed the field into accelerating and 
enhancing the application of automation, in particular through the use 
of AI and machine learning. Our own work has explored automated sen-
sitivity review at NARA (the National Archives), where we devised and 
implemented a public access policy for World War II Japanese-​American 
incarceration records using automated AI processing and redaction to 
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balance privacy and access to protect personally identifiable information 
( Marciano 2018).

In 2016, the Computational Archival Science (CAS)1 initiative was 
launched, with the recognition of CAS as a new field of study with a 
working definition of:

CAS is a transdisciplinary field that integrates computational and 
archival theories, methods, and resources, both to support the crea-
tion and preservation of reliable and authentic records/​archives and 
to address large-​scale records/​archives processing, analysis, storage, 
and access, with the aim of improving efficiency, productivity, and  
precision, in support of recordkeeping, appraisal, arrangement 
and description, preservation and access decisions, and engaging  
and undertaking research with archival material. (Hedges 2022) 

To support this initiative, the authors of this chapter launched a 2020 
Advanced Information Collaboratory (AIC) focusing on: (i) exploring 
the opportunities and challenges of ‘disruptive technologies’ for archives 
and records management (including AI and ML); (ii) leveraging the lat-
est technologies to unlock the hidden information in massive stores of 
records; (iii) pursuing multidisciplinary collaborations to share relevant 
knowledge across domains; (iv) training current and future genera-
tions of information professionals to think computationally and rapidly 
adapt new technologies to meet their increasingly large and complex 
workloads; and (v) promoting ethical information access and use.2 The 
potential for AI integration into archival systems with a critically aware 
perspective is well illustrated in a 2021 overview of debates and perspec-
tives in archives and AI (Colavizza 2021).

The focus of this chapter is resolutely in this space, where we exper-
iment with generative AI large language models (LLMs) at the service of 
the legacy of slavery.

Background

In this section, we discuss the Maryland State Archives (MSA) ‘Legacy 
of Slavery’ (LoS) project, and the Domestic Traffic Ads collection (one of 
seventeen, and the focus of this chapter). We conclude with a history of 
the partnership between MSA and the AIC, highlighting a series of data 
science and AI projects.
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MSA LoS project 

The MSA began organising research on individuals fighting against 
enslavement in the fall of 2001. The original concept of the project was 
to discover unknown ‘heroes’ of slave flight and resistance. Through 
review of court records, laws, newspapers and maps, MSA staff set out to 
create case studies of individuals who deserved their due in the history 
of Maryland’s struggle with human enslavement. The work of identify-
ing, accessioning, transcribing and attaching images of physical records 
into the database has been funded via several grants since the project’s 
inception. The project began with volunteers working from original 
court records. Officially dubbed ‘Study of the Legacy of Slavery’ in 2005, 
over 100 professional and volunteer, regular and intern staff have been 
involved. The results of the Archives’ primary-​source-​based research have 
established a context for Maryland’s freedom seekers and combatants 
against racial inequality. Thus far, through the scope of 14 of the state’s 
22 antebellum counties, we have been able to glimpse Maryland anti-​
slavery activities by amassing an informative database of over 400,000 
record entries and images, including over 12,000 runaway advertise-
ments, 33,800 freedom records and 223,000 federal census returns, 
all fully searchable on http://​slav​ery.msa.maryl​and.gov/​. Several prior 
works have been published; see Gnanasekaran and Marciano (2021), 
Inbasekaran, Gnanasekaran and Marciano (2021), Perine et al (2020) 
and Perine (2020). 

Domestic traffic ads

For the purposes of this project, domestic traffic is defined as the inter-
state and intrastate trade of enslaved men, women and children. Similar 
to runaway ads and committal notices, domestic traffic ads were a means 
of communicating to the general public the subscriber’s desire to buy 
or sell a slave or slaves. Ads could be placed by private slave dealers 
and agents, gentry in need of domestic help, yeomen in need of extra 
field hands, or a public sale of an estate by the orphan’s court. Among 
the records LoS staff found important to include in their database were 
domestic traffic ads which contain notices of general or private sales of 
Africans and African Americans. These documents as catalogued, calcu-
lated and geolocated by Maryland students may identify sales patterns 
during different periods of a year or era. For example, do more sales occur 
during December than certain other months because enslaved people are 
sometimes bought and sold as gifts? Although this is a horrid concept 
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to our modern sensibility, remember that enslaved people were consid-
ered commodities, as valuable in many instances then as a prized horse 
or new car today. Patterns suggest that runaway attempts increased dur-
ing holiday seasons, so did public auctions and private sales do likewise? 
Findings in this study indicate sales spikes in 1831 and 1832 which might 
be in reaction to tensions and fear brought about because of Nat Turner’s 
revolt in neighbouring Virginia. Did the south-​westward migration 
which followed the 1820 Missouri Compromise provoke more purchases 
of enslaved persons to plough new lands? Answers to such questions, 
along with illustrations of which skills, physical traits (age, gender, build, 
complexion) and departure sites were most often advertised, may reveal 
preferences to the slave trade that vary from a general belief that any 
young African male was always in highest demand. Study of Domestic 
Traffic Ads (DTA) in computational groupings will help scholars and his-
torians know not only what, but when and from where specific categories 
of native-​born and newly brought black persons were bought and sold.

DTA is one of 17 collections: Accommodations, Assessments, 
Census (1830 and 1840, 1850 and 1860, 1870 and 1880), Certificates 
of Freedom, Chattels, Deserters, Domestic Traffic Ads, Inventories, 
Manumissions, Pardon Dockets, MD Penitentiary Records, Runaway Ads, 
Slave Jails, Slave Schedules and Slave Statistics. A comprehensive list of 
historical newspapers from which domestic traffic ads were extracted can 
be consulted at http://​slav​ery.msa.maryl​and.gov/​html/​links/​ads.html. 
Some example ads, and the information extracted, are shown in Table 9.1.

A main research question emerges:

(RQ1) What are the potential benefits and challenges associated 
with utilizing large language models, such as OpenAI’s GPT to 
develop a tailored chatbot capable of exploring data from high-​cul-
tural-​context datasets and unveiling previously undiscovered rela-
tionships and patterns within this data?

Generative AI for libraries and archives 

In the context of this study, we introduce ChatLoS (Chatbot for the 
Legacy of Slavery), a custom chatbot designed to serve as an intelligent 
querying interface for aggregated data and an interactive tool capable 
of generating contextually aware responses. This chatbot, engineered 
on the foundation of OpenAI’s GPT LLM, represents a significant leap in 
transforming the way we interact with and understand our data.
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Generative AI

Generative AI represents an innovative frontier in the domain of ML, pro-
viding a transformative tool for various sectors, including libraries and 
archives (Goodfellow et al 2014). Generative AI algorithms can create 
new data instances resembling the original data, harnessing patterns 
within the training dataset (Kingma and Welling 2013). They capture 
the probabilistic distribution of the data, generating new samples from 
this learned distribution. This trait of generative AI offers remarkable 
implications for archival work, as it can create artefacts representative 
of the original resources. Autoregressive models, like the transformer 
model used in OpenAI’s GPT, have been monumental in generating text, 
offering potential applications in managing and curating textual archives 
(Brown et al 2020).

Table 9.1  Four examples of domestic traffic ads and transcribed data. With 
kind permission of the Maryland State Archives

Sheriff’s Sale.
BY virtue of two fieri facias to 
me directed, against Henry 
H. Edmondson, one at the suit of Bell 
& James, one other at the suit of John 
Dillahay, use of Bell & James, will be 
sold at William C. Ridgeway’s tavern, in 
Cambridge, on MONDAY, the 26th 
instant, between the hours of 10 and 
3o’clock, the following property, to 
wit: one NEGRO MAN named SAMUEL, 
said to be twenty-​five or twen​ty-​six 
years of age, taken and seized, and will 
be sold to satisfy the debts, interest 
and costs of the above fieri facias.
SOLOMON KIRWAN, Sheriff
april 3 3t

Transcribed by the authors from the 
original: https://​msa.maryland.
gov/​megafile/​msa/​speccol/​sc5400/​
sc5496/​domestic_​traffic_​ads/​pdf/​
18240403cc1.pdf

Indicates:
• Person sold: man named Samuel
• Age: 25 or 26 years old
• �Reason for sale: to satisfy a writ 

of fieri facias
• �Owner’s name: Henry 

H. Edmonson
• �Sheriff’s name: Solomon Kirwan
• �Sale location: William 

C. Ridgeway’s tavern in 
Cambridge, Dorchester County 
(in the Eastern Shore)—​
indicating a public sale

• �Frequency: Ad to run 3 times 
The ad date and newspaper were 
captured as external metadata:

• Mar. 27, 1824
• Cambridge Chronicle

(continued)
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Valuable Negroes
AT PRIVATE SALE.
The subscriber will sell at private sale 
a Family of as Valuable Negroes as any 
on the Eastern Shore, they will not be 
sold out of the county-​-​viz. 1 woman & 
her 2 children, 1 man 38 years old, 1 do 
20 years, 1 do. 23 years, 1 boy 14 years, 
1 do. 6 years, 2 do. 7 years, 1 woman & 
her 2 children one 22 and the other 
5 years, 1 woman and her child 
3 years, 2 girls 4 years, 1 do. 5 years, 
1 do . 16 years, they are all young and 
handsome, and will be sold to good 
masters very low.
JOHN DONOVAN.
Dec. 31 3w

Transcribed by the authors from the 
original: https://​msa.maryland.
gov/​megafile/​msa/​speccol/​sc5400/​
sc5496/​domestic_​traffic_​ads/​pdf/​
18251231cc&esa5b.pdf

Indicates:
• �Persons sold: family of 19 people 

from the Eastern Shore
• �Family details: 1 woman & her 

2 children, 1 man 38 years old, 1 
man 20 years old, 1 man 23 years 
old, 1 boy 14 years old, 1 boy 
6 years old, 2 boys 7 years old, 
1 woman & her 2 children one 2 
and one 5, 1 woman & her child 
3 years, 2 girls 4 years, 1 girl 
5 years, 1 girl 16 years

• �Terms of sale: not to be sold out 
of the county

• �Subscriber’s name: John 
Donovan

• �Frequency: Ad to run for 3 weeks 
The ad date and newspaper were 
captured as external metadata:

• Dec. 31, 1825
• Eastern Shore Advertiser

Great Bargains.
The subscriber offers at private sale the 
following property, viz: two Negro Boys, 
one Negro Girl, about 14 years of age, 
two Yoke of Oxen, three Cows, thirty 
head of Sheep, one Still and Cap, one 
Whip Saw, one Gun, two Mares with 
fold, and one first rate Saddle Horse-​-​
All of which he will dispose of very low 
for cash.
SHADROCK KEENE
feb 12 3t

Transcribed by the authors from the 
original: https://​msa.maryland.
gov/​megafile/​msa/​speccol/​sc5400/​
sc5496/​domestic_​traffic_​ads/​pdf/​
18250212cc2.pdf

Indicates:
• �Persons sold: 3 people: 2 boys, 1 

girl 14 years
• �Other items: cows, sheep, saw, 

gun, saddle …
• �Subscriber 

name: Shadrock Keene
• �Frequency: Ad to run 3 times 

The ad date and newspaper were 
captured as external metadata:

• Feb. 12, 1825
• Cambridge Chronicle

Table 9.1  (Cont.)

https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18251231cc&esa5b.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18251231cc&esa5b.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18251231cc&esa5b.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18251231cc&esa5b.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18250212cc2.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18250212cc2.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18250212cc2.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18250212cc2.pdf
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Large language models

Expanding on the concept of generative AI, LLMs such as GPT-​3 and GPT-​
4, developed by OpenAI, represent a paradigm shift in text generation 
and analysis (Radford et al 2019; Brown et al 2020). LLMs are pretrained 
on extensive corpora and can generate contextually coherent text, answer 
questions and even summarise complex documents. Importantly for the 
archival sector, LLMs offer potent tools to navigate and analyse digital 
datasets. Given their ability to understand and generate human-​like text, 
they can decipher metadata and make sense of the contextual informa-
tion, and thus can play a crucial role in cataloguing, cross-​referencing 
and retrieving information in an efficient manner (Radford et al 2019). 
This has the potential to make digital archives more accessible and user-​
friendly, promoting wider engagement with historical data. Moreover, 
LLMs’ ability to generate context-​appropriate text can be employed to 
create annotations, descriptions or synopses of archival documents, 
enhancing metadata richness and reliability.

Benefits of using LLMs for DTA data analysis

In the pursuit of robust historical data analysis, leveraging advanced 
tools such as OpenAI’s GPT (Brown et al 2020) offers unprecedented 
possibilities. The project at hand focuses on the DTA dataset from the 
LoS collection, housed by the MSA. This dataset comprises digitally 
transcribed data of advertisements for enslaved individuals placed in 

FOR SALE, a MULATTO MAN, 
23 years of age, slave for life, and sold 
for no fault, only the present owner 
has no use for him. He is a first rate 
farm hand and a good miller. For 
further infor​mation apply at Lewis 
F. Scotti’s, Intelligence, A​gency and 
Collectors Office, No. 1 West Fayette st. 
Basement Barnum’s City Hotel. ma 7

Transcribed by the authors from the 
original: https://​msa.maryland.
gov/​megafile/​msa/​speccol/​sc5400/​
sc5496/​domestic_​traffic_​ads/​pdf/​
18310507acda1.pdf

Indicates:
• �Sale reason: Owner has no 

further use for him
• Terms of service: To serve for life
• Skills: farmhand, miller
• �Agent name: Lewis F. Scottis, 

indicating a private sale
• �Agent address: Baltimore City, 

No. 1 West Fayette St. in the 
basement of a hotel The ad date 
and newspaper were captured as 
external metadata:

• May 7, 1831
• �American and Commercial Daily 

Advertiser

 

 

  

 

 

https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
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Maryland newspapers over a 40-​year period, from 3 March 1824, to 
30 April 1864. It includes crucial metadata fields such as advertisement 
date, county, location, age, gender, number of people being sold, terms 
of sale and specified skills. In this chapter, we focus on a subset consisting 
of the first 10 years (roughly a third of the total collection).

Firstly, the digitisation and transcription process involved scanning 
the original paper advertisements and extracting the text using an OCR 
tool, ABBYY FineReader (also discussed in the previous chapter). The 
OCR-​extracted text, along with the metadata fields, served as input to 
the fine-​tuning process of GPT. Careful data cleaning and preprocessing 
steps were followed at this stage to ensure high-​quality, accurate input 
(Goodfellow, Bengio and Courville 2016). Secondly, the GPT model was 
fine-​tuned to understand the historical context and language nuances, 
and to interpret the various metadata fields. This was achieved by cre-
ating a training corpus that merged the OCR text and metadata. The 
model’s objective function was optimised to predict or fill gaps in the 
metadata fields, ensuring it effectively learns the structure and context 
of the dataset.

The potential benefits of this analysis are multifaceted. From an 
academic standpoint, it could unearth previously unnoticed patterns or 
trends within the historical data, providing fresh perspectives and con-
tributing to our understanding of this significant period in American his-
tory (Mnih et al 2013). From a computational perspective, this project 
could further explore and demonstrate the capacity of language models 
to handle complex, historical datasets and contribute to the expanding 
field of digital humanities (Rockwell and Sinclair 2016). It also presents 
an opportunity to test the effectiveness of ABBYY FineReader and its OCR 
capabilities in preserving and digitising culturally important and histori-
cally sensitive materials. Utilising an LLM like GPT for data analysis of 
the DTA dataset presents a host of substantial benefits. The integration 
of OCR text and diverse metadata fields expands the scope of potential 
queries and analyses, opening new avenues for historical understanding. 
The power of GPT lies in its ability to absorb and analyse large amounts 
of information, even with complex semantics and varied contexts, which 
is highly pertinent to our dataset (Brown et al 2020). This characteristic 
enables it to learn from the unique linguistic structure and terminology 
in the advertisements, and subsequently provide insightful and histori-
cally accurate outputs.

Moreover, by leveraging the context-​understanding capabili-
ties of GPT, the metadata fields can be paired with OCR text to extract 
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meaningful information beyond the surface level. For example, informa-
tion such as terms of sale and specified skills can provide a nuanced per-
spective on the socioeconomic conditions of the time, offering a more 
comprehensive view of historical realities. In essence, using GPT for this 
complex task represents a significant stride towards the intersection of 
AI and the humanities, potentially transforming the way we approach 
historically sensitive and culturally rich data analysis.

This research, however, was approached with a high degree of 
cultural sensitivity and awareness of the ethical implications involved. 
Considering the sensitive nature of the LoS collection, it is paramount to 
treat the data and the resulting analysis with the utmost respect, ensur-
ing the enslaved individuals’ experiences and identities are neither trivi-
alised nor exploited.

Data preparation for GPT analyses

We show the processing steps carried out by the MSA LoS project  
(top row), followed by the processing steps further carried out by the  
AIC (bottom row), leading to the use of the OpenAI GPT LLM in  
Figure 9.1.

Scanned
Documents

Data Store

Web Scraping
thru Browser
Automation

Processing pipeline from documents (DTA & RA in this example) to database tables in the Data Store

RUN ETL JOBS

Data processing pipeline depicting the flow of data through the data engineering and data analytics phases.

DATA ANALYTICS
DATA ENGINEERINGOpenAI

ChatGPT

tableau

Jupyter

NEO4j

Domestic
Tra�ic
Ads (DTA)

Runaway
Ads (RA)

Datafication &
Transcription

Process

Data Cleaning
Process

KNOWLEDGE
REPOSITORY

Figure 9.1  MSA LoS processing pipeline (top) and AIC data pipeline 
(bottom), depicting a records-​to-​data-​to-​analytics flow. © Rajesh Kumar 
Gnanasekaran, Christopher E. Haley, Richard Marciano.
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Web scraping

Data needs to be extracted from the MSA pipeline in the following 
manner:

•	 The MSA LoS project turns historical documents such as DTAs and 
Runaway Ads into tables stored in the Data Store (top row) and served 
through a web interface.

•	 The resulting web-​based database was created by the MSA through a 
processing pipeline that is based on manual transcription by staff and 
volunteers, with data cleaning steps along the way.

•	 The AIC further crawls this website and scrapes the data using a 
‘browser automation’ technique (Jansen 2023). We document this 
process in an interactive Jupyter Notebook and provide a video of the 
Notebook running,3 showing how database records are captured one 
at a time until all 2,836 are collected and saved into a .csv file.

•	 This resulting file has 2,836 rows, each consisting of 24 fields, with 
transcribed metadata related to the ad itself, the person traded, the 
sale, the newspaper source and the ad subscriber.

From tables to data-​analytics-​ready content

Turning this .csv data file into a computational-​ready resource requires 
an additional data processing pipeline (bottom row of Figure 9.1). This 
second pipeline validates the 2,836 records for consistency through 
Apache Spark, an open-​source framework that allows for ingesting, pro-
cessing and analysing large volumes of data, running ETL (extract, trans-
form and load) jobs, and storing the output in a knowledge repository 
(NoSQL MongoDB), making it ready for data analytics. OpenAI GPT-​3 
interactions or other data science interfaces such as Tableau Dashboard, 
Jupyter Notebooks or NoSQL Neo4j graph database are exercised.

Data analysis and validation

Analysis of the .csv file showed that 643 of the 2,836 records did not link 
to an actual ad image (23% missing). After validation and working with 
MSA staff we brought this number down to 245 (8% missing only). The 
resulting dataset of 2,591 records was our restarting point. There should 
be one record per person sold or purchased in each ad, meaning that if 
nine people are referenced in one advertisement, nine records result in 
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the table. Not all the 2,591 records had been expanded in this fashion. 
We consistently expanded the table, which resulted in 2,849 records, a 
10% increase. The analysis of the .csv file showed that there were three 
main categories of records: Sale (76%), Purchase (21%) and Other (3%). 
Other categories included Sale & Purchase, Unquantified Sale and Notice 
& Warning records.

For the purpose of this study, we created a test dataset based on 
a subset of the Sale records covering the first 10 years of the collection 
(from 1834 to 1844). Of the 2,160 Sale records, we focused on a little 
over a third (35%), or 764 records. This represents 27% of the entire col-
lection, a large enough sample to validate our approach.

New fields created

This test dataset was not only validated, cleaned and made consistent but 
augmented in several crucial ways. Five new fields were created to pro-
duce a clearer signal when using GPT-​3: terms of service, trade reason, 
features, terms of sale and owner. The record in Example 9.1 would have 
the following additional attribute/​value pairs:

Term of service: to serve next year
Trade reason: owner has no further use
Features: has a husband in the neighbourhood, cook in my family 

since the age of 15
Terms of sale: not to be sold out of the state
Owner: While the owner field is empty here, the ad in the first row of 

Table 9.1, for example, has a value of ‘Owner: Henry H. Edmonson’.

Example 9.1 12 November 1831 For Sale ad

Transcribed by the authors from the original: https://​msa.maryl​  
and.gov/​megaf​ile/​msa/​spec​col/​sc5​400/​sc5​496/​domes​tic_​traf​  
fic_​ads/​pdf/​183105​07ac​da1.pdf

FOR SALE.
OR HIRE—​a Good Plain Cook A

Negro Woman about 34 or 35 years of
age with two small children; she has

been a cook in my family since the age

  

 

https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
https://msa.maryland.gov/megafile/msa/speccol/sc5400/sc5496/domestic_traffic_ads/pdf/18310507acda1.pdf
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A sixth field was specifically created to support OpenAI GPT interac-
tions: the complete OCR text of the ad itself. This was done through the 
ABBYY FineReader OCR software (advertisement image to textual rep-
resentation). This field had not been created through the MSA (top row 
in Figure 9.1) pipeline. The full text of each ad is provided to GPT for 
analysis. This is demonstrated in the next section.

Data preparation for input to OpenAI’s GPT model

As LLMs like GPT-​3 are pretrained on billions of textual data items, ena-
bling them to respond to questions based on limited contextual data is 
done through a process called fine-​tuning, explained later. For this pro-
ject’s purposes, the fine-​tuning is a process where the DTA data prepared 
in the above steps, including the metadata fields, the new fields and the 
OCR full text column, are combined into natural language sentences of 
individual records in a .txt file; one such example is shown in Example 9.2.

of 15, is a peaceable, quiet servant and
easily governed. This woman is offered
for sale merely for the want of employ-​
ment, has a husband in the neighbour-​
hood and will not be sold to a person

at a distance. If not disposed of by
all before the close of the present

hour, she will he hired out the next.
Centerville, Nov. 12. TH. C. EARLE.

Example 9.2 A sample input record to OpenAI GPT-​3 after 
the preprocessing step

Following are the details on a domestic traffic slave advertisement 
published of type ‘sale’ in the county of Dorchester on the date 
3 March 1824.

•	 The number of people being sold through this advertise-
ment is: 1.

•	 The gender of the people sold, if specified, is/​are: male.
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All the 764 advertisements prepared and sliced in the above steps were 
converted to consistent sentences as above and were well suited to be 
passed as input to the GPT model’s fine-​tuning process.

Approach

The approach for this data analysis leverages the power of AI to explore 
and analyse the DTA LoS collection to address RQ1. The aim is to unearth 
meaningful insights from this trove of historical information with 
OpenAI’s GPT model, creating a unique ‘ChatLoS’ chatbot, which acts as 
the virtual archaeologist, also known as the DTA Help Desk, for archival 
enthusiasts. The analysis employs a two-​pronged approach, each defined 
by a Python script that orchestrates the intricate setup between the AI 
model and the dataset. The first prong of the approach involves the AI 
model’s engagement with an already conditioned dataset in the form 
of a .csv file. This file is the output of the data preparation above. The 
second prong involves the steps to prepare and condition the dataset’s 
unique uncurated OCR full-​text column data containing the extracted ad  

•	 The first name of the individual being sold is: Samuel.
•	 The age(s) or the type of enslaved people on sale is/​are: 25.
•	 The reason for the sale is: to satisfy court judgement and of sale 

disposition: public sale.
•	 The ad was published in the newspaper: Cambridge Chronicle 

and on page: 3.
•	 The text of the advertisement was extracted using an OCR tool 

from the newspaper cutting as follows:

Sheriff’s Sale. BY virtue of two fieri facias to me directed, against 
Henry H. Edmondson, one at the suit of Bell & James. one other at 
the suit of John Dillahay, use of Bell & James, will be sold at William 
C. Ridgeway’s tavern, in Cambridge, on MONDAY, the 26th instant, 
between the hours of 10 and 3 o’clock, the following property, to 
wit: one NEGRO MAN named SAMUEL, said to be twenty-​five or 
twenty-​six years of age, taken and seized, and will be sold to satisfy 
die debts, interest and costs of the above fieri facias. SOLOMON 
KIRWAN, Sheriff april 3 3t.
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text from scanned images to be passed as input to the GPT AI model. The 
reason for this approach is to explore and expose the versatility of the 
OpenAI GPT’s model to behave, on one hand, as a querying tool for pro-
viding insights into the aggregate or summary data using the metadata 
information from the .csv file, and on the other hand, to act as a bot that 
could identify chunks of relevant information from a huge set of text data 
and respond to contextual questions. Details on both these approaches 
are explained below.

LLM’s context window

The context window in LLMs like GPT-​3 plays a crucial role in maintain-
ing coherence during text generation, capturing necessary context and 
providing responses based on prior interactions within that window. 
However, this feature has its limitations. GPT-​3, for instance, was evalu-
ated on several NLP datasets, which showed that while it could adapt 
rapidly to tasks not directly contained in the training set, it still required 
some form of in-​context learning, thus highlighting its limitations to pro-
vide a comprehensive response beyond its context window (Brown et al 
2020). In summary, the context window in LLMs plays a significant role, 
yet it also underlines the models’ limitations to answer certain types of 
queries and tasks requiring a broader context or aggregation capabilities. 
Future research and innovative solutions are needed to bridge these gaps 
and optimise the use of LLMs.

The context window with respect to OpenAI’s GPT-​3 refers to the 
maximum number of tokens (words or word pieces) the model can 
process in a single interaction. This includes both the input and output 
tokens. A token can be as short as one character or as long as one word. 
For instance, the word ‘GPT-​3’ counts as one token, but so does the punc-
tuation mark ‘.’. As per the information available (Bellow 2023), GPT-​3 
has a maximum context of 4,096 tokens, which is roughly equivalent to 
3,000 words. This constraint essentially defines the length of the conver-
sation that the model can remember or be aware of. In other words, if a 
conversation exceeds this limit, the model would lose the context from 
the beginning of the conversation. The information in the context win-
dow can include a prompt, the response to a prompt, and even additional 
instructions or examples depending on the task at hand. This becomes a 
challenge when dealing with long texts or dialogues since fitting these 
within the context window is necessary for the model to generate mean-
ingful outputs (Raj and Salines 2023; Gheorghe 2023). These token and 
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context window limitations are crucial for developers and users to keep 
in mind as they can affect the performance and costs of using the model. 
The more tokens processed in an API call, the more it costs and the longer 
it takes (Gheorghe 2023).

Training GPT as a natural language querying tool using a 
metadata file

LLMs are generally understood to be limited in their ability to answer 
aggregation questions from a dataset (Ledan 2023). This is due to their 
limited context window, as mentioned above. However, in this step, the 
aim is to use a unique function, ‘create_​csv_​agent’, which is part of the 
LangChain4 Python module, a framework designed to develop applica-
tions powered by language models, with a focus on being data aware and 
agentic (Gelal 2023). It is used to generate a CSV agent, that can interact 
with .csv files, primarily designed for question-​answering applications 
(LangChain 2023). By chaining this function with OpenAI’s GPT model, 
an AI chatbot could be created that takes natural language data aggre-
gation questions, identifies the correct data columns to query the struc-
tured data (such as a .csv file) and respond with accurate results. Using 
a Python script5 (the source code is available on GitHub6), the prepared 
DTA metadata is used to create an AI chatbot with the detailed steps dis-
cussed below.

This Python script is the blueprint that outlines how this journey 
unfolds, providing a roadmap of actions that allow the AI to interact 
with and learn from the dataset. Each line of code is an instruction that 
gets closer to unveiling the latent knowledge within the DTA. Of these 
lines of code, the most important one is the step where a global vari-
able named ‘agent’ is declared and assigned a CSV agent created using 
‘create_​csv_​agent’. This agent operates like a bridge connecting the 
OpenAI GPT model with the DTA dataset. It reads from a .csv file, which 
is an organised version of the DTA dataset, and feeds the data to the 
OpenAI model. The OpenAI model is initialised with a temperature of 
0.5, which determines the level of randomness in the AI’s responses –​ a 
lower temperature means the AI will provide more focused and deter-
ministic responses. At the end of this script process, an AI chatbot is 
ready for querying the DTA metadata. An example of the conversation 
is shown in Figure 9.2. It should be noted that the responses contain 
quantitative information.
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Fine-​tuning the OpenAI GPT model with DTA OCR full text

In this multifaceted training process, the second step was to harness the 
power of OpenAI’s GPT model to probe the depths of the rich text from 
the DTA dataset’s OCR full-​text column. The following step-​by-​step pro-
cess explains the training performed. Using another Python script,7 this 
DTA dataset was manipulated and structured to unlock its latent histori-
cal and cultural knowledge. This data-​handling process can be thought of 
as a tailored preparation method, essential for crafting the most informa-
tive and accurate context to feed into the GPT model, ensuring the AI is 
ready to perform a nuanced and detailed analysis. The provided script 
primarily leverages the power of Python and OpenAI’s GPT model to pro-
cess and analyse the DTA dataset.

In simple terms, the script is like a recipe for a computer program 
that helps us understand the dataset collection of DTA about the slave 
trade in Maryland. These ads could be thought of as a gigantic book 
that is too big to read all at once. Firstly, this program reads the whole 
book and then divides it into smaller, more readable parts, like chapters 
in a novel. Secondly, after it breaks down the big book into chapters, it 
gives each chapter a unique label for easy reference, like how chap-
ters in a book might have names. Now, these chapters still contain a 
lot of words, and it is not easy for a computer to understand them as is. 
Thirdly, to address this, the program translates these chapters into a spe-
cial computer-​friendly language, called vector embeddings. The program 
then saves these translated chapters in a database. Fourthly, it creates 
a smart, conversationally capable AI helper. This AI helper is powered 
by GPT and it uses the database of translated chapters to find relevant 
responses during a conversation. Finally, the program sets up a pathway 
or a route to send questions to the AI helper and get answers in return.  

Figure 9.2  OpenAI GPT NLP chatbot showing responses with 
aggregated data results. © Rajesh Kumar Gnanasekaran, Christopher 
E. Haley, Richard Marciano.
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When a question is asked about these old ads, it will dive into the chapters, 
find the relevant information and give a response. In essence, the program 
dissects and understands a vast book of historical ads from the DTA dataset 
and helps us have informative chats about it with an AI bot. The following 
subsections give a step-​by-​step detailed account of the script features.

Reading and tokenising the dataset
The ‘start_​openai_​db’ function begins by opening and reading the data-
set file. The text content of the file is then tokenised using the tiktoken8 
library from OpenAI, which provides an approximate count of the tokens 
present in the text. Tokens, special computer-​friendly atomic units of pro-
cessing in language models like GPT-​3, are used here to identify, count 
and manage the pieces of text being worked with.

Text chunking
The text data is then divided into manageable ‘chunks’ using the 
‘RecursiveCharacterTextSplitter’ function from the LangChain9 library. 
The process of chunking is a pragmatic necessity when working with 
large datasets, as it allows data to be broken into smaller, more manage-
able pieces that are easier for the AI model to process and analyse. The 
chunks are created with a specified size (350 tokens in this instance) 
and overlap to ensure continuity and coherence in the processing. Each 
chunk is also tagged with metadata –​ a unique identifier (its index in this 
case) for reference and tracking purposes.

Creating vector embeddings
The LangChain library’s functionalities are further leveraged to create vec-
tor embeddings from the chunks. Embeddings are representations of the 
chunks in a high-​dimensional vector space, enabling the capturing and 
encoding of semantic information from the text in a manner that is useful 
for machine learning models. These embeddings are stored in a Chroma10 
vector database, a powerful tool for managing and querying vector data.

Constructing the conversational retrieval chain
The ‘ConversationalRetrievalChain’ is constructed from the language 
model, vector database and a memory buffer. This chain, powered by 
the GPT model, forms the core of the conversational AI system. It uses 
the vector database for retrieving relevant responses and the memory 
buffer for storing conversation history. The chain enables the AI to main-
tain context throughout the interaction, resulting in more coherent and 
context-​aware responses.
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Interaction with the AI chatbot
Finally, a POST endpoint named ‘/​send_​openai’ is set up, which accepts 
text input, processes it through the AI model and returns the AI’s 
response. This endpoint, when accessed with the appropriate text input, 
triggers the AI model to generate a response, marking the culmination of 
the data preparation and model setup process.

To summarise, the preparation of the DTA dataset, its transforma-
tion into tokens, the subsequent chunking process, the construction of 
the retrieval chain and the eventual conversation with the AI model (the 
chatbot) –​ all of these constitute a meticulously orchestrated setup of data 
and AI, unlocking unprecedented insights into the DTA dataset. A sam-
ple conversation using the chatbot from this step is shown in Figure 9.3. 
The responses from this version of the chatbot to the question on how 
many advertisements it has stored in its context implies that it was able 
to only store the textual data for four of the 700+​ advertisements that 
were chunked. Any responses to the questions would be limited to the 
text data found in these four advertisements. However, a unique advan-
tage with the ‘chunking’ process is that, depending on the question, the 
model would select other advertisements to be placed in its memory to 
curate an appropriate response.

Figure 9.3  A sample OpenAI GPT NLP chatbot fine-​tuned response.  
© Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard 
Marciano.
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Results

Prompting in generative AI 

Prompting involves feeding a user-​generated input to a language model, 
which then infers a completion (Hashimoto 2023). For instance, if the 
input is ‘4 +​ 3 =​’, the LLM would likely respond with ‘7’. The art of using 
prompts to extract useful data from a model is called ‘prompting’. This 
technique does not require a large offline training set or offline access to 
a model and feels intuitive for both engineers and non-​engineers. The 
process starts by identifying a problem that could potentially be solved 
using prompting. These are problems for which well-​created prompts 
might elicit the desired behaviour from the language model. The process 
of creating these prompts requires some basic knowledge and careful 
consideration of factors like being assertive rather than defensive, and 
being concise rather than repetitive. Working within a historical and cul-
tural context such as the DTA, the art of creating prompts becomes a vital 
step, even though it could be considered as a trivial task in the grand 
scheme of things. The significance of prompting is explained in the fol-
lowing sections. 

ChatLoS as a natural language data querying tool

Contrary to the general understanding that LLMs cannot be used for 
querying data for aggregating results, the responses from this chatbot 
proved different. In a simple chat conversation example as shown in 
Figure 9.4, we can understand how ChatLoS was able to aggregate the 
number of advertisements placed in a specific county named ‘Harford’ 
in Maryland. Figure 9.5 shows the terminal printed output of the 
chatbot model that runs ChatLoS. The steps performed by the agent 
stand as a testimony to the importance of prompting. For an input  
question by the user, the CSV agent reframes the question to a ‘thought 
prompt’ and feeds that in an appropriate format to the underlying  
GPT model.

Thought: The reframed prompt from the question asked by the user 
to ChatLoS.

Action: The action taken by the agent to resolve the prompt is speci-
fied as ‘python_​repl_​ast’. This refers to executing a specific bit of 
Python code in a Python REPL (read-​eval-​print loop) environment 
or any interactive Python interpreter.
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Action input: Based on the ‘thought’, the agent finds the best possible 
columns to perform aggregation queries in Python code from the 
imported .csv file, in this case, the DTA file. Python code is then 
executed; for this example:

df[df["County"] =​=​ "Harford"].shape[0]‌
This code filters the dataframe df (Python’s imported CSV dataset) 
based on the condition df["County"] ;=​=​ ;"Harford". It selects rows 
where the value in the "County" column is equal to "Harford". The 
shape[0]‌ part returns the number of rows in the resulting filtered 
dataframe.

Observation: The result of executing the code is provided as an 
observation, which states that the output is two. This suggests that, 
after applying the filter, there are two rows in the dataframe where 
the county is Harford.

The significance of this approach is that ChatLoS converts natural lan-
guage words into syntactical queries that are used to perform filtering 
functions on the underlying data. A major benefit of this is that users do 
not have to know the column names in the underlying dataset they are 
querying; instead, they ask intuitive questions as ‘prompts’ based on their 
understanding of the functional knowledge or the contextual knowledge 
about the dataset, and the chatbot responds accordingly.

Figure 9.4  ChatLoS response to an aggregate query by county.  
© Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard Marciano.

Figure 9.5  ChatLoS mechanism to process aggregate functions.  
© Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard Marciano.
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Another example is shown in Figure 9.6. This is another unique sce-
nario where ChatLoS performs queries involving multiple columns 
purely based on the natural language words from the user’s queries, 
as shown in Figures 9.6, 9.7 and 9.8. In the first query from Figure 9.6, 
the user is requesting the number of advertisements placed in Harford 
county and for selling only male individuals. In Figure 9.7, the agent 
performs a query by involving two columns from the CSV: “County” and  
“_​Gender_​Specified”. The AI tool is on its best behaviour at this juncture. 
It was able to make connections between the word ‘male’ and the appro-
priate column from the dataset, i.e., “_​Gender_​Specified”. Similarly, in 
the second query from Figure 9.6, it went a step further to include a new 
column, “_​Number_​of_​people”, to count the number of male individuals 
sold in a specific county, as shown in Figure 9.8. These results were vali-
dated against the input .csv file, as can be seen in Figure 9.9.

Figure 9.6  ChatLoS contextual querying example with multiple 
columns. © Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard 
Marciano.

Figure 9.7  ChatLoS prompting for multiple columns using county and 
gender. © Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard 
Marciano.
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Having seen what this version of ChatLoS could do, attempts were made 
to ask it questions, as discussed above, to understand if there were any 
specific patterns or insights that could be inferred from the DTA dataset. 
Figure 9.10 shows responses to two questions that ask ChatLoS to count 
and find if there are any patterns of advertisements published during 
holidays such as Christmas Day. ChatLoS was able to accurately trans-
late Christmas Day to 25 December, and queried the dataset for pub-
lished ads falling on this date; it arrived at a result that matches with 
the actual data in the CSV dataset as shown in Figure 9.11. ChatLoS 
also followed up with a response that the total of 5 advertisements out 
of 764 is insignificant in finding any patterns that enslaved people were 
sold on holidays.

Similarly, Figures 9.12 and 9.13 show the results for a question 
asked in the opening of this chapter, to find if public auctions and pri-
vate sales did likewise. ChatLoS was able to confirm that, based on the 
input dataset, public auctions and private sales were of the same num-
bers. Again, the AI tool was able to identify the right column to query 
on (Sale_​Disposition) without any of this information provided in the 
user’s query.

Figure 9.8  ChatLoS prompting for multiple columns using county, 
gender and number of people sold. © Rajesh Kumar Gnanasekaran, 
Christopher E. Haley, Richard Marciano.

Figure 9.9  DTA CSV data filtered to show rows for validating ChatLoS 
results. © Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard 
Marciano.
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Figure 9.10  ChatLoS finding patterns of ads on Christmas Day. © 
Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard Marciano.

Figure 9.11  DTA CSV data filtered to show rows for ad dates on 
Christmas Day. © Rajesh Kumar Gnanasekaran, Christopher E. Haley, 
Richard Marciano.

Figure 9.12  ChatLoS finding commonalities between public auctions 
and private sale ads. © Rajesh Kumar Gnanasekaran, Christopher 
E. Haley, Richard Marciano.
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To address another historical perspective, whether there were more 
sales during 1831 and 1832 due to the Nat Turner revolution, ChatLoS 
responded as shown in Figure 9.14. The results clearly indicate that 
there were considerably more ads placed in 1831 and 1832 than the sur-
rounding years between 1830 and 1835. The prompt code is shown in 
Figure 9.15.

From the examples, it is very clear that ChatLoS was able to produce 
aggregate data results by querying the underlying CSV dataset in a man-
ner any sophisticated data exploration and querying tools could do, only 
better than them, as these tools need the user to be aware of the underly-
ing column names and their characteristics. However, ChatLoS abstracts 
this information from the users and keeps it agnostic of the underlying 
data structure. This shows that ChatLoS created by using OpenAI’s GPT 
LLM could be a powerful tool.

Figure 9.13  ChatLoS prompting for Sale_​Disposition. © Rajesh 
Kumar Gnanasekaran, Christopher E. Haley, Richard Marciano.

Figure 9.14  ChatLoS finding the count of ads for 1830–​1835 to 
show the impact of the Nat Turner revolution. © Rajesh Kumar 
Gnanasekaran, Christopher E. Haley, Richard Marciano.
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ChatLoS as a contextually aware fine-​tuned AI chatbot

Another major expectation from a tool like ChatLoS that is fine-​tuned 
on a specific dataset such as the DTA is for it to be contextually aware 
of the data it has fine-​tuned to, and respond to questions as ‘prompts’ 
accordingly. The whole point of fine-​tuning a pretrained LLM model 
like GPT-​3 is to use its ability to understand the common aspects of a 
language like English to build on a specific domain of knowledge. In 
this case, as mentioned above, the fine-​tuning was performed on the 
OCR full-​text column of the DTA ad and ChatLoS was expected to limit 
the responses to the context learned from just this text. Let us see how 
ChatLoS performed.

In Figure 9.16, the fine-​tuned ChatLoS is seen to respond that it 
could not find any references of the people asked about who are com-
monly known and are prominent figures in American history. This indi-
cates that ChatLoS is tuned to the domain knowledge that it learned 
on the 764 rows of DTA. In Figure 9.17, when a question is asked to 
identify whether there were any signs of human trafficking involved 
based on the context it has learned from the DTA OCR full text, it was 
able to respond that it could not find any signs of such activities from 
the OCR data. However, it added a disclaimer that not being evident in 
the ads’ full text does not mean it did not happen. In Figure 9.18, which 
is another crucial example of ChatLoS contextual awareness, when it 
was prompted to write a poem or song based on the advertisements, it 
replied with a response demonstrative of its understanding of the sensi-
tive nature of the dataset, and is contextually aware of the data it has 
learned on.

Figure 9.15  ChatLoS prompting for ads by year between 1830 and 
1835. © Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard 
Marciano.
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Figure 9.16  Fine-​tuned ChatLoS responding to common questions. © 
Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard Marciano.

You

You

Bot

Are there are any signs of human trafficking or abuse in any of these advertisements?

How can you confirm?

Based on the information provided, there are no explicit signs of human trafficking or
abuse in any of these advertisements.

Bot
Based on the information provided, there is no explicit mention of signs of human
trafficking or abuse in the advertisements. The advertisements simply state that
individuals are for sale for a term of years and provide descriptions of their skills,
abilities, and positive qualities. However, it is important to note that the lack of explicit
mention does not necessarily confirm the absence of human trafficking or abuse, as
these issues may not have been explicitly stated in the advertisements.

Figure 9.17  Fine-​tuned ChatLoS responding to prevalence of human 
trafficking or abuse. © Rajesh Kumar Gnanasekaran, Christopher 
E. Haley, Richard Marciano.
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Limitations and future work

Despite the significant promises of generative AI and LLMs, it is critical 
to address ethical considerations, especially the risk of generating syn-
thetic data that may mislead or misinform users (Brundage et al 2020). 
Therefore, while generative AI holds transformative potential for archival 
work, careful application is paramount to ensure its benefits are realised 
ethically and responsibly. LLMs, as we have seen, are a powerful tool that 
could be leveraged to analyse historical data; however, caution should be 
exercised as LLMs may inadvertently introduce biases into their outputs, 
reflecting the biases in their training data (Bender et al 2021). Therefore, 
while the potential of LLMs in managing and making sense of digital 
archives is immense, their deployment needs to be monitored for ethical 
application and potential bias in their outputs.

With the contextually aware ChatLoS version, as noted earlier, and 
the context window limitation, the fine-​tuned GPT-​3 could only store 
about 3,000 words in its memory during a conversation. This limitation 
could be seen in the response shown in Figure 9.19. However, recent 

Figure 9.18  Fine-​tuned ChatLoS responding in a contextually aware 
manner. © Rajesh Kumar Gnanasekaran, Christopher E. Haley, Richard 
Marciano.
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developments in this space have made it possible for next-​generation 
GPT-​4 models to accommodate a context window of 32,000 tokens, 
around 25,000 words. With GPT-​4, even more robust insights could be 
found since it would have more domain knowledge in its context.

Conclusion

In conclusion, the two-​pronged approach to create two chatbots using 
OpenAI’s GPT-​3 LLM with the MSA’s DTA dataset has been a successful 
endeavour. The chatbot as a querying tool approach has demonstrated a 
promising pathway for creating a CSV-​based chatbot with memory capa-
bilities. The design allows for complex query handling and interactions 
with diverse data sources. The OCR full-​text fine-​tuned chatbot showed 
how it employs a chunking process that breaks down large amounts of 
text data into manageable pieces for more efficient querying and process-
ing by the language model to learn appropriate context. This enables the 
chatbot with a short-​term memory buffer to store user inputs and system 

Figure 9.19  Fine-​tuned ChatLoS limited by context window to read 
only a few ads at a time. © Rajesh Kumar Gnanasekaran, Christopher 
E. Haley, Richard Marciano.
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outputs for a particular chat conversation. This method optimises perfor-
mance and resource allocation by not overwhelming the language model 
with an excessive amount of data at once and thereby failing with errors. 
The chunking process is critical for maintaining the coherence and con-
sistency of a conversation, particularly when the conversation involves 
large volumes of data. It allows the language model to work in a manage-
able context, improving the accuracy and precision of its outputs. While 
both the chatbot versions in their current state are focused on single-​file 
interactions, potential modifications could enable it to work effectively 
with multiple chat conversations, paving the way for versatile, multifac-
eted chatbot applications.
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Notes
	 1.	 https://​ai-​collab​orat​ory.net/​cas/​.
	 2.	 See https://​ai-​collab​orat​ory/​net.
	 3.	 www.yout​ube.com/​watch?v=​-​QWvWrc​lfg.
	 4.	 https://​pyt​hon.langch​ain.com/​docs/​get_​star​ted/​intro​duct​ion.html.
	 5.	 https://​git​hub.com/​rgnan​ase/​los-​gpt/​blob/​main/​agent.py.
	 6.	 https://​git​hub.com/​rgnan​ase/​los-​gpt.
	 7.	 https://​git​hub.com/​rgnan​ase/​los-​gpt/​blob/​main/​api.py.
	 8.	 https://​pypist​ats.org/​packa​ges/​tikto​ken.
	 9.	 https://​pyt​hon.langch​ain.com/​docs/​get_​star​ted/​intro​duct​ion.html.
	10.	 https://​pyt​hon.langch​ain.com/​docs/​modu​les/​data​_​con​nect​ion/​vecto​rsto​res/​integ​rati​ons/​

chr​oma.
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Afterword: an emergence from winter 
or summer may be upon us
Thomas Padilla

It seems that an AI summer may be upon us. This seeming-​summer is 
experienced variably, at turns engendering a sense of possibility and a 
sense of disquiet under the glare of for-​profit AI marketing, data depend-
encies derived from us but refused from us (a kind of data gaslighting) 
and rarefied computing infrastructure distilled to freemium service mod-
els that work to incentivise transition to paid services controlled by far 
too few actors operating in to-​be-​determined regulatory environments. 
As with anything worth doing, there is much at stake in determining 
how cultural heritage organisations will make the best use of AI. This 
volume is an important asset for cultural heritage organisation strategy 
and practice insofar as it introduces cultural-​heritage-​specific use cases 
as well as theoretical explorations that should help cultivate increased 
confidence. Whether explicitly or implicitly stated, the work of this vol-
ume is anchored by the long history of cultural heritage organisations 
using computational means to meet the needs of the communities they 
aim to serve –​ whether that be realising the potential of the machine-​
readable catalogue, widespread internet access, digitisation or continu-
ous efforts to evolve library ability to foster literacies for a diverse range 
of communities. Time is a circle, not an arrow as some would have us 
believe. There is confidence to be gained in the knowledge that cultural 
heritage organisations and allied disciplinary researchers have continu-
ously engaged with the potential of technology. We are not disrupted; we 
stand ready to make the best of technology as we have always sought to.

‘All of this has happened before, and all of this will happen again’.1

Forty-​five years ago, Linda Smith submitted her dissertation, ‘Selected arti-
ficial intelligence techniques in information retrieval systems research’.  
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Smith’s dissertation ‘reports on the results of research which has explored 
possible contributions of artificial intelligence (AI) to the design of infor-
mation retrieval systems’ (Smith 1979). Smith goes on to engage with 
aspects of pattern recognition, representation, problem solving, learning 
and query formulation as problem reduction. Was this work prescient or 
practical? Both characterisations are equally salutary and demonstrate 
that engagement with the potential of AI is longstanding in library and 
information science. Smith would go on to mentor multiple generations 
of cultural heritage professionals and scholars, leading the Graduate 
School of Information Science at the University of Illinois at Urbana 
Champaign to adapt to and forecast fundamental changes in the global 
information ecosystem.

Twenty-​four years ago, John Unsworth delivered a talk at King’s 
College London titled, ‘Scholarly primitives: What methods do humani-
ties researchers have in common, and how might our tools reflect this?’ 
(2000). In the talk, Unsworth proposed seven activities (primitives), 
common to scholarly work regardless of discipline, that computational 
tools should support: discovering, annotating, comparing, referring, 
sampling, illustrating and representing. Unsworth proceeded to repre-
sent these primitives as axiomatic or self-​evident bases for informing the 
design of computational tools. His work continues to be instructive for 
the present moment insofar as it provides the basis for a heuristic that 
helps articulate well-​scoped, self-​evidently valuable activities that AI 
should support rather than getting caught in a collectively regrettable, 
technology-​tail wagging the dog moment.

More recently, Emily Bender said the following while debating the 
nature of large language models at a conference: ‘I feel like there’s too 
much effort trying to create autonomous machines … rather than try-
ing to create machines that are useful tools for humans’ (Weil 2023; see 
Bender and Koller 2020). Eight years prior to that Trevor Owens deliv-
ered a talk titled, ‘Mecha-​archivists: Envisioning the role of software in 
the future of archives’ that contained a similar sentiment:

My vision for the future of the archivist using digital tools is less 
Borg and more Exo-​suit … The idea of mecha or exo-​suits, illustrates 
a vision of technology that extends the capabilities of its user …  
We need tools that let us quickly work across massive amounts 
of items and objects by extending and amplifying the seasoned 
judgment, ethics, wisdom, and expertise of the archivist-​in-​the-​
machine. (Owens 2014)
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Bender and Owens do important work here, cutting through the chaff to 
focus our interaction with AI as user driven and utilitarian in nature. No 
need to anthropomorphise technology here –​ just a powerful set of tools 
to support core activities that extend our imperfect, eminently human 
judgement.

With Smith’s orientation to information retrieval, Unsworth’s heu-
ristic, and Bender’s and Owens’ user-​driven framing in mind, librarians 
and archivists should be able to engage with the potential of AI clear-​eyed 
and confident. We can have a relationship with these tools akin to the 
mutualistic relationships that we have with any tool –​ think of the virtu-
ous loop between you and a bicycle, a pan or camera. You acquire them 
for a certain purpose, and you refine your purpose as you experience the 
world through them –​ investing in better brakes, cast iron seasoning tech-
niques, and lenses. It’s a sort of symbiotic relationship between human 
and tool that changes usefully over time.

Much has been made in this piece of the power of long histories 
to draw upon, yet that is not to suggest that those histories are perfect. 
The imperfect aspects of cultural heritage organisation histories should 
help us equally with the work that lies ahead. Well-​documented harms 
inflicted by cultural heritage organisations are a painful yet instruc-
tive motivation. With the help of leaders like Lae’l Hughes-​Watkins we 
work to deal with our past, and that dealing helps keep us vigilant about 
how we move and ultimately makes us more responsive to the people 
we aspire to support in the present (Hughes-​Watkins 2018). It keeps us 
focused on the ways that matter most. It helps us do the right thing. We 
can do the right thing. We will do the right thing.

Note

	 1.	 ‘The hand of God’, S01E10, Battlestar Galactica (2005), dir. Jeff Woolnough.
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