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Abstract—The dramatic increase in smart services makes
adaptive management of communication networks more criti-
cal. Especially for Internet of Things (IoT) networks, adaptive
management faces several challenges, like fluctuating network
conditions, heterogeneity in data sources, and rapid response
capabilities. These challenges lead to performance degradation
and data losses in IoT applications if not handled. Even though
traditional AI algorithms are applied in most network topologies,
they fall short of handling these adaptive management challenges
without requiring additional software developments. Therefore,
we propose a Generative AI-powered Digital Twinning (GenTwin)
framework to create digital twin models with generative AI
algorithms. In this framework, we design two novel mechanisms:
Priority Pooling and Twin Adapter. Priority Pooling is to extract
the dynamic relations within the topology before performing
model training. We theoretically formulate the priority levels
and corresponding weights with a novel presence parameter to
present a modular architecture to increase training efficiency.
The Twin Adapter is to interact with the GAI architecture and
fine-tune the model for the adaptive twin modelling task in IoT
networks. After creating the adaptive twin models, we test the
rapid response capabilities of GenTwin with what-if analysis.
According to our simulation results, we note that the proposed
pooling mechanism extracts the data relations 19% more by
enhancing the training accuracy. In addition, we show that
GenTwin surpasses the traditional twin performance in terms
of rapid response capabilities by reducing the response time
significantly.

Index Terms—digital twin, IoT, adaptive management, mod-
elling, generative Al

I. INTRODUCTION

N recent years, the integration of Generative Artificial

Intelligence (GAI) into communication networks has rev-
olutionized the concept of effective automation and manage-
ment strategies. The current developments on Digital Twins
(DT) merged with traditional Al algorithms have significantly
advanced the efficiency of communication networks from
5G mobile networks to Internet of Things (IoT) networks
[1]-[4]. Nevertheless, in the face of the diverse challenges
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IoT networks present, these solutions lose their effectiveness.
This emphasizes the necessity for enhanced digital twining
methods in the context of adaptive management strategies [5].
At this point, GAI has significantly affected communication
networks by enabling more dynamic, intelligent, and adaptable
solutions to handle complex challenges [6]. Regarding the GAI
applications, Generative Pretrained Transformers (GPTs), like
GPT 3.5, 4, and Large Language Models (LLMs), are catching
the interest of both academia and industry [7] due to their
successive performance in the generation of related contents.
These models provide innovative tools and opportunities for
human-computer interaction, model interpretation, and au-
tomation systems [8]. Their capabilities in generating multi-
modal content, applying professional knowledge, and solving
problems are particularly noteworthy. However, applying these
to the specific concepts for specific tasks requires fine-tuning.
For instance, to use a GAI model for the adaptive management
of IoT networks requires specific alignments to respond to the
management demands [9].

A. Main Challenges in the Adaptive Management of loT
Networks

1) Fluctuating network conditions: In an IoT network, fluc-
tuating network conditions cause communication delays
and data losses. This variability in network performance
presents significant challenges in ensuring real-time data
processing. In this circumstance, maintaining adaptive
management becomes difficult.

2) Heterogeneity in data sources: Divergent types of IoT
devices draw a picture of different data formats and soft-
ware at the backend. These differences require efficient
modelling to handle this heterogeneity among the data.
In addition, this requirement poses a challenge regarding
the scalability of such data.

3) Lack of rapid responsiveness: In the adaptive manage-
ment of IoT networks, creating responses to the queried
tasks, such as requesting metadata for a specific IoT
sensor, is critical to maintaining smooth IoT network
operations. For this reason, the lack of rapid response
capabilities degrades the network services, even causing
system inefficiencies and potential failures.

These problems require enhanced management capability
and adaptability to real-time changes. At this juncture, GAI-
based digital twinning strategies are becoming a candidate
to hit this management requirements. For instance, a GAI
can simulate network conditions and predict fluctuations by
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allowing for real-time adjustments to bandwidth, latency, and
routing strategies. These models also enable networks to
respond intelligently to external conditions like weather, con-
gestion, and emergency situations by adjusting configurations
to maintain quality of service.

B. State of the Art

1) Traditional Al in IoT and Digital Twins: Digital twins
utilize traditional modelling techniques and are limited in
their awareness of deployment situations [10]. These rely on
historical data by covering only scenarios the system has pre-
viously encountered [11]. Related to this issue, [12] introduces
a proactive application modelling system for IoT networks
with three focuses: incentive, profit, and latency, using a fully
distributed edge network. The proposed algorithm ensures
optimal deployment and profit maximization with low latency.
Besides this approach, the current DT developments combined
with Al methods have shown significant performance, espe-
cially for wireless networks [13]. For instance, a DT-native
Al-driven service modelling is proposed in [14] implementing
a TCP-based data flow pipeline and a Reinforcement Learning
(RL)-based learner model for IoT-enabled Internet of Vehicles
(IoV) networks. Similarly, there are examples utilizing a Deep
Learning (DL) classification framework [15], and a Federated
Learning (FL)-based DT management scheme for low-carbon
industrial IoT networks [16]. The main goal of these studies is
to increase connectivity within the IoT topology via the intelli-
gent methods. Furthermore, the energy consumption perspec-
tive is considered for edge-based IoT networks to maximize
energy efficiency during dynamic topology maintenance via
Markov and Multilayer Perceptron-based recommendations
[17], [18] and [19]. Regarding the 5G-infrastructured smart
city scenarios, [20] and [21] propose advanced encoding and
sampling techniques to model mobile networks by employing
a spatio-temporal-social multi-feature extraction framework
enhanced by an edge-enhanced Graph Convolutional Network
(GCN) and Long-Short Term Memory (LSTM). To main-
tain adaptive network management with Digital Twins, [22]
proposes a new qualifier called the age of twin (AoT) to
measure digital twin data freshness. This framework aims to
enhance twin-to-twin interactions and optimize digital twin
modelling for 6G-enabled network deployments across various
topology, service, and traffic types. Besides that, [23] proposes
a DT-based architecture for efficient data processing for edge-
based IoT networks. With this, the anomaly detection phase
is presented in an intelligent manner via eXtreme Gradient
Boosting (XGBoost), an autoencoder-based algorithm. In [24],
a Deep Reinforcement Learning-based (DRL) queue manage-
ment scheme is proposed to tackle the fluctuating network
conditions for IoT networks. Also, the Age-of-information
(Aol) metric is utilized to ensure stable performance under
the changing data update triggers. Moreover, [25] proposes
an optimization framework for changing QoS requirements in
next-generation IoT applications. It utilizes different metrics
from three dimensions such as computing, networking and
application. Furthermore, [26] introduces an RL-based predic-
tive dynamic bandwidth allocation framework to address QoS
degradations in heterogeneous IoT networks.

2) Generative Al in IoT and Digital Twins: Despite sig-
nificant advancements in adaptive network management [35],
the Digital Twin with GAI is limited in the telecom network
literature. Similarly, its implementation has just started in
smart city scenarios [36]. In this circumstance, [27] explores
the potential of GAI techniques and their applications in IoT.
It addresses challenges in network management and proposes
a secure incentive mechanism using Generative Diffusion
Models (GDMs) and blockchain for managing IoT securely.
Also, [28] introduces a novel modelling method to achieve
semantic interoperability in digital twins by focusing on
creating Asset Administration Shell (AAS) models within
Industry 4.0. The system is powered by LLMs to generate
standardized AAS models. Similarly, [29] proposes a collabo-
rative cloud-edge approach, NetGPT, to effectively coordinate
diverse communication and computing resources to optimize
LLM deployment within the communication networks. The
paper notes that fine-tuning open-source models like GPT-
2-base and LLaMA, NetGPT demonstrates superior perfor-
mance over alternative cloud-only or collaboration methods.
[30] surveys the advances in communication technology and
Al for industrial Internet of Things (IIoT) networks. The
paper emphasizes the potential of deep generative models
(DGMs) in IIoT applications like anomaly detection, trust-
boundary protection, network traffic prediction, and platform
monitoring. On the other hand, there are efforts to address the
intrinsic challenges of GAI’s. For instance, [31] proposes using
Generative Adversarial Networks and Self-taught Learning
to mitigate the data generation challenges in LLMs in the
context of IoT applications. Moreover, [32] investigates the
application of LLMs in intelligent network control for 6G
terrestrial and non-terrestrial networks. The paper highlights
their ability to learn from extensive data and adapt through
fine-tuning smaller datasets by proposing control algorithms.
Besides, [33] thoroughly explores GAI’s applications in physi-
cal layer communications. It compares GAI’s capabilities with
traditional Al. Furthermore, [34] reviews GAI techniques and
discusses resource challenges at the edge. It proposes a deep
reinforcement learning-based service selection algorithm by
demonstrating efficiency in content quality and minimizing
task failures compared to standard policies.

All of these efforts related to Al and GAl-based DT
developments for network management are summarized in
Table 1.” However, none focuses on the adaptive management
of IoT networks with the twin modelling task using generative
Al technology. To the best of our knowledge, this is the first
study to develop a generative Al-based digital twin modelling
for IoT-based smart city applications. Therefore, our research
question in this study is “How can we design an intelligent
digital twin modelling scheme by presenting an efficient train-
ing phase, highly accurate twin models and rapid responses to
handle the adaptive management challenges of IoT networks?”
To address this, we propose a Generative Al-powered Digital
Twinning (GenTwin) framework that can create twin models
in the form of knowledge graphs. Moreover, at GenTwin,
we design two novel mechanisms: Priority Pooling and Twin
Adapter. Priority Pooling is to extract the dynamic relations
within the topology. To do this, we theoretically formulate the
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TABLE I
PROPOSED GENTWIN FRAMEWORK AND CURRENT STATE OF THE ART STUDIES

Literature Adaptive Mgmt AT method GAI model Topology Mgmt. context
[12], [14], [15], [16],
[171, [18], [19] v MLP, RL - IoT, IoV optimal deployment, energy efficiency
[20], [21], [22], [23],
[24], [25], [26] v LSTM, GCN, XGBoost - 5G, 6G, IoT resource allocation
[271, [28], [29], [30] - - AAS, GPT-2, LLaMA IoT security, resource optimization
[31], [32], [33], [34] - - GAN IoT, 6G resource management
Our work v - LLaMA IoT smart city adaptive modelling, rapid responses
priority levels and their corresponding weights to present a TABLE II
modular architecture to prepare the data for training. On the NOMENCLATURE
other hand, the Twin Adapter is to interact with the LLM Notation Explanation
architecture and fine-tune the model for the adaptive twin P Priority pool
modelling task. After creating the adaptive twin models, we G Knowledge graph
. o . . S Sensor set
test the rapid response capabilities of the adaptive models with Gw Gateway set
what-if analysis scenarios. 1 Presence coefficient
P Priority level
S; it" sensor in sensor set
C. Contributions gi ith gateway in gateway set
We summarize the contributions of this study below: Zfl Total numﬁgegagoﬁizgiﬁeigzoﬁs (:z ffh gateway
o We design a novel priority pooling mechanism to extract m Number of instances within the dataset
the dynamic relations within the IoT topology. For this M Total number of relations
i K . ) . ’ N; Number of relations for the *" node
we theoretically derive the priority levels and their re- n Number of smart devices
spective weights by enabling a modular architecture for r Total number of pools

the external pool operations to increase the efficiency of
the training phase.

+ We introduce the twin adapter layer to interact with the
core of generative Al and perform fine-tuning for the
adaptive twin modelling task. For this, we utilize down
and up projection phases by freezing particular parts of an
open-source LLM architecture. With the implementation
of the twin adapter layer, we create adaptive digital twin
models in the form of knowledge graphs.

o We implement a what-if analysis module to define IoT-
based smart city scenarios and run these with the specific
twin requirements. With this, we test the rapid response
capabilities of the adaptive twin modelling against chang-
ing update trigger values.

The remainder of the article is organized as follows: In
Section II, we explain the details of the proposed GenTwin
framework. We give our simulation results in Section III, and
finally, we conclude the paper in Section VI by presenting
future work cases.

II. GENTWIN: GENERATIVE AI-AIDED DIGITAL TWINING

The proposed GenTwin framework consists of three distinct
spaces: Physical Space, Cyber Space, and Service Space. Each
is specialized to perform an efficient end-to-end GenTwin for
generative Al-aided adaptive IoT management. The details of
these spaces are explained below.

A. Architectural Framework

1) Physical Space: This space consists of an IoT topol-
ogy structure for smart city applications. Therefore, in this
space, there are several types of IoT devices serving different

smart city services. For instance, air quality sensors are
present within the topology for an air-quality measurement
service. If the smart service is transportation management, then
road infrastructure sensors are located throughout the lanes.
Furthermore, gateway devices are presented within the IoT
topology that are standing in the fog and communicating with
edge sensors.

2) Cyber Space: The LLM-aided modelling framework is
embedded within this space to handle the dynamic changes
within the topology. We design the Priority Pooling and Twin
Adapter modules within this space to create the twin models
in the form of knowledge graphs. We also perform prompt
generation by using the adaptive twin models to enhance the
GenTwin framework.

3) Service Space: We test the rapid response capabilities
of GenTwin via the what-if analysis module within this space.
For this, we define the smart city service-specific scenarios and
their twin requirements to query the required twin version. In
this way, the dynamic adaptation in terms of IoT node presence
and deletion is maintained rapidly.

Furthermore, GenTwin has two closed control loops to
maintain external and internal control flows within the three
spaces:

o External closed-loop: This control loop consists of four
sub-flows to serve the information for an end-to-end up-
dated GenTwin. Namely, the external closed-loop serves
the data flow from Physical Space to Service Space.
For this, the data collection is performed to convey
the data from Physical Space to Cyber Space. In our
developments, we use an IoT simulation environment as
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Fig. 1. Architectural Framework of Generative Al-aided Digital Twining - GenTwin.

our Physical Space and feed this space with the smart

Selection by weight

city application scenarios. Then, the information created JPidH ANNEIY
within the Cyber Space is conveyed to the Service Space 4 . v \‘* R a
to be evaluated for a divergent set of smart city scenarios T wp W, w, Wyl
and the specific twin requirements. After that, depending
on the scenario, actionable insights are sent to the Cyber g ¥ Py
Space and the control flows to the Physical Space as 5 7
feedback. gL,
. . < . Py
e Internal closed-loop: This control flow ensures the stabil- 2 s
. . . . A
ity and the efficiency of the created adaptive twin models § ‘4
in the form of knowledge graphs. Therefore the control P

flow is performed within the Cyber Space, starting from
the output of priority pooling and ending at the creation
of adaptive twin models in the knowledge graph database.

B. Modelling

While the number of connected devices and, thus, the
relations are growing, the modelling and management methods
should be capable of supporting this situation [37], [38]. Here,
to prepare for this, we first start with data preprocessing to
ensure the interoperability of the heterogeneous data sources
for the IoT topology. We perform data parsing and extraction
of unstructured data as sensor logs to represent the topology
information. Also, we take the historical dynamic patterns as
a knowledge base. To ensure that both datasets, topology and
historical patterns, are in a unified structure, we transform both
into relational formats by storing them in a knowledge graph.

1) Priority Pooling: In generative models, a context win-
dow (usually tokens) refers to the amount of input data the
model receives. Usually, this window has a limit because of the

(key: s value: {402, 189)})

(key: s value: {265, 34})

(key: gw value: {189, 0.001})

(key: gw value: {67, 0.004})

Fig. 2. Priority pooling mechanism

computational resources. Therefore, in generative model appli-
cations, it is crucial to feed the model with the most important
information at first. Therefore, this mechanism decides the
most important relations of the IoT topology. The architecture
of this mechanism is given in Fig. 2. It is indicated with P and
has two tuples: {P, Wp}, priority levels, and weights. In our
design, there are three distinct priority levels. We first define
a presence coefficient, L to mark the active devices within the
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topology. We assign the values for the presence as:

1 =1, if node is active 0
1 =0,

O0.W.

Afterwards, we construct the key, k;, and value, v; pairs,
by quantifying the occurrence of the entities within the data.
Here, a (k,v) pair provides information on the device id and its
connectivity about a network device (a sensor or a gateway).
Depending on the node type, we initialize (k;,v;) values as:

(kiyvi) = {

where V ¢ = 1, ..m, and m is the number of instances within
the dataset. In (2), the key values are assigned as labels, [: s] or
[: gw], which indicates the key types. For the values, if a node
is a kind of sensor, then the related sensor ID and the ID of its
connected gateway are added to the value set. Conversely, if a
node is a kind of gateway, then its ID and the total number of
sensors connected to this gateway are added to the key-value
set. Afterwards, we calculate the priority values at time ¢ as

follows: (Z N)L
P = =i < m 3)
In (3), N, is the number of relations for the i*" node, M is
total number of relations in the sets S, and Gw, and m is the
total number of instances within the dataset. Afterwards, we
construct three priority pools: high-priority, medium-priority,
and low-priority, Py, Py, and Py, respectively, as given:

if n; € §
if n; € Gw

ki = [:s],vi = {Si;p, 95}

2
ki = [:gwl,vi = {gi;p,di}, @

Py = {(ki,vi)* | pi, > 3Avg(p)/4}
Py = {(ki,vi)" | 3Avg(p)/4 < pi, < Avg(p)/2}
P = {(ki,vi)" | pi, < Avg(p)/2}
“)
In (4), the (y)™ operator means the set of all y instances
fulfilling the given condition, and p is the priority set including
all calculated p; values. We then proceed with the weight
calculation. For this, we know that the gateway is important
in an IoT topology, standing at the fog and communicating
with edge sensors. For this reason, the number of connected
IoT sensors to a gateway implies its importance within the
topology in terms of service continuity. To interpret this,
we use the node centrality measure to calculate the weight
values of each device within the topology. Here, the bigger
the average node centrality value, the higher the weight of a

device.
1
_J)n
w; = d;
o

In (5), we assume each sensor is connected to one gateway
only. We then calculate the weight values of each sub-pool, p
as:

if k; = [:s]
if K = [:gwl(5)

1
Wy==> 1+d; VieP 6)

next token

f

Adapter
it Feedforward |
. A |
+ LLM '
' Layer >( ;
' H : Twin Adapter Layer

E wupdated

Attention

Normalization | !

R3¥k

Embeddings () |Frozen phase (Backbone)

Tunable phase

Frozen parameters
Quantized parameters (updated)

input

Fig. 3. LLM Layer and designed Twin Adapter Layer in GenTwin.

Afterwards, we construct the weight values of priority levels
as W, = {Wp,l7 = 1,2,..r}, where r is the total number
of pools. And then, we create the calculated weight matrix
by stacking the weight vectors as W¢o = U?:1 Wy, W =
Wy, U W, UW,,. Here, the priority pool indexes indicate
our three main priority levels: Py, Pys, and Pr. We define
an update trigger parameter, v for the calculation of weight
values for the pool as given below:

QG = |A(wpi(t) - wpi(t+1))‘ (7)

where A operator checks for the changes in the weight
values for the i*" pool within the P.

2) Twin Adapter: As seen in Fig. 3, the twin adapter works
after the LLM Layer. In LLM applications, a token is the
smallest unit of text that a model processes. In GenTwin, we
define the context window, or the token as a word including
the entity’s relations that will be embedded. Within the Twin
Adapter Layer, we freeze some parts of the parameters to
prevent overfitting and feed the layers with different combina-
tions of calculated sub-pools. Here, the model that we generate
based on the open-source LLM outputs the knowledge graph
of the IoT topology based on the weight values which are
calculated for the specific IoT context. We explain the details
of the Twin Adapter Layer below:

o Frozen phase: Frozen phase does not require running the
embedded algorithm within the LLM. In Fig. 3, we give
the common architecture of LLMs’ on the left with the
frozen phases, which means we do not run the LLM
model from scratch. Instead, we use an open-source LLM
and use its trained parameters.
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o Frozen parameter: Freezing the parameters refers to
keeping certain model parts unchanged during the fine-
tuning process. This means the weights (parameters) are
not updated based on the new task-specific data. In our
framework, the frozen parameters are located within the
adapter layer. And the main target of utilizing frozen
parameters is to fine-tune the framework to create the
knowledge graph of the IoT topology by embedding all
dynamic relations, thus presenting adaptive twin models.

o Tunable phase: Unlike the frozen phase, a tunable phase
is allowed to run the embedded algorithm. As seen in
Fig. 3, the twin adapter is the tunable phase in GenTwin
to calculate the weights with the IoT topology data.
In this way, GenTwin adapts its parameters to perform
better by weighing the relations in IoT data by decreasing
computational costs.

o Quantized parameter: Unlike frozen parameters, quan-
tized parameters are considered in the training phase and
updated accordingly at the end.

o Down projection: This layer reduces the dimensionality
of embeddings within the model. A subset from P is
extracted and fed into the down projection. We indicate
the weights to be updated in the projection as Wp, where
c erl

e Activation Function: This phase embeds non-linearity
into the model via several mathematical function options.
The embedded function allows it to learn and represent
more complex patterns and relationships in the data. We
utilize the Rectified Linear Unit (ReLU) as the non-
linear activation function to keep our adapter simpler and
nonnegative.

o Up projection: Contrary to down projection, up projection
transforms the lower dimensions into higher-dimensional
vectors. The up projection phase is calculated through
a linear transformation: y = W, . x. Here, we created
the higher-dimensional vector y using the weight matrix,
W 4, learned through the training within the Twin Adapter
Layer. Moreover, we indicate the weights to be updated
in the projection as Wy, where € R'F,

W4 =W + ReLu((P()Wp)Wy (8)

In (8), the learning weight matrix of the Twin Adapter
Layer is constructed by feeding the various combinations of
the priority pool to the projection layers. (.) operator shows
the extraction operation from the pool P. During the training,
we observed the results against Mean Absolute Error (MAE),
also known as L1 loss:

Ll Z]W |7"7; B Til (9)

M

After all these steps, adaptive twin models are created as
knowledge graphs. In a smart city application, there are several
sub-services, each with a specific target. And knowledge
graphs are efficient for divergent sets of use cases in modelling.
That’s why we choose knowledge graphs to store the generated
dynamic IoT dataset. We denote our created knowledge graphs
as G = (V, E), where V is the set of nodes, and E is the set

of directed edges. As seen in Fig. 4, the knowledge graph of
an loT-based smart city application is a knowledge collection
of labelled nodes, such as entity categories (i.e. gateway,
sensor, smart city service, etc.) linked by relationships, such
as includes, serves in, etc. to structure the directed paths.
Moreover, all the nodes have their own metadata, giving the
smart city application details.

3) Prompting: This phase is required to use the specific
inputs to guide the GenTwin model to generate desired outputs.
We indicate the generated output as:

0= 9(k,v) (qa R)

where, the function g extracts the respected key-value pairs
with the retriever R, and perform verbalizing depending on the
query q. In the backend, the generative model creates all pos-
sible relations that may occur between the entities. Therefore,
GenTwin can respond to different prompting questions via
the generated information at the backend. As given in Fig. 4,
prompt generation is performed on the produced adaptive twin
models in the first iteration of GenTwin. We apply specific
questions by filtering the knowledge graph and then extracting
the relevant facts within the IoT-based smart city scenario. We
only show one result in the figure for only the question, “What
is a PM2.5 sensor?”.

(10)

Algorithm 1 GenTwin: Generative-Al aided Digital Twining

Require: topology information, dynamic patterns
Ensure: G, P, P
1: Initialize W4, Py, Py, Pr, ou;

2: if change in o

3 Decide presence values > (1)
4 Construct (k,v) pairs, and priority values > (2),(3)
5: Create priority levels, Py, Pas, Pr, > (4)
6 Assign the weight values, create P > (5),(6)
7 Update av; <= A(wp,,, — Wp, (1)) > (7)
8: end

9: Perform projections in Twin Adapter

10: Update the weights, W 4 > (8)
11: Generate G X

12: Calculate [, = Zaln=ril > (9)
13: Generate prompts O = g(x ,,)(q,R) > (10)
14: Update the LLM with the generated new prompts

15: Define specific smart city service scenarios

16: foreach episode

17: Decide twin requirements

18:  List (k,v) pairs

19: Request respective twin versions

20: Measure the response time of adaptive twin models
21: end

After generating adaptive twin models and storing them in
a graph database, a rapid response testing service is activated
within the Service Space. We design the what-if analysis mod-
ule to change the input conditions representing the dynamic
changes in the IoT topology. Depending on the required twin
models, a version request is sent to the graph database to get
the most updated version of the twins.
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As seen in Alg. 1, GenTwin comprises two main parts:

Priority Pooling (implemented in lines 3-7) and Twin Adapter
Layer (implemented in lines 9-13). Before implementing these,
the weight matrix, priority levels and update trigger parameters
are initialized in line 1. Afterwards, the presence values are
calculated, (k, v) values are created, and the priority values are
assigned in lines 2-4. The priority pool is constructed in lines
5-6 using the priority values and the weights. As the final step
of Priority Pooling, the trigger parameter is updated in line 7.
After that, the Twin Adapter Layer is activated in line 9, and
projection layers are run. In each epoch, the weight values
are updated (line 10) by observing the loss function results
(line 11). To enhance the LLM model, prompts are generated
for the IoT data (line-12) and feedback to the model. Then,
the knowledge graph of the topology is constructed with the
LLM. To test the rapid responsiveness of the twin models, a
what-if analysis module is implemented, and response time is
measured (lines 15-20). Overall, the priority pool calculates
the importance of each nodes considering the number of
relations they have and highlights the more critical ones within
the IoT topology. Thanks to the created pools, the datasets are
fed into the Twin Adapter according to two criteria: selection
by priority and selection by weight for fine-tuning. These two
options make the training process more efficient as the most
weighted and prior ones will be used first. Afterwards, the
Twin Adapter performs fine-tuning and learns the embedded
relations within the dataset. This step prepares the model to
produce knowledge graph data.

III. PERFORMANCE EVALUATION

A. Simulation Environment:

We construct the Physical Space by using the DT-based
IoT simulator AnyLogic®. Moreover, we create Cyber Space
including Priority Pooling and the Twin Adapter and perform
training and model creation operations by using Python and
PyTorch®. As an open-source LLM, we use Llama-2-8B. As
the graph database to store the created knowledge graphs, we

use Neodj. The data communication between physical space
and the cyberspace is managed by feeding the txt files to
the Anylogic environment. Also, graph queries are utilized to
communicate data between the graph database and physical
space. The end-to-end GenTwin simulation environment is
shown in Fig. 5. Also, all simulation parameters are given

in Table III.

TABLE III
SIMULATION PARAMETERS

Parameters Values
Number of smart city services {2, 3}
Number of IoT sensors 250
Number of gateways 50
Learning rate 0.08
Discount factor 0.99
Batch size {32, 128, 256}
Confidence interval 95%

B. Dataset:

We created our IoT-based smart city scenario form scratch
by using open source datasets'. We assume all the smart city
service types are identical and have the same topology. For
instance, all air-quality services for different locations have the
same number of sensors and gateways within the topology. The
raw data we use in our simulations includes 1000 instances,
300 nodes, and 580 unique relations. We divide the data into
three parts: 70% as training data, 15% as test data, and 15% as
validation data to use in the performance evaluation process.

C. Performance Results:

In this section, our target is to investigate the performance
of GenTwin considering (i) the extraction of dynamic relations
with the proposed priority pooling mechanism, (ii) the accu-
racy of model generation and corresponding L1 loss values

Uhttps://github.com/smart-data-models/SmartCities ?tab=readme-ov-file
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for the training and validation phases, and (iii) response time
of the adaptive twin models against increasing update trigger
parameter.

We first test the performance of the Priority Pooling mech-
anism by examining its capability of extracting dynamic
relations within the IoT topology. In this test, we observe the
total number of extracted relations for each training round (up
to eighteen) for pooling-enabled and pooling-disabled cases.
In the pooling-disabled case, GenTwin directly runs the Twin
Adapter Layer operations fed by the data and knowledge data.
Conversely, in the pooling-enabled case, GenTwin performs
prioritization on the data and fed these groups at first to the
Twin Adapter Layer. As seen in Fig. 6, the pooling-enabled
case of GenTwin performs 19% better on average than the
pooling-disabled case. The main reason is the weight calcula-
tion and prioritization of the data before performing the model
training phase. According to the recorded results, it is clear
that performing priority pooling enhances the performance of
the trained model.

Furthermore, we test the Twin Adapter’s performance by
observing the model generation’s efficiency. As a starting
point, we use Llama’s learned weights and then calculate
the Twin Adapter Layer’s weights. Afterwards, we run the
model creation step for sixty epochs. We record the model
accuracy and L1 loss values for the training and validation
data. As seen in Fig. 7, the model accuracy and L1 loss values
behave conversely, meaning that the training and validation

model accuracy
o
3 9
~ ol [ee]
L1 loss

o
o)
a

0.6 f —e— Training accuracy 01
0 Validation accuracy
0.55 —— Training loss 10.05
=+ Validation loss
0.5 ‘ ; ‘ ‘ ‘ 0
0 10 20 30 40 50 60

epoch

Fig. 7. Training and validation results in terms of accuracy and loss.

phases converge at a particular epoch value. We record the
accuracy of models converging to the maximum value of 1.
Even though the accuracy of models in the validation does
not reach the highest value, it converges to ~ 0.9, which is
a notable achievement for the normalized accuracy interval of
[0,1]. This mainly stems from the successive performance of
the projection layers within the Twin Adapter Layer in fine-
tuning the LLM model to achieve an adaptive twin modelling
task.

In addition, we test the rapid responsiveness of the GenTwin
for dynamical changes within the IoT topology. For this,
we created several smart city scenarios using Python within
the What-if analysis module. When a scenario is run as the
main scenario, it queries the required twin models from the
graph database, Neo4j in our case. We observe the response
times in ms against increasing update trigger parameter, «,
which means dynamicity within the topology. We compare the
recorded response times of GenTwin with the Traditional Twin
[39]. As seen from Fig. 8, when the update trigger parameter is
0.2, the response time for GenTwin is ~ 400ms, for the tradi-
tional twin is ~ 550ms. The difference between the response
times for GenTwin and traditional twins increases when the
dynamicity value increases. Namely, when the dynamicity has
its lowest value, the difference between the response times of
GenTwin and the traditional twin is 13%. When the dynamicity
has its highest value, the difference reaches up to ~ 53%
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values. The main reason for this is observing the o value and
updating it at the end of each iteration of Priority Pooling given
in line-7 in Alg. 1. As the traditional twin does not perform
such dynamicity control, it shorts the fall of GenTwin.

TABLE IV
GENTWIN PERFORMANCE UNDER CHANGING NETWORK CONDITIONS

Data Completeness (%)

small topology
99.8
99.7

medium topology
99.8
99.7

large topology
99.7
99.6

Scenario-1

Scenario-2

In the last section of our experiments, we test GenTwin’s
performance in generating knowledge graphs under different
topology sizes and changing network conditions. For this, we
measure the data completeness metric in percentage, meaning
how much GenTwin can maintain data in cyberspace, even
in the interrupted data flow from physical space. We also
define two distinct scenarios to test the data completeness
performance as detailed below:

e Scenario-1: This is the base scenario where the network
conditions do not degrade and cause an interruption in
the data flow from the physical 10T topology. In this
scenario, the data is fed to GenTwin every 2 seconds.
This behaviour means GenTwin will receive a periodic
update.

e Scenario-2: In this scenario, the data flow from physical
IoT topology is cut for a time interval of 10 seconds to
create a fluctuating network condition. In this behaviour,
GenTwin will not be updated during this time duration.

We run these scenarios for three different IoT topology

sizes: small (30 sensors), medium (100 sensors) and large
(250 sensors). In this test, we assume that each sensor will be
sending only its unique ID to cyberspace, and this information
will be considered enough to contribute to data completeness.
We run each scenario on the respective topologies and measure
the data completeness values. According to the simulation
results, we note that the data completeness values are similar
in both scenarios. The main reason for this is that GenTwin
can generate information about an entity within the topology
based on the information provided for priority pooling. The
exact values for data completeness are given in Table IV.

IV. CONCLUSION AND FUTURE DIRECTIONS

Adaptive management plays a crucial role in today’s com-
munication networks. However, generative models are required
to combat the adaptive management challenges in IoT net-
works. With this motivation, we introduce a Generative Al-
powered Digital Twining (GenTwin) framework in this study.
We first design a Priority Pooling mechanism to extract dy-
namic relations within the data and thus increase the efficiency
of the training phase. Then, we design a Twin Adapter Layer
to interact with the generative Al and perform fine-tuning for
the adaptive twining modelling of IoT networks. Afterwards,
we create what-if analysis scenarios to test GenTwin’s rapid
response capabilities. We test our proposed framework on

800 T py
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m
E500
£
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o 400 [
n
c
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o 300
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100
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Fig. 8. Measured response times for GenTwin and Traditional Digital Twin
against increasing dynamicity.

an IoT-based smart city application topology. Our simulation
results show that GenTwin surpasses the traditional twin
models in terms of training efficiency, adaptive modelling, and
rapid responsiveness.

For future work, we aim to investigate the long-term adapt-
ability of GAl-enhanced DTs in evolving IoT ecosystems,
focusing on continuous learning and self-improvement. We
also plan to test GenTwin’s scalability against an increasing
number of IoT devices.
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