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ABSTRACT In the contemporary digital landscape, security has become a vital element of our existence.
The growing volume of sensitive information being stored and transmitted over networks necessitates the
implementation of robust security measures. Cryptographic algorithms, which are critical for protecting
user data privacy, rely on cryptographic keys to ensure data security. True Random Number Generators
(TRNGs) are essential to numerous vital security applications. In this paper, we propose a novel Braided
and Hybrid Cross-Coupled Entropy Source (B+HCCES) TRNG module. The proposed B+HCCES TRNG
module generates random numbers based on the race hazard and jitter of braided and cross-coupled
combinational logic gates. The B+HCCES architecture has been designed using VHDL, and the targeted
Field-Programmable Gate Array (FPGA) is the Intel Cyclone V 5CGXFC9D6F27C7 chip. The B+HCCES
module operates at a fixed sampling frequency of 300 MHz, generated by an embedded phase-locked loop.
The B+HCCES module demonstrates an enhanced throughput of 3.33 times compared to the state-of-the-
art, while still maintaining a comparably lightweight architecture. The experimental results demonstrate that
the generated random sequence successfully passes the NIST SP800-90B and BSI AIS-31 tests.

INDEX TERMS True random number generator (TRNG), race hazard, ring oscillator, field programmable
gate array (FPGA), jitter.

I. INTRODUCTION
True Random Number Generators (TRNGs) are important
in various fields due to their ability to generate random
sequences that are both unpredictable and non-reproducible.
In security protocols, TRNGs generate robust encryption
keys, enhancing data protection and preventing unautho-
rized access [1], [2]. Networking relies on TRNGs for
secure data transmission, safeguarding information as it
traverses interconnected systems [3]. The widespread impor-
tance of TRNGs highlights their crucial role in preserving
the confidentiality, integrity, and availability of sensitive
information in our increasingly digital world. Thus, many
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applications will benefit from integrating TRNGs to secure
the data exchange processes such as mobile applications [4],
aerospace and avionics [5], [6], and Internet of Things (IoT)
applications [7] in the near future.

The prevailing standard for securing mobile systems
involves storing a confidential key in nonvolatile memory,
which ensures that the key remains intact even when the
device is powered off. However, over the past two decades,
the security of this method has been compromised by numer-
ous advanced tampering techniques. Micro-probing, which
involves physically accessing and manipulating the circuitry,
can extract sensitive information directly from the device [8].
Focused Ion Beam (FIB) techniques allow for precise cutting
and editing of circuits at the microscopic level, potentially
exposing the stored keys [9]. Glitch attacks, which introduce
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faults into a system to cause unexpected behavior, can lead to
the leakage of cryptographic keys [10]. Side-channel attacks
exploit indirect information, such as power consumption or
electromagnetic emissions, to infer the stored keys [11].
These sophisticated attacks have demonstrated significant
vulnerabilities in the traditional approach of storing keys in
cryptographic hardware devices, highlighting the need for
more advanced security measures to protect sensitive infor-
mation in mobile systems [9], [10].

In the domain of digital TRNG hardware implementa-
tion, the choice between FPGA (Field-Programmable Gate
Array) and ASIC (Application-Specific Integrated Circuit)
architectures necessitates a meticulous evaluation of several
critical factors. FPGAs offer unparalleled flexibility and rapid
prototyping capabilities, facilitating iterative development
cycles and adaptability to evolving specifications [12], [13],
[14], [15], [16], [17], [18]. However, this flexibility often
results in higher power consumption and potentially longer
latency compared to ASICs, which are custom-designed for
optimized performance, power efficiency, and compactness.
Conversely, ASIC development demands significant upfront
investment and longer design cycles due to the intrica-
cies of semiconductor fabrication [19], [20]. The selection
process involves balancing considerations of development
time, initial capital outlay, design flexibility, and the specific
performance demands of the TRNG application. This delib-
eration guides practitioners and researchers toward choosing
the platform that aligns best with their project’s technical and
economic objectives [21].

This paper presents a novel TRNGmodule named Braided
and Hybrid Cross-Coupled Entropy Source (B+HCCES).
This module introduces a unique approach to generating ran-
dom numbers by utilizing race hazards and time jitter found in
a novel mixture of braided and cross-coupled combinational
Logic Gates (LGs). These physical phenomena are leveraged
to extract entropy, ensuring the unpredictability and random-
ness of the generated sequences. The B+HCCES TRNG
module offers a robust solution for applications requiring
high-quality random numbers, particularly in cryptographic
and security-sensitive contexts.

Moreover, this paper provides a detailed exploration of
the design principles and operational mechanisms of the
B+HCCESTRNG, highlighting its potential advantages over
conventional entropy sources in terms of reliability and
effectiveness.

The rest of this brief is organized as follows. In Section II,
we discuss the related work. In Section III, the structure
and working principle of the proposed B+HCCES archi-
tecture are described in detail. In Section IV, we introduce
the FPGA implementation of B+HCCES TRNG and give
the overall experimental architecture. NIST (National Insti-
tute of Standards and Technology) and AIS (Application
notes and Interpretations of the security requirements for
electronic Signatures)-31 test suite analysis and other exper-
imental results are reported and discussed in Section V.
In Section VI, we compare our proposed design with the

state-of-the-art of TRNGs. Lastly, conclusions are drawn in
Section VII.

II. RELATED WORK
The relationship between an entropy source and a TRNG
is vital for maintaining the integrity and reliability of the
random numbers produced. On one hand, an entropy source is
amechanism, whether physical or computational, responsible
for producing randomness. It may utilize unpredictable phys-
ical occurrences (such as thermal fluctuations in electronic
systems or radioactive decay) or computational techniques
that gather and blend diverse data inputs (like mouse move-
ments, keyboard timings, or variations in network traffic).
On the other hand, a TRNG is a system or algorithm that
leverages an entropy source to generate random numbers
that exhibit statistical properties identical to true randomness.
In contrast to Pseudo Random Number Generators (PRNGs),
which utilize deterministic algorithms and seeds to produce
sequences that mimic randomness but are inherently pre-
dictable, TRNGs depend on genuinely unpredictable entropy
sources. Subsequently, the randomness quality of a TRNG
is significantly influenced by the quality and rate of entropy
from its source. If the entropy source lacks adequate random-
ness, or if it introduces biases or predictability, the output of
the TRNG may show patterns or biases that undermine its
randomness integrity. TRNGs can be generated using various
methods, which can broadly be categorized into physical
and computational approaches. The physical TRNGmethods
could be based on thermal noise, radioactive decay, pho-
ton arrival times, inductor-less bistable Josephson junction
circuits, magnetic tunnel junctions, or chaotic systems [22],
[23], [24], [25], [26]. The computational methods are based
on both environmental noise and either hash functions or
algorithmic approaches [26], [27], [28]. However, the power
consumption and the throughput of generating these true
random values are key factors depending on the targeted
applications.

In this paper, we will depend on digital LGs within the
same silicon fabric architecture of an FPGA chip. LGs them-
selves do not typically directly produce TRNGs because LGs
are deterministic—they produce outputs based strictly on
their inputs according to predefined rules (truth tables). How-
ever, it is possible to use the LGs to act as a TRNG module
by intentionally creating instability in LGs and forcing them
to operate under different uncertain conditions.

FIGURE 1. An example of an RO with three NOT gates.

The techniques that could lead to such phenomena are:
• Ring Oscillations (ROs): Creating a feedback loop
where the output of a gate is fed back into its input can
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cause oscillations. For example, connecting the output
of a NOT gate back to its input will create a simple
oscillator that continually switches states [29].

• Race conditions from signal feedback: In complex
circuits, feedback loops can create race conditions
where the outcome depends on the relative timing
of the signals. This can make the circuit behave
unpredictably [17], [18].

• Race-hazards glitches and time jitter: Designing cir-
cuits with hazards (unintended paths) that can cause
glitches. For instance, in a combinational circuit, if there
are different paths with different delays leading to
the same output, it can cause temporary incorrect
outputs [30].

• Metastability glitches: If the input changes at a time
when the gate is not ready (e.g., during the transition
period), it can enter a metastable state where the output
is unpredictable for a short time [13].

Also, other techniques can be used, such as the setup and
hold time violations, clock skew, noise and power supply
variations, temperature variations, and fault injection [31],
[32], [33]. In this paper, the main source of entropy in our
proposed B+CCLGES module is based on the combination
of the race-hazards glitches and the ROs.

A. RING OSCILLATORS
The RO is a type of oscillator circuit commonly used in
digital integrated circuits to generate a continuous square
wave output. As depicted in Fig. 1, it consists of an odd
number of inverting stages (typically inverters) connected in a
loop or ring configuration. Each inverter in the ring introduces
a propagation delay (tpd ), which is described as

tpd = k.Cload .Req (1)

where k is a technology-dependent constant, Cload is the load
capacitance per inverter, and Req is the equivalent resistance
seen by each inverter.

The total delay (T ) around the ring oscillator loop is the
sum of the propagation delays of all the inverters. If there are
(N ) inverters in the ring, then:

T = N .tpd (2)

The frequency (f ) of oscillation is inversely proportional to
(T ) and is given by

f =
1
T

=
1

N .tpd
(3)

B. CROSS-COUPLED LOGIC GATES
Cross-coupled (CC) LGs can indeed be used to construct ran-
dom number generators, particularly those based on chaotic
systems or feedback loops that exhibit sensitive dependence
on initial conditions. CC-LGs refer to a class of logic circuits
where the outputs of gates are fed back as inputs to other
gates in a cyclical manner. One common example is the Set-
Reset (SR) latch, which uses CCNOR,XOR, or NANDgates.

CC-LGs, such as those in an SR latch, are essential for creat-
ing stable memory elements and sequential logic circuits.

FIGURE 2. An example of CCX LGs.

They rely on feedback to maintain state, making them
useful in applications where memory or state retention is
required. Variations in manufacturing, temperature, or power
supply can affect the delay of each inverter, leading to
unpredictable variations in the oscillation frequency. This
variability can be exploited to generate random numbers.
As illustrated in Fig. 2, the CC XOR (CCX) is a logic circuit
that can function as an oscillator and generate various race
hazards. The CCX module has been explicitly explained
in [2]. This cross-coupled XOR configuration enables the
generation of varying output behaviors based on the input port
values of in1 and in2. Table 1 shows that the CCX has three
distinct output modes: oscillation, stable, and unpredictable.
When in1=in2=0, the CCX functions as two head-to-tail
buffers. In this state, out1 and out2 hold the same unknown
value, with a phase difference determined by the sum of the
buffer delays and the wire delays. When in1 is not equal
to in2, the CCX is comparable to an inverter with a buffer
attached to its head and tail.

In this configuration, out1 and out2 behave as a ring
oscillator. When in1=in2=1, the CCX effectively operates
as two inverters connected in a head-to-tail configuration.
In this state, out1 and out2 maintain opposite values, with
their phase difference determined by the cumulative delay of
the equivalent circuit. Thus, the CCX is an intriguing module
that can function as an oscillator and produce random out-
puts when the circuit is continuously fed with random input
values.

FIGURE 3. An example of a complex braided XOR logic network.
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TABLE 1. The CCX output signal modes.

C. COMPLEX BRAIDED XOR LOGIC NETWORK
Braided XOR circuits are characterized by their intercon-
nected XOR gates, often forming intricate patterns to achieve
certain logical functions or provide diffusion in cryptographic
algorithms. To understand the real need to create a braided
XOR The CCX module has been logic network, we first
compare a traditional XOR circuit and the braided XOR
network. In a traditional XOR circuit, the signals typically
follow a more straightforward path through a series of XOR
gates. In this case, the propagation delay is generally more
predictable because the signal path is less complex.

Algorithm 1 The Demonstration of the Sequential Process-
ing of Inputs Through Multiple XOR Gates to Generate the
Final Output
Initialization:
1: Set variables A, B, C, and D to represent the inputs.
Step 1: Compute intermediate values
2: Calculate X1 = A XOR B
3: Calculate X2 = B XOR C
4: Calculate X3 = C XOR D
5: Calculate X4 = A XOR D
Step 2: Compute final outputs
6: Calculate Y1 = X1 XOR X2
7: Calculate Y2 = X2 XOR X3
8: Calculate Y3 = X3 XOR X4
Step 3: Calculate the defuzzification output
9:Display or store the values of Y1, Y2, and Y3 as the final
outputs.

FIGURE 4. Proposed HCCLG module.

Additionally, the XOR gate contributes its intrinsic delay
to the overall propagation delay. In contrast, in a braidedXOR

logic network, the signals may traverse multiple intertwined
paths through various XOR gates. The interconnection of
gates in a braided manner increases the complexity of the
signal paths. Subsequently, these aspects lead to the propa-
gation delay being more variable and potentially longer due
to the increased number of gates and the complexity of the
interconnections.

The complexity and interconnectivity of these circuits can
significantly impact propagation delay due to:

• Number of gates: The more XOR gates a signal must
pass through, the greater the cumulative delay.

• Interconnections: The complexity and length of inter-
connections between gates add to the delay.

• Gate loading: Each gate adds capacitive loading to the
previous stage, increasing the delay.

• Signal integrity: Complex braiding can affect signal
integrity, leading to potential timing issues and increased
delay.

Fig. 3 presents an example of a single-output braided XOR
logic network. The diagram features nodes for input variables
(A, B, C, D) shown as black circles, intermediate XOR gates
(X1, X2, X3, X4) represented as yellow circles, and the final
output depicted as a gray circle. Arrows within the diagram
indicate the signal pathways, illustrating the sequential pro-
cessing of inputs through various XOR gates to produce the
final output. Additionally, Algorithm 1 outlines the sequential
operation of a distinct braided XOR logic network featuring
multiple output signals. These examples of braided XOR
logic networks illustrate the range of options available for
implementing different diffusion techniques in cryptographic
algorithms. However, it is vital to engage in comprehen-
sive trial and error to determine the optimal circuit design
that complies with the NIST SP800-90B and BSI AIS-31
standards.

III. PROPOSED B+HCCES ARCHITECTURE
In this work, we introduce a new TRNG architecture is based
on CC-LGs combined with a complex braided XOR network
module. This design aims to produce a robust entropy source
capable of generating high-quality random sequences that
meet the standards of NIST SPA800-90B and BSI AIS 20/31
specifications. The proposed B+HCCES TRNG module pri-
marily relies on four sub-modules to generate high-quality
random samples: two Hybrid CC-LG (HCCLG) modules,
a Braided XOR LG (B-XOR-LG) module, a sampler, and a
post-processing module.

A single HCCLG module consists of two stages, as shown
in Fig. 4. The right-side stage comprises two ROs, which
generate two noisy square pulses, temp1, and temp2, when the
en signal is high. The left-side stage is a CCX module. The
inputs to the CCX module are temp1 and temp2. To increase
the ambiguity of the output signals of the CCX module, out1
and out2, we did not impose constraints on the temp1 and
temp2 signals. Thus, the CCX module can operate in any of
three different modes: unpredictable, oscillation, or stable,
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depending on the instantaneous values of the input signals.
The main function of the CCX module is to assist the ROs
in enhancing the randomness of the samples generated by the
HCCLG module.

FIGURE 5. Proposed B-XOR-LG module.

The B-XOR-LG module receives four different output sig-
nals from the two preceding HCCLG modules, as illustrated
in Fig. 5. These four inputs (in1, in2, in3, and in4) are
then processed through the proposed B-XOR network, which
heightens the race hazards at the three output signals (out1,
out2, and out3) due to the multiple paths and the presence
of two active feedback loops. This proposed B-XOR-LG
module was developed through extensive trial and error until
it successfully passed all NIST SP800-90B and BSI AIS-31
tests. Additionally, the two feedback signals between each
pair of successive XORs in the intermediate stage signif-
icantly enhanced the confusion of the final output signal.
The overall randomness of the final output was enhanced by
using the B-XOR-LGmodule with three output signals, as the
different jitter produced by these outputs will contribute to
greater diversity in the subsequent sampling stage.

The third module of the B+HCCES is the sampler. In a
TRNG, the sampler is a fundamental module for several
reasons. It gathers raw data from various sources, ensuring
that sufficient entropy is accumulated to generate true random
numbers. This raw noise data typically requires preprocessing
to eliminate biases and achieve a uniform distribution. The
sampler is capable of executing these functions, converting
raw noise into a format conducive to random number gen-
eration. Furthermore, as the raw data may display certain
correlations, the sampler facilitates the de-correlation of sam-
ples to enhance the overall randomness. The post-processing
stage encompasses a set of operations or techniques applied
to the output data following its initial generation or collection,
with the objective of improving its quality, usability, or adher-
ence to specific standards.

In a TRNG, post-processing serves several purposes. One
of its primary functions is to ensure that the random num-
bers exhibit a uniform distribution by eliminating any biases
present in the raw data. This is necessary for producing
genuinely random numbers that have an equal probabil-
ity of occurrence, which is a fundamental requirement for
numerous applications. Additionally, post-processing works
to reduce or eliminate correlations between samples. Raw
data from physical noise sources can sometimes exhibit

correlations, which can compromise randomness. By decor-
relating these samples, post-processing enhances the overall
randomness and independence of the generated numbers.
Furthermore, post-processing aims to increase the unpre-
dictability and randomness of the data. This involves employ-
ing various techniques to extract maximum entropy from
the noise source, ensuring that the random numbers are as
unpredictable as possible. This unpredictability is important
for applications in cryptography, security, and other fields
where high-quality random numbers are necessary. Overall,
post-processing in a TRNG is vital for refining the raw output
into high-quality random numbers suitable for a wide range
of critical applications.

IV. HARDWARE IMPLEMENTATION OF B+HCCES
The detailed hardware architecture of the proposed
B+HCCES system is presented in Figure 6. This system is
divided into two primary sub-modules. The first sub-module,
known as the B+HCCES TRNG architecture, consists of
two HCCLG modules. These modules share a common input
signal labeled ’en’, which activates them to generate output
pulses; otherwise, the output remains at logic 0.

To deliberately increase the propagation delay within the
interconnections between modules, we designed a configura-
tionwhere the four outputs from the twoHCCLGmodules are
closely interconnected with the B-XOR-LG module. Specif-
ically, the first and second output pins of the first HCCLG
module are connected to the second and fourth input pins
of the B-XOR-LG module, respectively. Similarly, the first
and second output pins of the second HCCLG module are
linked to the first and third input pins of the B-XOR-LG
module. This interconnected configuration also contributes
to the system’s ability to introduce additional time jitter. The
B-XOR-LG module outputs three signals, each of which is
directly connected to an input pin of a D Flip-Flop (DFF)
module. These DFFs collectively form the sampler mod-
ule within the B+HCCES TRNG architecture. The sampler
module plays a pivotal role in capturing the random values
generated by the B-XOR-LG module. The operation of the
sampler module is synchronized by a 300 MHz clock signal
provided by an embedded Phase-Locked Loop (PLL) unit.
This clocking mechanism ensures that the sampling process
occurs at a consistent and precise rate, facilitating the accurate
capture of random signals. The sampler module is critically
important as it enables the generation of high-quality random
numbers that adhere to statistical properties such as uniform
distribution, independence, and unpredictability.

By directly interfacing with the outputs of the B-XOR-LG
module, the sampler ensures that the inherent randomness
of the signals is faithfully captured and converted into dig-
ital data. Furthermore, the sampler plays a pivotal role in
minimizing biases and correlations that may arise during the
analog-to-digital conversion process. This helps to preserve
the integrity and reliability of the generated random num-
bers, making them suitable for a wide range of applications
including cryptography, simulations, and statistical analyses.
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FIGURE 6. The detailed structure of the B+HCCES TRNG architecture with the storage control module, and the serial module.

TABLE 2. Summary of computational performance and power
consumption for the proposed B+HCCES TRNG architecture with the
storage control module, and serial module.

TABLE 3. Table 1. The summary of computational performance and power
consumption for the proposed B+HCCES unit across the FPGA chip.

The three outputs of the sampler module are connected to
the post-processing module, as illustrated in Fig. 6. The
post-processing stage plays a pivotal role in the domain of

TRNGs by refining raw outputs into high-quality random
numbers essential for various applications. Key tasks per-
formed by post-processing algorithms include bias removal,
pattern elimination through whitening techniques, and rigor-
ous statistical testing to validate randomness. This process
is vital for enhancing the reliability and security of the
generated random numbers, guaranteeing they satisfy the
rigorous criteria necessary for cryptographic applications,
simulations, and other fields where impartial and unpre-
dictable randomness is crucial. TheXOR gates are commonly
employed in the enhancement and de-correlation of data from
TRNGs. XOR operations generate less predictable outputs
when using multiple bits, enhancing the randomness of the
produced numbers. Aggregating noise from various sources
improves the output’s reflection of true randomness. XOR
gates, suitable for real-time applications in TRNG systems
due to their simple implementation and low propagation
delays, are efficient in hardware. The second sub-module of
the proposed B+HCCES system handles the storage of gen-
erated numerical values and facilitates their transmission to a
computer for subsequent analysis, such as the NIST SP90-B
test and the BSI AIS-31 test. Initially, 8,388,608 bits of the
available 12,492,800 bits in the embedded Block Random
AccessMemory (BRAM) of the INTEL 5CGXFC9D6F27C7
FPGA were allocated for storing random numbers generated
by the B+HCCES TRNG architecture.

The clock speed for both read and write operations was
synchronized with the clock speed generated by the embed-
ded PLL, to simplify the design. Subsequently, a serial
bitstream generator was developed to read data from these
BRAM memory locations at a clock speed of 300 MHz.
This generator transformed the incoming bitstream into serial
frames before transmitting them to a laptop at a baud rate
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of 1 MHz. The orchestration of synchronization and control
signals among these modules is managed by the TRNG-Main
Control Unit (TRNG-MCU). This unit oversees the over-
all data processing flow, ensuring seamless operation and
efficient communication between the different components
involved in the data storage, extraction, and transmission
processes.

The detailed circuit structure of the second sub-module
within the proposed B+HCCES system exhibits a high level
of complexity, incorporating sophisticated mechanisms to
synchronize diverse elements during various data transfer
operations. Furthermore, it is equipped with dual opera-
tional modes to cater to both standard data streaming and
restart burst streaming, specifically designed to comply with
the stringent criteria outlined in the NIST SP90-B testing
standards.

The computational performance and power consumption
of the proposed B+HCCES TRNG system are illustrated
in Table 2. The results show that the entire system con-
sumed only 698 Adaptive Logic Modules (ALMs) out of the
total available resources of the INTEL 5CGXFC9D6F27C7
FPGA chip. One of the key features in digital system design
is the power consumption per the designed chip. In Intel
FPGAs, thermal power dissipation is systematically divided
into three key components: Estimated I/O thermal power
dissipation, Estimated core static thermal power dissipation,
and Total thermal power dissipation. Estimated I/O thermal
power dissipation pertains to the thermal energy generated
by input/output pins during data transfer, which is contingent
upon the switching activity and the operational load from
external devices. Estimated core static thermal power dissi-
pation refers to the power consumed by the FPGA’s internal
logic during periods of inactivity, predominantly arising from
leakage currents and the intrinsic characteristics of the silicon
substrate. Total thermal power dissipation combines both the
I/O and core static components, yielding a holistic measure of
the FPGA’s overall heat generation. This comprehensive eval-
uation is critical for effective thermal management strategies
and ensuring sustained operational efficiency.

The projected static thermal power dissipation of the core
is determined to be 533.50 mW, contributing to a total ther-
mal dissipation of 539.93 mW. Furthermore, an estimated
6.43 mW of thermal dissipation is assigned specifically to
input/output operations. These figures are derived under spe-
cific conditions: utilizing a 23mmheat sink in an environment
with air flows at 200 Linear Feet per Minute (LFpM) air-
flow and considering a 12.5% toggle rate for input/output
signals. Although the proposed B+HCCES TRNG system
has demonstrated highly optimized results in terms of logic
utilization and power consumption, conducting a direct com-
parison with other state-of-the-art contributions would be
inequitable for two reasons. First, many existing studies typ-
ically focus solely on modules responsible for deriving final
entropy values rather than considering the entirety of the
TRNG system. Second, many state-of-the-art implementa-
tions use an ASIC design flow, which inherently shows very

low power consumption. This is because, in the ASIC flow,
power consumption is measured based on the actual power
used by the logic cells, unlike FPGA implementations.

Therefore, we decided to analyze the proposed B+HCCES
TRNG architecture independently, excluding other modules
used for additional functions, such as internal storage, syn-
chronization, control operations, and serial data exchange.
The computational performance of the proposed B+HCCES
TRNG architecture, as illustrated in Table 3, reveals that this
FPGA implementation is notably efficient in both resource
utilization and energy consumption. The design employs
23 combinational ALUTs and 3 dedicated flip-flops, result-
ing in a total requirement of 11.5 ALMs. Thermal power
dissipation is meticulously distributed, with 0.02 mW for
combinational cells, 1.79 mW for the clock enable block,
0.04 mW for register cells, and 2.46 mW for I/O operations,
contributing to a total thermal power dissipation of 4.31 mW.

Furthermore, the implementation achieves an impressive
energy efficiency of 0.01436 pJ per bit, underscoring its
potential for low-power, high-performance applications. One
of the most critical aspects of this design is the elimination of
all IP (Intellectual Property) cores, except for the PLL. This
constraint was strictly enforced for several reasons, which
will be detailed in the following sections.

In the context of FPGAs, choosing to develop proprietary
IP rather than relying on third-party IP cores presents several
advantages. Firstly, creating our own IP can lead to substan-
tial cost savings.

By avoiding the licensing fees typically associated with
third-party IP, we reduced the prototype expenses. Addition-
ally, in-house IP development allows us to tailor solutions
precisely to specific needs, optimizing performance and effi-
ciency for the application.

Another advantage is the increased independence and
flexibility gained from developing in-house IP. By avoid-
ing reliance on external vendors, organizations can handle
updates, bug fixes, and support internally, resulting in faster
development cycles and greater ease in making necessary
adjustments. Moreover, controlling IP internally provides
comprehensive oversight of its design and implementation,
enhancing security and mitigating risks associated with vul-
nerabilities in third-party solutions. Retaining full intellectual
property rights further strengthens control over the technol-
ogy. Custom IP can be designed to integrate seamlessly with
existing systems, thereby minimizing potential compatibil-
ity and integration issues. Additionally, developing in-house
IP promotes the growth of the team’s technical skills and
expertise, which can be beneficial for future projects and
innovation.

Avoiding vendor lock-in is another significant benefit.
Dependence on third-party IP can limit future projects to spe-
cific vendors and their ecosystems. Developing proprietary IP
allows for greater freedom in selecting tools and platforms.
Additionally, managing in-house IP ensures that long-term
maintenance and support can be tailored to specific needs,
rather than relying on external vendors whose support might
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change or be discontinued. However, it is essential to consider
these benefits alongside potential drawbacks, such as the
time required for development, the complexity of managing
proprietary IP, and the need for specialized knowledge.

V. EXPERIMENTAL RESULTS
This section presents an entropy analysis of the non-
deterministic sampling module in the proposed B+HCCES
TRNG architecture. Entropy, a measure of the randomness or
information content of a data source, is critical in evaluating
the performance of TRNSs. Specifically, Shannon entropy is
emphasized, as it quantifies the unpredictability of a random
bit stream, serving as a metric for the level of disorder or
uncertainty inherent in the data.

Higher entropy values signify a more secure and unpre-
dictable output, which is necessary for cryptographic appli-
cations. In this context, the entropy analysis aims to assess
the quality and robustness of the random bit stream generated
by the proposed B+HCCES TRNG architecture, ensuring
its compliance with security standards and its suitability for
use in various security-sensitive applications. To validate
the performance of the proposed B+HCCES TRNG archi-
tecture, we conducted two primary entropy tests: the NIST
SP800-90B tests and the AIS 31 tests. Additional tests for
evaluating the statistical properties of a TRNG include the
Diehard and Dieharder Tests. However, we opted to use the
NIST SP800-90B tests and the BSI AIS-31 tests due to their
robust and reliable results.

Both tests utilize a range of statistical measures to assess
the randomness of outputs from TRNGs. The first test is
Excursion, which evaluates deviations from the expected
mean, highlighting potential biases. The next test is NumDi-
rectionalRuns, which counts sequences of consecutive iden-
tical bits. Following that is LenDirectionalRuns, which
analyzes the lengths of these runs to determine consistency in
randomness. The fourth test, NumIncreasesDecreases, tracks
the total number of increases and decreases, revealing trends
within the output. The fifth test is NumRunsMedian, which
provides insights into the median lengths of runs, reflecting
typical output characteristics. Next, LenRunsMedian assesses
the median length of runs of identical bits.

The seventh test, AvgCollision, assesses the average num-
ber of collisions among outputs, indicating their uniqueness.
The eighth test is MaxCollision, which identifies the max-
imum number of collisions for any single value. The ninth
test, Periodicity, checks for repeating patterns in the output
at various intervals (1, 2, 8, 16, and 32 bits). The tenth test
is Covariance, which evaluates dependencies between bits
at specified intervals. Next, Compression analyzes the out-
put’s compressibility, with high compressibility suggesting
non-randomness. The twelfth test, Chi-square Independence,
examines whether the observed frequency distribution aligns
with expected randomness. Following that is the Chi-square
Goodness of Fit, which assesses how well the data conforms
to a theoretical distribution. The fourteenth test is the Length
of the Longest Repeated Substring Test, which identifies the

TABLE 4. Results of NIST SP90-B test.

longest repeating substring to detect patterns. Finally, the last
test is the Restart Test, which investigates how frequently the
output returns to an initial state, revealing potential periodic
behavior. Subsequently, these tests offer a comprehensive
evaluation of the output’s unpredictability and its adequacy
for cryptographic applications.

VI. NIST SP800-90B TESTS
The NIST SP 800-90B recommendations are fundamental
for evaluating TRNGs because of their rigorous criteria for
assessing randomness and security. The NIST SP800-90B
test’s evaluation of a TRNG entropy is strengthened with the
incorporation of three distinct c[i] values, allowing for the
calculation of statistical measures of randomness like sample
entropy, Shannon entropy, and conditional entropy. Assessing
randomness with varied sample sizes or conditions enhances
the assessment’s reliability.

The test more accurately identifies potential weaknesses in
the output by comparing its values to predefined thresholds.
This analysis, with its multifaceted approach, strengthens
the evaluation of the TRNG’s fitness for cryptographic uses,
thereby generating reliable and secure random numbers.
Standardization through NIST SP 800-90B is important for
comparing various TRNGs and confirming their adherence to
consistent security and performance standards. Compliance
with these guidelines is vital for ensuring that TRNGs deliver
the high level of security necessary for cryptographic appli-
cations that depend on random numbers.

As shown in Table 4, the proposed B+HCCES TRNG
architecture successfully passed all evaluated tests under the
NISF SP800-90B framework. This comprehensive evaluation
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demonstrates the effectiveness and reliability of the TRNG
design in producing high-quality random numbers. The
Chi-square independence test yielded a p-value of 0.594202,
well above the typical threshold of 0.05, indicating that there
is no significant deviation from expected random behavior.
Thus, the numbers generated by the TRNG are independent
and unbiased. Similarly, the Chi-square goodness-of-fit test
produced a p-value of 0.517031. This result further confirms
that the distribution of the generated random numbers closely
aligns with the expected uniform distribution, reinforcing
the TRNG’s capability to produce random numbers with
the desired statistical properties. The length of the longest
repeated substring test and the restart test were both passed,
demonstrating the TRNG’s effectiveness in avoiding long
sequences of repeated patterns and its ability to successfully
restart its operation.

These outcomes are essential for maintaining the random-
ness and unpredictability of the generated numbers.

The restart test is notably relevant within the NIST SP
800-90B suite, as it measures the TRNG’s capacity to produce
unbiased and unpredictable numbers following a restart or
reset. If a restart or reset results in a predictable sequence,
it may undermine the randomness and security of the gen-
erated numbers, which is particularly vital for applications
requiring high levels of security, such as encryption. To visu-
alize the random sequences generated after a restart, the chip
was restarted 1,000 times, with 1,000 bits of random samples
(nonces) collected during each restart operation. Fig. 7 shows
the binary streams of 3 bytes after six restart operations. Fig. 8
presents four distinct power-up batches, each comprising
250 nonces, with each nonce measuring 125 bytes.

In terms of entropy, the TRNG demonstrated a minimum
entropy per bit of 0.992343 and a minimum entropy per
byte of 7.938744. These high entropy values indicate that
the TRNG produces random numbers with a high degree
of uncertainty and unpredictability, which is significant for
applications requiring secure and reliable random number
generation.

FIGURE 7. Test results of six restart tests.

A. AIS 31 TESTS
As illustrated in Table 5, the results from the AIS 31 tests
demonstrate that the proposed B+HCCES TRNG (True Ran-
dom Number Generator) architecture successfully passed all
evaluations. This outcome is significant, as it underscores
the TRNG’s capability to meet the stringent requirements
of the AIS 31 standard, which is crucial for ensuring
high-quality randomness in the generated numbers. The AIS

FIGURE 8. Distributions of four power-up batches: Each batch consists of
250 samples, each with a 1000-bit length.

31 tests assess various statistical properties of random num-
bers, including their uniformity, independence, and unpre-
dictability. Passing all these tests confirms that the TRNG
consistently produces random numbers with the desired
characteristics, making it suitable for security-sensitive appli-
cations. The successful completion of these tests reflects
the TRNG’s reliability and adherence to established stan-
dards for randomness. Additionally, the entropy score of
7.996781 achieved by the TRNG is noteworthy. Entropy,
in this context, quantifies the uncertainty or unpredictabil-
ity in the random numbers produced. The near-maximum
entropy score of 8 bits per byte indicates that the TRNG
generates random numbers with a high degree of randomness
and minimal bias. This high entropy value is critical for
ensuring that the random numbers are truly unpredictable
and suitable for applications requiring robust cryptographic
security.

TABLE 5. Results of AIS-31 test.

VII. COMPARISON WITH EXISTING TRNGS BASED
ON FPGA
Applications requiring high throughput from TRNGs include
a range of fields that demand rapid generation of random
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TABLE 6. Performance comparison with the state-of-the-art trng implementations.

numbers for security and efficiency. For instance, in cryp-
tographic systems, such as those used in secure commu-
nications, TRNGs need to produce random numbers at
rates exceeding 1 Gbps to effectively support encryption
and decryption processes. Similarly, in online gaming and
gambling, where fairness is crucial, platforms often require
TRNGs to deliver random outcomes at data rates around
100 Mbps to manage multiple simultaneous user requests
without latency. Financial services, particularly in online
banking, also rely on high-throughput TRNGs, needing gen-
eration rates of up to 10 Mbps for secure token generation
during transactions. Thus, the high throughput of the TRNG
systems is important in many applications that require high
speed to handle multiple requests simultaneously.

As depicted in Table 6, distinct differences emerge
when comparing various TRNGs based on their hardware
resources, portability, and throughput. The RO TRNG [12],
implemented on a Spartan-6 FPGA, demonstrates the lowest
throughput of 0.76 Mbps, with minimal hardware resources
(4 LUTs and 3DFFs). Despite usingmore hardware resources
(9 SLICEs), it still represents a notable step up from the RO
TRNG in terms of performance. The STR (Serial TRNG)
[14], on the same Spartan-6 platform, achieves a throughput
of 100 Mbps, using 56 LUTs and 19 DFFs. This implemen-
tation strikes a balance between hardware resource usage and
performance, offering a significantly higher throughput com-
pared to the RO and LXOR TRNGs. The DCFL (Dual Clock
Frequency LFSR) TRNG [15], implemented on a Cyclone-IV
FPGA, provides a throughput of 150 Mbps with a more
substantial hardware footprint of 298 LUTs. While it delivers
a higher throughput than the Spartan-6-based designs, its
resource requirements may affect its suitability for resource-
constrained applications. The STR TRNG [16] on a Virtex-5
FPGA achieves an even higher throughput of 200 Mbps,
using 320 LUTs and 320 DFFs. This design improves upon
the throughput of the DCFL TRNG but demands consider-
able hardware resources, which may limit its applicability in
environments with stringent resource constraints.

The MSFRO (Multi-Stage Frequency Random Oscillator)
TRNG [17], implemented on a Virtex-6 FPGA, delivers a
very high throughput of 290 Mbps while using only 24
LUTs and 2 DFFs. This TRNG demonstrates excellent per-
formance in terms of throughput relative to its hardware
resource requirements, making it an efficient choice for high-
performance applications. The DCCX (Dual Clock Chaotic
XOR) TRNG [2], implemented on both Artix-7 and Kintex-7
FPGAs, shows a throughput of 150 Mbps and 200 Mbps,
respectively, with consistent hardware resource usage of 12
LUTs and 10 DFFs. This implementation provides flexibil-
ity in choosing different FPGA platforms while maintaining
a balance between throughput and hardware resource con-
sumption. Finally, the B+HCCES TRNG, implemented on
a Cyclone-V GT FPGA, exhibits the highest throughput of
300 Mbps with a hardware resource requirement of 23 LUTs
and 3 DFFs.

This design not only delivers superior throughput but also
demonstrates efficient use of hardware resources, making
it a strong candidate for applications requiring high-speed
random number generation. Overall, the B+HCCES TRNG
outperforms its peers in terms of throughput while maintain-
ing a reasonable hardware footprint and offering a compelling
balance between performance and resource utilization. Most
state-of-the-art contributions do not address the power and
energy aspects of their TRNG modules and systems, focus-
ing instead on logic utilization and overall throughput of
the TRNG circuit. However, incorporating these two addi-
tional key metrics is crucial to completing the design cycle,
as understanding power consumption is essential for deter-
mining the suitability of the TRNG for various applications.
Additionally, it is important to compare the power con-
sumption of only the TRNG module, as well as the power
usage after incorporating the additional modules responsible
for bitstream aggregation, storage, and transmission, which
together form the complete TRNG system.

As illustrated in Table 6, the proposed B+HCCES TRNG
in this work has a power consumption of 0.5399 W, whereas
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the MSFRO system [17] exhibits a much higher power con-
sumption of 3.687 W, making it approximately 6.83 times
more power-hungry. Similarly, in terms of energy consump-
tion, the system in this work consumes 1.799 nJ/bit, while the
MSFRO system [17] shows a consumption of 12.712 nJ/bit,
indicating that it uses about 7.06 times more energy. These
comparisons highlight that the MSFRO system [17] is con-
siderably less efficient than the system discussed in this work,
suggesting that the latter may be better suited for applications
with strict power and energy constraints.

In comparing the performance metrics of the two TRNG
modules, notable distinctions can be observed in terms of
power consumption, energy efficiency, and throughput. The
TRNG module presented in this work has a power consump-
tion of 4.31 mW and an energy consumption of 0.0143 pJ/s,
achieving a throughput of 300 Mbps.

In contrast, the STR module [14] exhibits a slightly lower
power consumption of 1.15 mW and energy consumption of
0.0115 pJ/s, with a throughput of 100 Mbps. While the STR
module [14] demonstrates lower power and energy metrics,
the TRNG module in this work significantly outperforms it
in throughput, with an increase of 200 Mbps. This compar-
ison highlights the trade-off between power efficiency and
throughput capabilities, suggesting that the TRNG module
presented here may be more suitable for applications requir-
ing higher data rates, despite its higher power consumption.
The overall power consumption of the STR system [14] is
not specified. However, we are almost confident that our
proposed solution will demonstrate promising results, as we
did not rely on any intellectual property (IP) cores or exter-
nal modules; instead, we designed and optimized our own
TRNG bitstream aggregation and storage units. Conversely,
the STR system utilized Xilinx MicroBlaze IPs, which are
generic rather than optimized solutions. Furthermore, they
did not specify any memory block or provide an explana-
tion of how they stored the bitstream prior to transmitting
it via the relatively slow UART module to the computer in
detail.

The previous comparisons with state-of-the-art TRNG
modules highlight the key contributions and promising out-
comes of this work. However, it is important to note that
while the proposed B+HCCES TRNG module is optimized,
the overall B+HCCES TRNG system is not fully opti-
mized, and its maximum speed is constrained by the internal
design choices we made in the Storage and serial processing
architecture.

FPGAs are robust and adaptable devices utilized in numer-
ous applications, yet they are also vulnerable to various
types of attacks. Multiple attacks can target TRNGs, such
as temperature attacks, underpower attacks [34], electromag-
netic attacks [35], and hardware Trojan attacks [36]. Power,
temperature, and frequency injection attacks are particularly
effective at compromising the entropy of TRNGs that rely
on ring oscillators. These methods significantly weaken the
randomness generated by these devices.

FPGA power attacks targeting TRNGs take advantage of
variations in power consumption to extract sensitive data or
interfere with the TRNG’s operations. By examining power
traces during the random number generation process, attack-
ers can detect patterns that might expose internal states or
specific outputs. Power-wasting circuits, like ROs, can be uti-
lized to deliberately overload the power regulator, and studies
have indicated that such power attacks significantly reduce
the randomness of RO-based TRNGs [37]. Additionally, the
injected ring oscillator circuits inevitably produce excess
heat, which causes fluctuations in the overall temperature of
the FPGA chip over time.

Therefore, we implemented 2,000 ROs as a hard macro
and programmed them into the FPGA, following a similar
approach to the experiment described in [21]. These ROs
feature varying numbers of NOT gate stages, specifically 1,
3, 5, 7, 9, and 11 stages. The generated random numbers were
evaluated using NIST 800-90B and AIS31 testing standards.
The results indicated that fluctuations in voltage and temper-
ature did not affect the proposed B+HCCES TRNG module,
as it successfully passed all test suites.

The frequency injection attackmethod consists of injecting
a signal with a designated frequency into the clock lines or
essential timing components of an FPGA. This interference
can severely disrupt the FPGA’s typical functioning, resulting
in incorrect signal interpretations or the execution of unin-
tended tasks [38]. In this research, we exposed the proposed
B+HCCES TRNG module to four specific subharmonic fre-
quencies: 150 MHz (first subharmonic), 100 MHz (second
subharmonic), 75 MHz (third subharmonic), and 60 MHz
(fourth subharmonic). After the injection, we collected the
output bitstream sequences and analyzed them according to
the NIST SP800–90B and BSI AIS-31 standards. The results
indicated that all random numbers successfully passed the
tests, with the minimum entropy of the sequences fluctuating
by no more than 0.1087% both before and after the frequency
injection.

Based on these security validation observations, our pro-
posed TRNG demonstrated robust and resilient performance,
successfully operating under significant threats. While fur-
ther testing could provide additional insights into its capa-
bilities, such evaluations would necessitate more expensive
equipment and specialized environments. Additionally, some
tests are exclusively applicable to ASIC-based chips, limit-
ing their relevance for our FPGA implementation. Overall,
the findings affirm the TRNG’s effectiveness in maintaining
security under challenging conditions [39], [40], [41], [42].
It is essential to emphasize that researchers in this domain

primarily focus on the ability of their systems to generate
high-quality random numbers rather than solely comparing
output entropy values with other leading methods. As long as
the generated bitstream successfully passes all statistical tests
set forth by recognized standards, such as NIST SP800-90B
and BSI AIS-31, and meets the established thresholds
for randomness, the emphasis shifts toward practical
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performance. Consequently, the primary objective is to pro-
pose an innovative TRNG circuit capable of producing
diverse and high-quality noise bitstreams that can withstand
scrutiny [43], [44], [45]. Additionally, significant attention is
devoted to optimizing various parameters that influence noise
generation. This includes factors such as the utilization of
logic resources, the throughput of the bitstream, and overall
energy consumption, all of which are crucial for ensuring
efficiency and effectiveness in real-world applications. These
aspects are further elaborated in Table 6, which outlines the
specific optimizations and their implications for the perfor-
mance of the TRNG.

Also, it is important to note that we employed a single
FPGA chip for bitstream generation, without relying on any
external hardware components. This method provides a con-
siderable cybersecurity advantage, reinforcing the resilience
of our TRNG module against potential hardware hacking
threats.

VIII. CONCLUSION
The B+HCCES TRNG architecture, implemented on a
Cyclone-V GT FPGA, achieves an impressive through-
put of 300 Mbps while efficiently utilizing only LUTs
and 3 DFFs. This remarkable design not only meets but sur-
passes the stringent evaluations of both the NIST SP800-90B
and BSI AIS-31 tests, which are critical benchmarks in
assessing the quality and reliability of random number
generators. Furthermore, when compared to existing FPGA-
compatible TRNGs, the B+HCCES TRNG demonstrates
exceptional performance metrics. The comparative analysis
reveals that the proposed TRNG excels in striking an optimal
balance between resource utilization, throughput, and the
overall quality of the generated output sequence. This effi-
cient use of resources allows for scalability and adaptability
in various applications without compromising performance.
As a result, the B+HCCES TRNG sets a new standard in the
field of random number generation, offering a highly effi-
cient and high-performing solution specifically tailored for
FPGA-based systems. This advancement not only enhances
the security and reliability of applications that depend on
random number generation but also paves the way for future
innovations in TRNG design and implementation.
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