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Abstract—Vehicular Edge Computing (VEC) is a transportation-specific version of Mobile Edge Computing (MEC) designed for
vehicular scenarios. Task offloading allows vehicles to send computational tasks to nearby Roadside Units (RSUs) in order to reduce
the computation cost for the overall system. However, the state-of-the-art solutions have not fully addressed the challenge of
large-scale task result feedback with low delay, due to the extremely flexible network structure and complex traffic data. In this paper,
we explore the joint task offloading and resource allocation problem with result feedback cost in the VEC. In particular, this study
develops a VEC computing offloading scheme, namely, a Lagrange multipliers-based adaptive computing offloading with prediction
model, considering multiple RSUs and vehicles within their coverage areas. First, the VEC network architecture employs GAN to
establish a prediction model, utilizing the powerful predictive capabilities of GAN to forecast the maximum distance of future
trajectories, thereby reducing the decision space for task offloading. Subsequently, we propose an real-time adaptive model and adjust
the parameters in different scenarios to accommodate the dynamic characteristic of the VEC network. Finally, we apply Lagrange
Multiplier-based Non-Uniform Genetic Algorithm (LM-NUGA) to make task offloading decision. Effectively, this algorithm provides
reliable and efficient computing services. The results from simulation indicate that our proposed scheme efficiently reduces the
computation cost for the whole VEC system. This paves the way for a new generation of disruptive and reliable offloading schemes.

Index Terms—Vehicular Edge Computing, Result Feedback, Task Offloading, Resources Allocation, Swarm Intelligence.

1 INTRODUCTION

Obile Edge Computing (MEC) is an emerging com-
Mputational paradigm that aims to push computing
and data storage capabilities towards the network edge in
order to be closer to end-users and mobile devices for local
and faster execution. It aims to alleviate the computational
burden on mobile devices [1]. MEC offers advantages such
as reduced network latency, alleviated network congestion,
and support for local data processing. Due to these advan-
tages, MEC has vast application prospects and potential [2].

Vehicular Edge Computing (VEC) is an emerging
paradigm that aims to transfer computing and data pro-
cessing capabilities closer to the vehicle in order to provide
faster, more dependable, and more secure vehicular applica-
tions and services [3]. Task offloading is a key technology in
VEC, which allows vehicles to offload partial computational
tasks to edge nodes or cloud servers for processing, thereby
reducing the computational load on vehicles themselves and
enhancing their computational efficiency [4]. For VEC task
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offloading, there are still some critical issues that are often
overlooked in current research.

It is worth noting that due to the high-speed mobility of
vehicles in the Vehicle to Infrastructure (V2I) scenario, V2I

of the computational results is small and the feedback delay
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In reality, the feedback delay poses significant challenges



the backhaul network, incurring additional delay. Feedback
delay also significantly affects the offloading decision and
resource allocation schemes [7]. Therefore, it is essential
to reconsider the scale of the offloading decision and the
allocation of computational resources among all vehicles.

In the context of the joint task offloadinG And resoUrce
allocatioN wiTh resuLt fEedback cosT (GAUNTLET) in
large-scale VEC scenarios, Reinforcement Learning (RL)
is commonly employed for its ability to quickly solve
large-scale problems with multidimensional state spaces
[8]. However, RL also faces certain challenges. For high-
dimensional environment, large-scale VEC scenarios often
involve a high number of vehicles, edge nodes, cloud
servers, and potential offloading tasks [9]. The resulting
state and action spaces can be extremely high-dimensional,
making RL training and convergence challenging. In VEC
scenarios, this can involve vehicle locations, task require-
ments, network conditions, and more. Finding the right state
representation can be non-trivia. When the number of tasks,
RSUs, or load capacities changes, the models need to be
retrained, incurring additional cost.

Taking into account the complexity of environmental
changes in the dynamic VEC network, we put forward a
task offloading scheme, named as a IAgrange multiplierS-
baSed adaptlve computinG offloadiNg with prediction
model (ASSIGN). This scheme leverages Generative Adver-
sarial Networks (GAN) to predict future vehicle positions
based on historical vehicle trajectories. Thus, addressing
the issue of unstable links caused by high vehicle mobility
and concurrently reducing the decision space for offloading
enhances algorithm efficiency. By constructing an adaptive
model and employing a heuristic algorithm based on La-
grange multipliers, we address the variability issues in real-
world scenarios. Our main goal is to reduce the average cost
in the entire VEC network, primarily targeting cost factors
related to task offloading, task transmission, and feedback.
In the following, we outline our main contributions.

e Develop an adaptive VEC-integrated distributed task
offloading scheme that copes with the time-varying
network conditions and diverse user requirements
in the VEC network. This architecture establishes an
adaptive optimization model to handle the dynamic
multi-dimensional features of the system and further
dynamically adjusts the system optimization objectives.

o To mitigate the influence of vehicle mobility on
the offloading efficiency of the overall system, we
employ GAN to predict the real-time future locations
of vehicles. This GAN-based prediction serves as a
pre-processing component, effectively reducing the
decision space for V2I offloading decisions while
further enhancing the efficiency and stability of the
system.

o Formulate the problem of GAUNTLET as a Mixed-
Integer NonLinear Program (MINLP) problem and
solve optimization problem using the Lagrange
Multiplier-based Non-uniform Genetic Algorithm
(LM-NUGA). This approach has high computational
efficiency to cope with dynamic scenarios. Through
extensive simulation experiments, we demonstrate that
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the proposed scheme achieves efficient computation
services at a lower cost for solving the GAUNTLET
problem in highly dynamic scenarios.

2 RELATED WORK

This section provides a literature review on task offloading
in VEC through the implementation of diverse algorithms.
Additionally, we discuss several studies that consider result
feedback for task offloading. Finally, we highlight the inno-
vative aspects of our research in comparison to other works
in the field.

2.1 Task Offloading in VEC

The offloading approaches include infrastructure-assisted
[10], vehicle-assisted [11], and a combination of both meth-
ods [12]. In [13], the authors employ convex optimization
techniques to decompose the joint optimization problem
into two decoupled sub-problems, addressing the issue of
synchronous offloading among multiple vehicles. In [14],
the authors utilize RL methods to address the problem
of vehicle offloading service assistance. Additionally, they
establish a migration decision model through Software-
Defined Networking to facilitate the offloading process. In
[15], they employ Deep Reinforcement Learning (DRL) to
solve the task offloading and resource allocation strategies
in highly dynamic environments, achieving the minimum
total system cost. In [16], the authors use a two-stage Stack-
elberg game model to address resource pricing and task
offloading issues, and they theoretically prove the existence
of a unique Nash equilibrium. For specific details, please
refer to supplementary file.

2.2 Task Offloading with Result Feedback

Recently, several studies begin to address the issue of result
feedback in task offloading [17]. In [18], the authors propose
an online learning framework based on Nash equilibrium to
address the peer-to-peer offloading problem with delayed
feedback in fog networks. In [19], in order to reduce the
energy consumption, the authors investigated a joint com-
putation and communication mechanism for computational
result downloading in an Orthogonal Frequency-Division
Multiple Access (OFDMA) system.

In VEC system, in [20], the authors employ a self-
learning algorithm to address the issue of timely service pro-
visioning for tasks subject to deadline constraints in vehicu-
lar cloud computing systems. In [21], the authors developed
a stable and efficient offloading method for edge computing
that does not terminate services despite the high mobility
of vehicles. In [22], the authors proposed a self-learning
offloading decision algorithm based on multi-armed bandit
theory to address the issue of link instability caused by
the high-speed mobility of adjacent vehicles during task
offloading. The aforementioned studies primarily focus on
efficient task offloading algorithms without considering the
allocation of computing resources. Additionally, they do
not address the joint optimization of delay and energy
consumption, nor do they consider the varying emphasis
on cost consumption in different scenarios.



2.3 Summary

From the analysis of the literature above, many current
studies do not offer almost real time services in dynamic
VEC network that take into account the result feedback.
The main factors contributing to the issue are the significant
motion of vehicles, which results in unreliable transmission
of links, a wide range of options for offloading decisions
that prevent algorithms from reaching a stable state, and
variable priorities placed on minimising computation cost
in different situations.

As for the challenges, we initially employs GAN to
construct a global predictive model, using historical vehicle
data to predict future positions and speeds of vehicles.
This approach reduces the offloading decision space com-
pared to traditional vehicle mobility models. By integrating
the global search capability of the NUGA and the precise
solution-finding ability of the Lagrange multiplier method
under specific conditions, the decision-making algorithm
LM-NUGA is proposed. Additionally, the mentioned adap-
tive model is integrated into the ASSIGN scheme, which
can provide on-the-spot services, simultaneously address-
ing both task offloading decisions and resource allocation
issues.

3 SYSTEM MODEL AND PROBLEM FORMU-
LATION

3.1 System Overview

In this section, the ASSIGN offloading scheme is introduced
to address the large-scale deployment of VEC-generated
vehicles. As depicted in Fig. 1, vehicles on the road gen-
erate various large-scale tasks, such as high-definition video
transmission, large online games, and metaverse, among
others. Offloading the extensive tasks requires a significant
amount of delay. Consequently, multiple RSUs are deployed
along the roads to facilitate the offloading of these large-
scale tasks. In an effort to minimize the computational
resources required for vehicular offloading decision-mak-
ing, in our ASSIGN architecture, the cloud serves as the
central execution platform for the entire predictive model
algorithm. This centralized approach enables the processing
and analysis of comprehensive vehicle data from various
sources, thereby facilitating accurate predictions of vehicle
positions and velocities for future time slots. Subsequently,
the predictive model is distributed to RSUs to assist in
the generation of offloading decisions. Each RSU possesses
both computational and communication capabilities. The
primary function of the RSU entails the optimization of task
offloading decision and computational resource allocations
for vehicular entities within its designated coverage area.
This optimization is conducted with consideration for both
the temporal halting parameters of the vehicles and the pre-
vailing conditions of the underlying network infrastructure
[23]. The most common notations are detailed in Table 1.
We investigate multi-task offloading across multiple
RSUs without sacrificing generality [24], where M =
{1,2,...,m} is a set of tasks generated by vehicles, each of
which generates a computational task that can be processed
either locally or offloaded to an RSU. If the vehicle stays
inside the coverage area of the current RSU after offloading,
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it can directly get the calculation results from the RSU where
the work is offloaded. Nevertheless, in the event that the
vehicle departs from the coverage area of the current RSU,
the computation results must be communicated from the
originating RSU to the RSU located at the vehicle’s present
position. To illustrate this, Fig. 1 depicts two scenarios of
task offloading. For instance, vehicles v; and v4 offload
their tasks to the RSU, and RSUg which situated at their
current location and subsequently transfer the offloaded
result to the RSU; and RSU;. Vehicles vo and v3 select other
available RSUs (i.e., RSU3 and RSU, ) in their proximity to
offload the task and transfer the result to RSUg and RSU,
after offloading.

Assuming that each task is indivisible and can only
offload to the local vehicle or RSU. Each vehicle has a
computation task defined as a tuple W, = (D, Croy Tin)
which can be processed either by the local vehicle or an
RSU, where D,,, represents the size of task, C,, represents
the required CPU cycle, and T, sets the maximum tolerate
delay. Regarding the decision variables, let a,,,, € {0,1} to
denote whether the computation task W, offloads to the
RSU. Specifically, a,,, = 1 indicates that the task W, is
offloaded to the RSU n, while a,,, = 0 implies it is not.
Simultaneously, let b,, € {0, 1} indicate whether task W,
is processed locally, where b,, = 1 means that task W,
is processed locally, whereas b,, = 0 indicates otherwise.
The relationship between the decision variables a,,, and by,
is given by (1), ensuring a one-to-one assignment between
tasks and offloading destinations.

N
> pn +bm =1, 1<m <M. 1)
n=1

3.2 Transmission Model
3.2.1 Task Offloading

In V2I, a critical concern is the determination of the trans-
mission rate at which tasks are offloaded from vehicles to
RSUs. The adoption of OFDMA is shown to be an effective
strategy to address this concern [25].

Puhm2l;ﬁ>

2
No + I, @

Ry =log, (1 +
In (2), P, signifies the transmission power for the uplink, i,
denotes the coefficient of channel fading, ,, is the distance
between RSU to vehicle m, § represents the exponent that
characterises the path loss, Ny and I}, denote noise power
and intercell interference, respectively. Intercell interference
can be mitigated through advanced techniques, including
interference alignment and continuous inference elimina-
tion [26]. In particular, when I} =0, the interference is
entirely nullified. Similarly, the downlink transmission rate
can be expressed as :

®)

Py lho |2 158
anzlog2<1+d | m>

No + 13,
For the purposes of this paper, we posit complete elim-

ination of intercell interference. Consequently, the wireless
transmission delay for vehicle m is formally expressed as:

e D 4)

mn = Ru
m
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Fig. 1. System illustration. v1 — v4 and v{ — v} indicate the current position of the vehicle before and after the offloading task.

TABLE 1
TABLE OF NOTATIONS.

Notation/Unit Description Notation/Unit Description

M — The number of tasks th, s The upload delay of task m

N — The number of RSUs trn S The result routing delay of task m

D,, MB The input size of each task tloe s The local computation delay of task m

Cm Geycle/s | The required CPU cycles th s The RSU computing delay of task m

Tm s The maximum torlerable delay r?. Mbps The backhaul tranmission rate

Umn —— The probability of task offload to RSU | t},, s The queueing delay for returning the result
m  — The probability of task offload by local | v — The coefficient of energy in loacl offloading

RY,  Mbps The uplink data rate frre® Geycle/s | The max computing capacity of RSU n

R‘fn Gc2ycle /s | The downlink data rate S m2 The road surface area covered by RSU

S*  m The mean floor space of vehicle P, W Uplink transmission power

B — The path loss exponent K — The number of vehicles and RSUs

No  dBm/Hz | Noise power Fl‘;gg Geycle/s | The average computing capacity of vehicles

I*  MHz The inter-cell interference F) f;‘Z Gceycle/s | The average computing capacity of RSUs

Here P, indicates the rated power, and the transmission
energy consumption ;. is calculated as follows:

3.2.2 Resull Feeaback

After finishing the task offloading at the RSU, in a situation
where the vehicle has moved outside the boundaries of the
present RSU, the result feedback delay, as articulated in (6),
is the sum of two components. The first delay is the routeing
delay between the offloading RSU and the RSU currently
hosting the vehicle. The second delay is the downlink trans-
mission delay from the current RSU to the vehicle [27].

Dy,
h
First is the delay from the offloading RSU to the RSU
presently hosting the vehicle, 7% is the initial backhaul
transmission rate. If multiple tasks are transmitted simulta-
neously between RSUs, it may lead to network congestion,
thereby affecting communication efficiency.To simulate the
impact of piled tasks on parallel task offloading schemes, we
use 7%, to represent the actual result feedback transmission
rate in practice.

+td, (6)

T —
tmn -

7
No + I, 7

218
rb =rbo ><€<1+Pd|hm| Lo >
where / is the adjustment coefficient which means the im-
pact on network congestion caused by parallel transmission.
Keep in mind that after offloading, if vehicle stay within the
RSU, the feedback delay is not exist.

The resulting downlink channel is unknown when the
decision is made about task offloading. The downlink trans-
mission rate RY, is used as a proxy for the downlink channel
in order to keep the system model feasible. The delay
required for vehicle m to receive the results of its download

from RSU via wireless transmission can be expressed as:

Dy,

th, = —=

®)

3.3 Computation Model
3.3.1 Local Computation

We define fo¢ as the local computation resources of vehicle
m, with units in cycles per second, Cy, is the total number
of CPU cycles required to compute one task, measured in
cycles. Therefore, the energy consumption £ and the square
of the frequency f!°¢ are indeed proportional. The delay and



energy consumption of vehicle m when it offloads a task to
itself can be expressed as by (9), and (10), respectively.

oc Cm
te = )
m

loc __ loc?
EX=vf Cp (10)

where v represents the coefficient of energy utilization in
the local offloading, which means the proportion of compu-
tational resource f.0¢ require task m to be computed locally.
In binary offloading usually set the coefficient to 1.

3.3.2 Computation at RSU

Here we address the allocation of computational resources
at RSUs for processing tasks generated by vehicles. Let f, >
0 denote the computational cost that RSU allocates to the
vehicle m in its coverage. Accordingly, we can define the
delay and energy consumption by (11) and (12), respectively.

Cn

=2 a1
E:nn = ;fcm (12)

We define the decision set S = {amo, @m1; - - -, Gmn }- Draw-
ing from the equations (4), (6), (8), (9) and (11) above, we
introduce tfnf,{ in (13).

toff o {tfze if Qmn = 0
mn —

. (13)
tqunn + t:rm + t'fr%m if amn =1

Next, we compute the maximum offloading delay 7.%/f
as in (14). It reflects the collection of t°//, indicates the

mn’
maximum offloading delay.
Tf;f;f = max {tf,{lf, tzg, e ,tf,{j:} (14)

Similarly, we derive the formula for energy consump-
tion:

Eoff —— Eir(ic if appn =0
mr Pt + PR+ PREE L BT if gy, =1
(15)

Finally, based on (14) and (15), we can express the total
cost associated with the edge execution scheme for a given
RSU n and task m as below, where 7 and 3% are the tuning
parameters.

Con = BT T8 + BE B (16)

3.4 Adaptive Model

In the pursuit of optimizing the system while considering
Quality of Service (QoS) and energy-related factors, we
devise an adaptive relational model to assign appropriate
weights BT (i.e, QoS significance) and 3% (i.e. energy
efficiency significance). The relationship between these two
weights is encapsulated in the following equation:

g+ 87 =1

Our proposed model dynamically balances these two
tuning parameters. We base our weight adjustments on a
set of key criteria.

17)
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o Consideration of overall QoS: Our fundamental ap-
proach is to holistically assess QoS, with varying as-
pects of QoS represented by w € [0, 1]. We propose a
metric, traffic density w in (18), that takes into account
the road coverage area, the number of RSUs, and the
number of vehicles. S; and S* represent the road sur-
face area covered by RSU and the mean floor space of
vehicle. NV is the number of total RSUs and n is the
number of vehicles in the range of RSU.

EN 1 _ SifnS*
=1 S,
N

o Evaluation of RSU load: We evaluate the load degree
of RSUs. According to the relationship between RSUs
and the calculation capacity of vehicle numbers, the
load degree primarily determines the magnitude of the
influential factor o € [0,1]. In (19), the parameter %
governs the steepness of the sigmoid curve. L denotes
the load level of RSUs, quantifiable through metrics like
CPU utilization or the length of the task queue. Linreshold
serves as a critical threshold, identifying when RSUs are
deemed to be under high load, adjustable according to
system needs. This equation portrays ¢ as a sigmoid
function, with o increasing as L exceeds the threshold.
indicating a higher load degree and a greater influence
of load on the QoS weight. It can adjust the parameters
and the threshold value to fit any scenario.

(18)

o =

1
O' =
1+ exp(—k(L — Linreshold))

o Comparison of computing capacity: Vehicles typically
have less computing capacity compared to RSUs. By
evaluating the average computing capabilities of both
vehicles and RSUs, the influence weight is established
as ¢ € [0,1]. The factors o and g are contrasting
influences that fulfill the condition o + o = 1. As the
QoS requirements increase, so does the demand for
higher computing capabilities in RSUs.

N max avg
,BE = {0, (1 _ 27;(:1 n > 4 Qﬂggg} (20)

=1 firew ) Forg
In (20), K is the total number of RSUs and vehicles. f*%* is
the maxium computing capacity of the RSU n. F}.’¢ denotes
the mean computing capacity of the vehicles when locally
computing. I/} denotes the mean computing capacity of
the vehicles when offloading tasks to RSUs. There are nu-
merous elements that influence the link between the number
of RSUs and vehicles. For instance, when the RSUs’ number
increases, the percentage of weight 3 decreases, and the
corresponding percentage of weight 37 is higher, so delay

has a large impact on this situation.

(19)

3.5 Problem Formulation

In the whole VEC system, minimizing the total cost by
jointly the task offloading decision set S and the compu-
tation resource allocation f is our main objective, and in
order to deal with the GAUNLTLET problem, the objective
function C is given by (21):



Cla,b, fr,, fioe) =

M N
Z Z amnC:n_ytLOtal + bmcir(zc_total

m=1n=1

21

where C7-total and (Cloc-total denote the total cost at
RSU and local for task offloading. Thus, the problem with
optimization can be formulated as follows:

: C 7b7 7’" loc 22
L (@b, frns £1:°) (22)
M
s.t. Z Amnfr < Fr, 1<n<N (22a)
m=1
M
> b floe < Floe, (22b)
m=1

r_total
amnTmn < T,

1<m<SM1<n<N

(22¢)

b Th = < T,y 1<m < M (22d)
N

Z Ay + bm = la 1<m<M (228)
n=1

fr>0, 1<m<M1<n<N (22f)

e >0, 1<m<M (229)

A, b € {0,1} (22h)

This formulation is suitable for addressing the complex-
ities of joint task offloading, resource allocation, and result
feedback cost in large-scale VEC scenarios. Constraints (22a)
and (22b) ensure that the sum of computing resources
allocated to tasks by the cloud server does not exceed its
computing capacity, where F!°® and F! are the total com-
puting resource of the vehicle m and the RSU n. Constraints
(22¢) and (22d) indicate that the total delay to complete a
computing task cannot exceed the maximum delay tolerance
of tasks in order to maintain balance and stability of the
system, and the constraint (22e) ensures that a computa-
tional task is only offloaded to a single RSU to complete the
computation to ensure the completeness of each task.

Since the optimization problem (22) contains nonlinear
functions and integer variables, the optimization problem is
MINLP [28]. There are no polynomial-time algorithms avail-
able to solve the MINLP exponential explosion problem. To
overcome these obstacles, we use LM-NUGA, which con-
cludes the heuristic algorithm and the Lagrange multiplier
method in the next section to solve the offloading scheme
and the computing resource allocation, respectively.

4 PROPOSED SOLUTION

The preceding optimization problem (22) is a non-convex
optimization problem, which is challenging to solve with
conventional optimization techniques. In this paper, the op-
timization problem is solved by using the combination of an
improved NUGA and the Lagrange multipliers method. In
simple terms, we encode only the offloading scheme. Using
the Lagrange multiplier method can determine the near-
optimal resource allocation scheme under the offloading
scheme when a specific scheme is provided. In light of
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the preceding, we employ LM-NUGA to conduct a global
search for better solutions.

4.1 Pre-prossessing of ASSIGN

We introduce the GAN-based pre-processing method, and
build the pre-processing architecture through prediction
model. The obtained prediction model can judge the num-
ber of target RSUs for task offloading, minimize the decision
space and improve the overall effectiveness in the whole
VEC system.

4.1.1 Preliminaries

GAN is a conventional model that differs from GSNs and
Boltzmann machines in that it relies solely on backpropaga-
tion without employing complex Markov chains [29].

The objective of GAN is to establish a predictive model
for future traffic conditions based on the current traffic
situation [30]. In this context, the driving conditions of
vehicles are denoted as V = {V.UV,}, V. is the vehicle
state and V. is the road state. The data set for V. is denoted
as V. = {viq, x, y,vs }, where v;q represents the quantity of
vehicles. (x,y) reflects the vehicle’s location, v, represents
the current velocity. Moreover, the road condition data
set V. = {Ps, Pe, Dy, Pd; Dvs N}. Ps and P, are the starting
and ending places of the road, respectively. py is a binary
variable that indicates if another vehicle is moving ahead of
the vehicle, pg is the distance from the vehicle to the vehicle
in front, and p, is the velocity of the vehicle ahead. N is the
total number of vehicles.

Vit1, Vigo, -

The relationship between current and predicted traffic con-
dition is defined in (23). The mapping function for predic-
tion model is defined as V; = F (V;), where V; is vehicle
condition data and F' is the mapping function at time ¢. V; 1
is the driving condition date of the vehicle predicted by the
generated network 1 s later. Besides, to assess the accuracy
of the prediction model, we designate the loss function [ as
below:

S Vipr] = F (V) (23)

l=FW)—FV) (24)

where F'(V;) denotes the actual data on traffic condi-
tions. Based on the above definition, the prediction model
can solve the mapping function F', which is equivalent to
minimize the loss function [.

1) Generative Model: The function of the generator is to
generate the predicted vehicle trajectory and other param-
eters in order to deceive the discriminator. The mapping
function G of the generative model is based on the vehicle’s
driving state. Here, Vtg represents the set of vehicle states
for the generative model, denoted as Vtg =G (Vi—1).

2) Distribution Model: The responsibility of the discrim-
inator in GAN is to differentiate. If the calculated trajecto-
ries closely resemble real trajectories, then discriminator’s
output is near to 1, indicating difficulty in distinguishing
them. The discriminator cannot evaluate the output of the
generator based solely on criteria V;_; or Vtg. The output
data of the generator regarding vehicle trajectories should



Algorithm 1: Pre-processing process for ASSIGN

Input : generator G, discriminator D, learning
rate wy and wq, date set 1,
1 Initialize G, D;

2 04 @

3 repeat

4 for Generator do

s || Ze={vieau, };

6 Vzlog(l—DT (Zt)),
7 S Sc—wgV;

8 end

9 for Discriminator do

10 V =log (D, (Z;)) + log (1 - D, (Zt));
11 T T+ wgV;

12 end

13 04 ¢;

14 Return o;

15 until GAN converge;
Output: mapping function G,

v@,% Z[logD(mm) n log(l _ D(G (Zo))))]

n
i=1

v
Discriminator

B N(O’ 1) Real Sample

or 1

2~ U(-1,1) N
Traffic

condition data @r

2 S 0(o())

Fig. 2. Diagram of the Framework for GAN.

not be used as the sole input for the discriminator to check
accuracy.

Fig. 2 shows the system framework diagram of GAN,
which includes a generator and a discriminator. The com-
plete flow of GAN is presented in Algorithm 1. In essence,
the pre-processing process can be regarded as the vehi-
cle trajectory prediction process, which involves solving
mapping function F, with the objective of minimizing the
loss function {. G and D, undergo training subsequent
to the generator and discriminator being initialized. The
output mapping function Gy is assigned of G, after training.
After the values of the generator G and discriminator D,
has been initialized, lines 4-8 and 9-12 show the training
process of them, respectively.

4.1.2 Prediction Model of GAN

This section describes the GAN-based prediction model for
vehicle trajectory prediction. On the one hand, the predic-
tion model estimates the maximum distance that vehicles
will travel in the future, which helps to determine the num-
ber of RSUs selected for offloading decision and narrows
the decision space. It enhances the precision of the ultimate
offloading decision solution. On the other hand, the model
also provides the future average vehicle velocity as a dis-
criminatory metric for mobility detection. It serves as an
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evaluation criterion for real-world scenarios by incorporat-
ing real-time vehicle positions into the penalty function of
the offloading decision algorithm. The following are the pri-
mary evaluation metrics for the prediction model:

n

trans __ max

tmaz - R%nin (25)
cn

comp __ “max
tmaz - r (26)

min

total __ ytrans comp

tmaa: - tma:r + tmam (27)

where (25) and (26) denote the maximum transmission
delay the computational offloading delay of the task. D7, ..
denotes the maximum data size of all tasks whose unit is
usually upto GB, R}i» is the minimum speed for transmis-
sion, which depends on the largest distance between RSUs.
The specific explanation of them is mentioned in subsection
3.2. C} .. is the maximum number of CPU cycles, which
means the amount of computation required for task offload-
ing, and f; ;,, is the minimum computing capacity of the
RSUs. tiotal is the maximum time that typically represents
the total time it takes to complete all tasks contained in
an application. Thus, we can obtain the maximum time
and predict the maximum distance traveled by the vehicle
within the maximum time, and select the RSUs within the
range of the distance as the offloading object to achieve the

purpose of reducing the decision space.

4.2 Offloading Scheme with LM-NUGA

In this section, we employ an improved Non-Uniform Ge-
netic Algorithm called LM-NUGA to deal with the problem
of offloading decision-making and resource allocation. We
focus solely on encoding the offloading scheme and utilized
the Lagrange multiplier method to determine the near-
optimal resource allocation scheme under a given specific
offloading scheme. This approach makes the entire system
better suited for highly dynamic VEC scenarios.

4.2.1 Preliminaries

Genetic Algorithm (GA) is a mathematical model of how
evolution happens in living things [31]. For specific details,
please refer to supplementary file.

First, we obtain the preliminary offloading decision by
using NUGA. By applying the Lagrange multiplier method,
we can determine the near-optimal resource allocation un-
der these decisions. Combining the advantage of NUGA in
global search that avoids getting trapped in local optima,
we can further optimize the process of solving offloading
decision within NUGA. This iterative process allows us to
obtain a more accurate offload decision.

4.2.2 Population Initialization

Population initialization is the process of creating an initial
group of random individuals at the onset of GA. It serves
as a starting point within the search space of the algorithm.
During initialization, various parameters are typically set
for each individual, including chromosome code, gene num-
ber, range of values, and fitness function. The choice of
population initialization method directly impacts the search
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Fig. 3. The Encoding of an individual.

space, initial conditions, and search paths, thereby influenc-
ing the overall global and local search performance of GA.

1) Chromosome Encoding: the specific encoding for in-
dividuals is illustrated in Fig. 3. Since the offloading scheme
is a two-dimensional binary number, it can serve as a coding
scheme. It is important to note that only the offloading
scheme is involved in the crossover and mutation operations
of GA. Once the offloading scheme has been identified,
the optimization problem (22) and the remaining resource
allocation problem become convex optimization problems.
These problems may be effectively handled by using the
Lagrange multiplier method. If constants such as a,,, and
b,, are involved and the other constraints are linear, the
optimization problem (22) turns into a convex optimization
problem. This approach significantly enhances the compu-
tational efficiency of GA.

2) Space Searching: according to constraints (22e)
and (22h), we set amn = {ami,@m2,...,amN} and
b = {bi,ba,...,bp} as the smallest unit genetic fac-
tors, which ensures that the constraints are met during
the crossover and mutation processes. For convenience,
Ki={al, ...  al, bi} isused to represent an individual.
For Tloc-total > () and T7-=t°'al > () it is easily obtained from
constraint (22c) and (22d).

U (FrH ) < Ty 1<m < M,1<n<N
(28)

b (t1°9) < T, 1<m <M (29)

Here we will demonstrate that the search space C, which
satisfies constraints (28) and (29), can serve as the feasible
region for the mutation operation. Since the delay in (28)
and (29) are only affected by environmental variables, we
can preliminarily judge whether the offload scheme a,,,, or
by, can satisfy constraints (22c) and (22d) when the compu-
tational resource allocation scheme is unknown, because if
constraints (28) and (29) are not established, then constraints
(22¢) and (22d) must not hold. It also improves the efficacy
of the algorithm, i.e., VK* € C.

3) Fitness Function: the fitness function is a critical
component of NUGA used to assess the fitness or character
of each individual during the evolutionary process. The se-
lection and reproduction of superior individuals depend on
their fitness function. The fitness function plays a vital role
in the performance and convergence speed of NUGA. The
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objective is to minimize total cost consumption in this work.
Once an offloading scheme is determined, the problem can
be formulated as below:

M N
Z Z(a CR_total +b CL_total)

fg’l}gc m=1n=1 (30)

M
s.t. Zamnf;m:Ff,m, 1<m<M1<n<N

m=1

(30a)
M

Dobnfi=F, 1<m<M (30b)
m=1

0< fr. <F"

mn?

0< floe<ploc 1<m<M

1<m<IM1<n<N (300
(30d)

where the constraints (30b) and (30c) are equality con-
straints because our objective function is to minimize the
total cost, and allocating all computing resources can reduce
the total delay.

(a) sufficiency condition: Problem (30) is a convex opti-
mization problem.

For simplicity, first we write gmn (fn) as prob-
lem (30), then the objection function can be written as

2%21 Imn (fmn)- FOT g (fmn), when @, # 0, its second
derivative is as follow:

a1z,  fi.

9mn (fmn) is @ convex function. Specially, when a,,,, =
0, gmn (fmn) = 0, which is also a convex function. There-
fore, gmn (fmn) is a convex function with respect to fyn,
and the objective function is a sum of convex functions. In
conculsion, the objective function is a convex optimization
problem.

The equality constraint Zn]\le Gn frnn = Fo,,, defines
a hyperplane in terms of f,,, which is a convex set. The
constraint (30b) is in the similar way. Constraint (30c) and
(30d) are the intersection of an open interval and a closed
interval, which is also convex set.

(b) necessary condition: The first derivative of the La-
grange function is 0.

we can construct the Lagrange function as follow:

>0,Yfmn >0 (31)

L(fpums faif M) =

mnsJm
Y

N
Z Z(a CR_total +b CL_total)

1
m=1n=1

N M
- Z Z An(amnf;n - Fr?m)

=1

(32)
n=1n

M
-

m=1

3

(bm loc __ F’rl?(;c)

m

1 are the Lagrange multiplier. Then the partial deriva-
tives are calculated for the parameters of the Lagrange
function respectively, and finally the near-optimal solutions
of f7" and f'°" are obtained.
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To evaluate the fitness of an individual, the fitness func-
tion is defined as follow:

Fitness = —C(a,b, 7, f1°") — Penalty (35)
where Penalty is the penalty function defined as
Penalty =
M
«a max (0, me’,ﬁ-tOt“l —Chn)
7712:1 (36)
M N
+a Z Z max (0, apm, CE-totl _ ¢,
m=1n=1

o is a penalty factor which is generally a large positive num-
ber, usually set to 10*. When o = 0, this implies that there
is no need to adhere to the constraints. Its role is to add
a penalty term to the fitness function to force the search
process during optimization to obey the constraints (22c)
and (22d).

4.2.3 The Basic Operation of LM-NUGA

In this section, we will introduce some basic operations of
NUGA, including selection, crossover, mutation, and the
design of non-uniform probability distribution functions.

1) Selection: the tournament selection method is em-
ployed to choose individuals with higher fitness values as
parents, generating the next generation of individuals [32].
To enhance the performance of NUGA, the concept of elite
preservation is employed, guaranteeing the participation of
individuals with the highest fitness in the reproduction of
the next generation. Furthermore, the individual with the
highest fitness is updated at each iteration. The detailed
process is presented in Algorithm 2.

2) Crossover: For detailed information regarding the
crossover, please refer to the supplementary file.

3) Mutation: For detailed information regarding the mu-
tation, please refer to the supplementary file.

4) Probability Distribution Function: the conventional
GA explores the search space in a uniform manner, which
can lead to the search getting trapped in local optima. In
contrast, NUGA is an evolutionary computation algorithm
that enhances the diversity of the search space by intro-
ducing non-uniform mutation operations. By modifying
the search scheme within the GA, the NUGA introduces
a non-uniform variation rate [33]. In our approach, the
non-uniform probability distribution function adopts an
exponential decay function, where the mutation probability
exponentially decreases with the increase in iteration count.

Pin(t) = Ve (37)

Algorithm 2: Near-optimal individual selection

Input : population K, elite K**, population size S
1 fors=1to .S do
2 | Randomly choose two individuals K* and K7;
3 Calculate f7, and f¢" corresponding to K*
and K7 according to (33) and (34);
4 Calculate the fitness of two individuals according
to the (35);
5 Select an individual K* with better fitness to
insert into K’;
6 end
7 if K* not in K’ then
8 | Replace the individual with the lowest fitness
with K*';

9 end
Output: better population K’

where p,,,(t) denotes the mutation probability at itera-
tion ¢, pn? represents the initial mutation probability, ¢max
is the maximum number of iterations, and A is a parameter
controlling the rate of exponential decay. In the experiment,
the values of A and p52) need to be designed according to
the parameters in the adaptive model to achieve the best
algorithm performance and search performance.

4.2.4 Overview of LM-NUGA

The LM-NUGA mainly includes initial population, selec-
tion, crossover, and mutation operations, which are shown
in Algorithm 3. In the initial population stage, a set of solu-
tions is randomly generated according to the search space C,
which is the first generation population K. In the selection
stage, the algorithm selects excellent and elite individuals
as parents of the next generation population according to
the fitness function (35) and updates the optimal individual
K. If the optimal individual is not in the population,
replace the worst individual in the population with the
optimal individual K% . In the crossover and mutation
stage, the algorithm designs the probability of crossover and
mutation through the non-uniform probability distribution
function. At the same time, the algorithm can always satisfy
constraints (22e) and (22h) in the process of crossover and
mutation, which reduces the search space and improves the
efficiency of the Algorithm 3.

For detailed information regarding the complexity anal-
ysis of LM-NUGA, please refer to the supplementary file.

4.3 The Complete Process of ASSIGN

we describe the pre-processing of ASSIGN in 4.1, the
offloading decision-making algorithm with LM-NUGA in
4.2 in order to integrate the complete ASSIGN offloading
scheme. Algorithm 4 outlines the entire ASSIGN task of-
floading process. It takes whole VEC network as input,
the total cost required for system task offloading as out-
put, along with the computation resource allocation and
offloading schemes for each vehicle and RSU. The whole
implementation of ASSIGN is outlined as below.

Firstly, ASSIGN initializes its required parameters. Sec-
ondly, based on the extracted parameters, it calculates the



Algorithm 3: LM-NUGA

Input : population size .S, iteration times T,
crossover probability p., mutation
probability p,,, number of tasks from
vehicles m, number of RSU n, tasks W,,,

1 According to the constraints (28) and (29) to get the
search space C;

2 Generate a new population K according to the
search space C;

3 fort=1to T do

4 According to Algorithm 2, update population K
to K';

5 Perform the crossover operation on population
K' with probability p. to get population K"';

6 | To generate population K" from population K"
with a probability p,, using the mutation
operation;

7 | Calculate the fitness of K" and update the elite
individual K% ;

s K = KW;

9 t=t+1;

10 end

11 Use K¥ to calculate 7 and
Output: K, fI", floc”

mn

loc™ by (33) and (34);

mn

adaptive weights \F for different scenarios using (20).
Thirdly, ASSIGN constructs a prediction model. It calculates
the maximum delay required for vehicle task offloading and
determines the current location of vehicles. The information
is then used to determine the maximum number of RSUs
for task offloading, reducing the decision space and enhanc-
ing overall system efficiency. Finally, ASSIGN employs the
elite selection scheme from Algorithm 2 to choose suitable
individuals for optimizing the performance of LM-NUGA.
It utilizes Algorithm 3 to calculate task offloading decision
and allocate resources between RSUs and vehicles.

Algorithm 4: ASSIGN

Input: The entire VEC network

1 Extracts the raw data to initialize the parameters in
VEC network;

2 Calculate the adaptive model parameter 37 by (20)
based on the parameters in the scene;

3 Calculates the maximum delay of vehicle to
complete the maximum task offloading by using
Algorithm 1 to constructs the prediction model.

4 Perform Algorithm 2 and 3 to compute the
allocation of computing resources and offloading
decision for RSUs and vehicles.

Output: The total cost to complete the offloading
task, including task decision-making and
resource allocation results of RSUs and
vehicles.

5 EXPERIMENTS

This section outlines the performance evaluation of ASSIGN
which can be divided into four subsection. The system
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scenario and key evaluation parameters are introduced in
5.1. Subsection 5.2 evaluates the performance of the pre-
diction model based on GAN. Subsection 5.3 evaluates the
adaptive ability of ASSIGN in various scenarios, and finally
5.4 compares the efficiency of ASSIGN task offloading to
that of other mainstream schemes.

5.1 Evaluation Parameters and Scenarios

We evaluate a scenario where a 20-kilometer road is selected
and several RSUs are placed in VEC. The positions of each
vehicle are produced using the Simulation of Urban Mo-
bility (SUMO). A predictive model is employed to select a
subset of RSUs as examples for running the simulation. The
programming language employed is Python 3.7, while the
experimental simulation platform is a Windows 11 64-bit
system, incorporating libraries such as numpy, torch, and
matplotlib. We have uploaded the open source code of the
platform available on Github '. For detailed information re-
garding the evaluation parameters, please refer to the sup-
plementary file.

5.2 Evaluation of Prediction Models

100 200 300 400 500 100 200 300 400 500
Hidden Layer Units Hidden Layer Units

(@) (b)

Fig. 4. A comparison of the effectiveness of (a) test sets and (b) training
sets.

We evaluate the outcome of GAN-based predictive mod-
els in this section, and we will introduce the following two
performance metrics to evaluate the effectiveness of the
predictive model.

o Mean Absolute Error (MAE) : The average absolute er-
ror is the difference between the predicted and actual
values. The method of calculating the average absolute
error is to add the absolute errors of all samples and
then divide by the number of samples. The MAE rep-
resents the mean squared error between the actual and
predicted speeds, with units in meters per second.

S
Z ‘?js - ysl
s=1

o Average Accuracy (AA) : Average accuracy is a mea-
sure of the average performance of models in different
classes, and it is also the average accuracy of multiple
classes. It provides an overall performance measure,
which here represents the average accuracy of vehicle
trajectory predictions.

1

MAE = (38)

|

1. https:/ / github.com /NetworkCommunication/ASSIGN
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Fig. 5. Performance evaluation of GAN-based predictive model.
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(39)

In our GAN model, both the generator and discrimi-
nator are based on a seven-layer neural network architec-
ture. Initial learning rates of 0.02 and 0.01 are set for the
generator and discriminator, respectively. In determining
the effectiveness of GAN adversarial learning, the number
of hidden neurons is crucial. The generator may produce
samples with low fidelity if the number is too small. Over-
fitting may occur if the quantity is excessively high. In our
experiments, between 100 and 500 hidden neurons were
selected for training. The final number of hidden neurons
was determined by selecting the values that yielded the
highest AA and the lowest MAE. In Fig. 4(a) and 4(b), the
adversarial learning process and performance of model are
optimal when the number of hidden neurons reaches 300.

Fig. 5 depicts the training set and test set evaluation met-
rics for the GAN-based prediction model. MAE measures
the accuracy of our predictions of model. When the number
of hidden layer neurons is set to 300, the MAE value reaches
its minimum after approximately 75 iterations, signifying
that the model’s training performance satisfies the specified
criteria.

5.3 Assessment of Adaptability in Different Scenarios

In this section, we evaluate the effectiveness of adaptive
models in three distinct situations. Fig. 6 depicts the impact
of the value of delay and energy consumption for various
scenarios on the experimental outcomes of total cost.

To address various scenarios in the VEC network, we
develop a more realistic scenario model to simulate task
offloading. We consider three different scenarios to verify
the effectiveness of adaptability of our model: Commercial
Trunk Road (CTR), Village Trunk Road (VTR), and Residen-
tial Trunk Road (RTR). In the CTR scenario, there is a high
volume of traffic and vehicle density. Task offloading among
vehicles requires a high level of QoS to meet the demands.
On the other hand, in VIR scenario, the vehicle density is
lower, and vehicles are traveling at higher speed. In this
case, task offloading prioritizes energy efficiency considera-
tions to reduce energy consumption. The VIR scenario lies
between the CTR and VTR scenarios, encompassing both
aspects.

We analyse the overall computational cost in three
distinct environments, considering various factors such as
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task’s number, data size, and task’s complexities. In Fig.
6(a), 6(b) and 6(c), the trends of curves are stability under
various conditions. This indicates that our algorithm allows
the adaptive model to consider the trade-off between delay
and energy consumption in real-world dynamic scenarios.

5.4 Comparative Performance Evaluation

We list six baseline schemes to compare with our pro-
posed ASSIGN scheme in this section, including Lagrange
multipliers-based NUGA (LM-NUGA), Prediction Model-
assisted GA (PM-GA), Prediction Model-assisted PGL (PM-
PGL), Prediction Model-assisted PSO (PM-PSO), Prediction
Model-assisted Loacl (PM-LOC), and Prediction Model-
assisted Greedy (PM-GRE). Our scheme is denoted as AS-
SIGN, and we set the pre-processing parameters to the
same values and controlled variables to conduct compar-
ative experiments. For detailed information regarding the
aforementioned baseline schemes, please refer to the sup-
plementary file.

Fig. 7(a) shows the computation cost of PM-LOC, LM-
NUGA, PM-PSO, PM-GA, PM-PGL, PM-GRE, and ASSIGN
with different data sizes for each task. The experimental re-
sults show that when the number of tasks is set between
10 and 50, as the decision space required by the algorithm
increases, the computational complexity also increases. In
this scenario, the ASSIGN scheme has the lowest cost among
the seven schemes. Furthermore, as the number of tasks in-
creases and the dimensionality of the problem increases, the
search space grows exponentially, and each dimension may
contain critical information. This makes it difficult for PSO
to cover sufficient search space within a reasonable time-
frame, thereby hindering its ability to find the global opti-
mum after 25 tasks.

Fig. 7(b) illustrates the effect of different schemes with
varying numbers of RSUs, further demonstrating the ex-
pandability of ASSIGN. Except for local computation, the
overall cost of all schemes increases with an increase in the
number of RSUs. Due to limited computational resources,
uplink transmission and task offloading computations in-
cur higher cost, and task offloading introduces additional
feedback cost. It is evident that ASSIGN shows the fastest
convergence speed and the lowest computational cost. The
reason is that the use of a pre-processing process based on
the predictive model computes the location of the maximum
displacement of vehicles during their future movement,
thereby determining the number of RSUs for task offloading
and reducing the decision space. In addition, GA improved
with the Lagrange multiplier method, allowing ASSIGN to
converge faster and avoid being trapped in local optima.

Next, we consider the overall computational cost for
different scenarios and varying task sizes. In Fig. 7(c), x-
axis denotes task size, the total computational and commu-
nication resources increase with the growing task scale. It is
evident that the ASSIGN scheme exhibits significantly lower
computational cost compared to other schemes. Due to
the continuous increase in task size, ASSIGN demonstrates
superior convergence compared to other schemes, resulting
in lower computational cost. In addition, the adoption of
the pre-processing method in ASSIGN leads to a more pre-
cise decision space, contributing to its better performance
compared with other schemes.
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Fig. 8(a) illustrates the impact of the maximum compu-
tation resources of RSUs on the overall scenario, comparing
the total computation delay for the vehicles in the seven
scenarios with different maximum computing capabilities of
the RSUs. As observed, the total delay for all scenarios tends
to decrease with increasing RSU maximum computation
capacity, except the local computation scheme. The increase
in computing resources may reduce the offloading delay for
tasks, leading to an overall reduction in delay. The ASSIGN
scheme achieves the minimum total delay among vehicles as
it excels in accurate space-based offloading decision without
pre-processing.

In Fig. 8(b), we evaluate the influence of task complexity
for the total delay. The total delay for every single scheme
escalates as the elevate in task complexity. The reason is
that tasks with higher computational complexity need more

computation delay compared with tasks with lower com-
putational complexity. Notably, the ASSIGN scheme signifi-
cantly outperforms with other schemes. This is attributed to
the adoption of the Lagrange multiplier method to improve
GA, enabling it to achieve fast convergence without getting
trapped in local or global optima. Moreover, integration of
the prediction model further enhances the performance of
ASSIGN compared with other schemes.

In Fig. 9, the execution time of ASSIGN is effected by
time complexity of the GAUNTLET problem, which con-
sequently determined by the number of populations and
iterations. We list the execution times of the ASSIGN scheme
under different numbers of populations and iterations. Ini-
tially, both the number of iterations and populations were
fixed at 300 and 60, respectively. The actual execution time
is clearly less than one second when the problem converges.
When the number of iterations reaches 300 and the popu-
lation reaches 60, the problem has already converged and
the minimum actual execution time recorded is about 0.79
seconds.

6 CONCLUSION

We explore the integrated challenges of task offloading and
resource allocation within VEC framework in this paper.
We proposed an adaptive offloading scheme assisted by a
prediction model to address the total computation cost as
a combined optimization problem, taking into account the
result feedback cost. The proposed scheme intends to offer
an efficient offload decision for large-scale V2I offloading
in practical vehicular scenarios. The entire scheme can be
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split into several components. First of all, we establish a
prediction model using GAN to pre-process the vehicles and
RSUs in the VEC scenario, reducing the decision space while
assisting the task offloading process. Then, we apply an
effective offloading scheme based on a Lagrange multiplier-
improved non-uniform genetic algorithm to various dy-
namic scenarios. Next, we develop an adaptive model that
adjusts to change in density of vehicles, the load of network,
and computing capabilities of vehicles to handle the overall
cost in different scenarios. Comprehensive experimental as-
sessments are undertaken to ascertain the adaptability, flexi-
bility, and reliability of ASSIGN scheme. The comparison of
the experimental results suggests that our ASSIGN scheme
exceeds the alternative offloading scheme with respect to the
cumulative overall delay and computation cost. As a future
direction, it is interesting to study more realistic scenarios
under a wider range of operating conditions.
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