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Abstract: Social  networks  are  inevitable  parts  of  our  daily  life,  where  an  unprecedented  amount  of  complex

data  corresponding  to  a  diverse  range  of  applications  are  generated.  As  such,  it  is  imperative  to  conduct

research  on  social  events  and  patterns  from the  perspectives  of  conventional  sociology  to  optimize  services

that  originate  from  social  networks.  Event  tracking  in  social  networks  finds  various  applications,  such  as

network security and societal  governance, which involves analyzing data generated by user groups on social

networks  in  real time.  Moreover,  as  deep  learning  techniques  continue  to  advance  and  make  important

breakthroughs  in  various  fields,  researchers  are  using  this  technology  to  progressively  optimize  the

effectiveness of Event Detection (ED) and tracking algorithms. In this regard, this paper presents an in-depth

comprehensive  review  of  the  concept  and  methods  involved  in  ED  and  tracking  in  social  networks.  We

introduce  mainstream  event  tracking  methods,  which  involve  three  primary  technical  steps:  ED,  event

propagation, and event evolution. Finally, we introduce benchmark datasets and evaluation metrics for ED and

tracking, which allow comparative analysis on the performance of mainstream methods. Finally, we present a

comprehensive  analysis  of  the  main  research  findings  and  existing  limitations  in  this  field,  as  well  as  future

research prospects and challenges.
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1　Introduction

With  the  rapid  development  of  Internet  technology,
social  media  has  become  one  of  the  major  tools  for
communication,  information  acquisition,  marketing,
and social interaction in today’s society. This emerging
communication medium has not only changed the way
people access and share information, but has also had a

broad  impact  on  business  and  society.  Online  Social
Networks (OSNs) are now densely networked and fast-
spreading, and characterize high commercial value[1−4].
Social  media  has  become  an “amplifier” for  public
opinion  events[5],  especially  for  the  rampant  spread  of
false  information.  The  unprecedented  spread  of  false
information in social media brings complex challenges 
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in  the management  of  public  opinions whilst  restoring
social  harmony,  security,  and  stability.  Event  tracking
has  been  regarded  as  an  efficient  means  of  regulating
opinions  that  are  posted  in  social  media  aided  with
accurate  tracking  of  events  in  real  time[6].  Moreover,
event tracking facilitates accurate predictions of future
events  in  social  media,  with  which  a  timely  discovery
of major events with a potential to affect social security
can be achieved[7−9].

As  of  2022,  the  number  of  social  network  users
worldwide  has  exceeded  4.62  billion,  which  accounts
for  58.4% of  the  global  population[10].  This  trend
demonstrates how social networks have become deeply
integrated  into  people’s  daily  lives,  becoming  an
indispensable  and  important  part  of  it.  Its  rapid
popularity  has  greatly  improved  interpersonal
connections  and  communication,  as  well  as  the
dissemination  of  information  and  knowledge.  For
example,  Twitter  accounts  for  around  320  million
active users every month, while Facebook has over 2.9
billion  registered  users,  and  these  numbers  are
continuously growing. Online social networks not only
provide  a  platform  for  people  to  interact  socially,  but
also offer  a  wide range of applications in the fields of
business, media, politics, and so on. By leveraging the
data generated by users in social  networks,  data-based
methods can be analyzed and developed to monitor and
control the spread of disinformation. This data provides
a valuable resource to help develop more accurate and
reliable  algorithms  to  further  improve  the  efficiency
and accuracy of disinformation detection.

Social  networks  can  be  viewed  as  virtual
representations  of  real-world  user  relationships.  By
monitoring  the  development  of  popular  events  on
social  media,  it  is  possible  to  better  identify  social
phenomena  and  potential  social  problems  that  may  be
difficult to detect in real-world networks. By analyzing
the  data  generated  by  social  network  users,  we  can
better  understand  the  nature  of  social  phenomena  and
take  appropriate  measures  to  address  related  social
issues[11].  Event  tracking  in  social  networks  driven  by
detection,  propagation,  and  evolution  based  models
may  offer  novel  methodologies  for  the  identification
and  monitoring  of  public  opinion  events[12−14].  The
efficiency  and  performance  of  these  three  models  are
inextricably  linked  to  the  dependability  of  event
tracking  in  social  networks.  Therefore,  it  becomes
especially  crucial  to  deeply  investigate  efficient
algorithms for Event Detection (ED), propagation, and

evolution  in  social  networks.  This  will  not  only  help
reveal  the  fundamentals  and  behavioral  patterns  of
social  networks,  but  also  enable  the  development  of
more  effective  countermeasures  to  protect  users  from
disinformation and inappropriate content[15−17].

A  graph  neural  network  model  is  a  deep  learning
model  for  processing  graph-structured  data.  In  event
tracking,  graph  neural  networks  can  help  us  better
understand  the  relationships  among  events,  and  can
extract  meaningful  information  from large  amounts  of
data.  They  are  highly  adaptive,  so  they  can  detect,
propagate,  and  evolve  different  types  of  events,
including natural disasters, political events, or trending
topics  on  social  media.  To  this  end,  events  tracking
techniques  with  a  combination  of  deep  learning
algorithms[16] and  graph  neural  network  models[17]

have emerged recently.
However,  the  continuous,  rapid,  and  variable  nature

of  social  networks  leads  to  the  user  interest  shift
phenomenon, which brings several challenges in public
opinion  detection[18],  propagation[19],  and  evolution[20]

models, thereby restraining the accuracy and efficiency
of  existing  models  for  many  real-life  scenarios.
Existing  models  of  event  tracking  in  social  media
encounter the below issues amid the user interest  shift
phenomena:

(1)  Existing  public  opinion  detection  methods
characterize  high  requirements  of  pre-processing  to
mitigate  data  noise,  and  largely  ignore  the  multi-
dimensional  situational  features  of  public  opinion
events,  such  as  their  syntactic  structure  and  potential
dependence  relationships.  It  is  difficult  to  analyze  the
deep  semantic  expression  mechanism  of  major  public
opinion  events  under  data  noise,  resulting  in
insufficient detection and low model accuracy.

(2)  Existing  public  opinion  propagation  methods
ignore the impact of user interest shift phenomenon on
the  continuous  propagation  range  of  public  opinion
under  multiple  communities,  making  it  difficult  to
summarize the true propagation rules of public opinion
events.  Thus,  existing  models  cannot  analyze  the
adaptive  propagation  mechanism  during  continuous
propagation of public opinion events.

(3) The majority of existing public opinion evolution
approaches  are  solely  focused  on  identifying  and
tracking multiple static graph structures, and ignore the
user  interest  evolution  characteristics  across  networks.
This limits existing models from accurately identifying
new  and  old  public  opinion  events  evolution
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relationships  under  the  existence  of  user  interest  shift
phenomenon,  thereby  resulting  in  low  efficiency  of
constructing chains  of  public  opinion events  evolution
tracking graphs.

With  this  in  mind,  this  paper  provides  a
comprehensive  analysis  of  various  techniques  that  are
used  to  track  events  by  exploiting  social  media  data.
We thoroughly examine the strategies and performance
of  existing  models,  along  with  reviewing  their  data
collection  methods.  Important  contributions  of  this
paper are as follows:

(1)  This  paper  systematically  reviews  various
techniques  of  machine  learning  and  deep  learning  in
relevance  to  their  applications  in  tracking events  from
social media.

(2)  A  large  selection  of  existing  ED  methods  is
critically  reviewed  with  a  detailed  analysis  of  their
methodology and performance.

(3)  We identify  current  research gaps in  the field  of
ED in social networks, and derive strategies for future
research directions.

The remainder of  this  work is  structured as follows:
In  Section  2,  we  conduct  a  detailed  survey  of  event
tracking  techniques,  by  analyzing  and  comparing  a
large  selection  of  relevant  techniques.  Section  3
discusses  related  existing  works  of  event  tracking
methods. Section 4 presents a summary of our analysis
along  with  highlighting  the  challenges  encountered  in
our analysis.  This paper’s  conclusion and a discussion
of  potential  future  study  topics  are  provided  in
Section 5.

2　Event Detection

In  the  digital  age,  social  networks  have  built  a  vast
network  of  connections  among  Internet  users  through
the  convenience  and  diversity  of  online
platforms[21−23].  These  connections  often  revolve
around shared interests or user interactions, creating an
extension  of  the  actual  social  relationships  among
friends  and  family.  Popular  social  network  platforms,
such as instant messaging and microblogging, leverage
these  online  social  connections  to  offer  users  options
for  posting,  discovering,  and  sharing  information[24].
The  availability,  accessibility,  and  effective
communication  channels  of  diverse  information  on
social  networking  platforms  continue  to  attract  more
users,  thus  opening  up  new  avenues  for  research  on
event  tracking  techniques  in  social  networks[25−27].
Importantly, social network platforms, such as the Sina

API  and  Twitter  API,  are  open  and  available  for
researchers[28−31],  which  facilitates  identifying  and
evaluating  hot  events  in  social  media  and  lays  the
foundation  for  further  research  into  event  tracking
methodologies[32−34].

In this regard, we start by reviewing the definition of
event tracking and highlighting the primary challenges
associated  with  it[35−38].  Next,  we  introduce  and
critically  review  the  mainstream  event  tracking
methods,  which  involve  three  primary  technical  steps:
ED,  event  propagation,  and  event  evolution.  Finally,
we  introduce  benchmark  datasets  and  evaluation
metrics  for  ED  and  tracking,  which  facilitate  fellow
researchers with empirical  analysis on mainstream ED
methods.  Finally,  we  summarize  the  main  research
findings  in  this  area  in  recent  years  and  potential
research directions for future work for the reference of
subsequent researchers.

In  social  networks,  the  optimization  and
improvement  of  ED  models  are  important  core  issues
in opinion tracking technology. An effective ED model
should  consider  multiple  aspects  of  public  opinion
events  to  improve  the  effectiveness  of  the  algorithm,
such  as  event  scale,  timeliness,  locality,  and  other
factors,  and  be  able  to  predict  the  future  development
trend  of  events  while  improving  the  accuracy  and
efficiency  of  public  opinion  events  detection,  thus
providing  a  scientific  basis  for  relevant  decisions.  ED
in  social  networks  refers  to  identifying  and  analyzing
the  topics,  opinions,  and  emotional  tendencies  related
to  the  current  hot  events  in  social  media  platforms  by
monitoring  the  Shanghai  volume  of  text,  images,
videos,  and  other  information  using  advanced  natural
language  processing  technology  and  machine  learning
algorithms.  With  the  continuous  development  of  topic
clustering  techniques,  ED  has  been  significantly
improved  in  semantic  analysis.  By  automatically
classifying  and  labeling  large  amounts  of  text  data,
topic  clustering  techniques  can  help  us  better
understand  and  summarize  event  information,  and
generate relevant models. The continuous optimization
of  this  technology  allows  ED  algorithms  to  more
accurately identify and extract useful information from
massive  and  complex  data,  providing  more  accurate
and efficient  decision support  and services  for  various
industries.  By  classifying  and  clustering  text  data  on
social  media  platforms,  researchers  can  describe
popular events in social networks by grouping posts on
similar topics into the same category. This quantitative
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analysis  approach allows us  to  more  objectively  study
and assess the impact and trends of epidemic events. At
the  same  time,  with  the  wide  application  of  artificial
intelligence  and  machine  learning  technologies,  the
efficiency and accuracy of ED and analysis continue to
improve,  providing  strong  support  for  us  to  grasp  the
current  situation  and  trends  of  events.  As  a  result,
social network based ED research has taken popularity
in recent years, with many scholars contributing to the
study and design. Social networks provide users with a
wide  range  of  ways  to  engage  in  online  social
activities,  as  users  can  extend  and  create  their  own
social  networks  by  following,  retweeting,  and
commenting  on  content  on  social  media.  This  type  of
interaction  not  only  enhances  the  connection  and
interaction among users, but also facilitates information
sharing  and  knowledge  dissemination  among  users.
Moreover,  users  of  social  networks  can  obtain
information provided by other connected users, and can
continue to spread information they obtain.

ED plays a crucial role in the information extraction
process.  Its  main  purpose  is  to  extract  structured  and
event-related information from the natural language of
social  media  posts.  This  information  can  include
aspects,  such  as  the  time  and  place  of  the  event,  the
participants,  and the nature of the event.  Through ED,
we can quickly and accurately understand the situation
and  background  of  current  hot  events,  monitor  and
analyze  public  opinion,  and  take  timely  measures  to
respond to possible problems. ED finds applications in
various  business  domains,  such  as  knowledge  atlases
and financial analysis. In Automatic Content Extraction
(ACE)  evaluation,  event  extraction  is  a  process  that
includes  two  subtasks:  ED  and  event  element
extraction. Among them, ED is mainly responsible for
discovering posts related to current hot events from the

massive  text  data;  while  event  element  extraction
further  analyzes  these  posts  to  extract  information,
such  as  the  time,  place,  participants,  and  event
attributes of the events[39]. ED serves as the foundation
for event extraction in online social networks, whereby
facilitating  the  extraction  and  classification  of  events
from  text.  The  results  obtained  from  ED  directly
impact  the  efficiency  of  event  element  extraction[40].
Figure  1 provides  an  overview of  the  ED process  and
its associated phases[41].

The core goal of ED is to extract event trigger words
from  social  media  text  data  and  categorize  them  into
different  event  types[42].  Using  natural  language
processing  techniques  and  machine  learning
algorithms, ED identifies content related to current hot
events  in  a  fast  and  accurate  way,  and  classifies  and
analyzes  it.  Traditional  ED  methods  typically  involve
using  a  set  of  Natural  Language  Processing  (NLP)
tools  to  create  features,  which  are  subsequently
classified  using  a  statistical  classification  model[43].
Features  extracted  from  texts  can  be  categorized  into
two  groups,  such  as  lexical  and  sentence-level
characteristics.  The  syntax  and  context  dependence  of
the whole phrase are known as sentence-level features,
whereas the semantic or prior knowledge of vocabulary
is  referred  to  as  vocabulary-level  features.  However,
the use of advanced NLP tools in these approaches can
lead  to  error  propagation,  where  manual  feature
engineering  construction  is  a  time-consuming  and
arduous process.

Compared  with  traditional  machine  learning
algorithms,  neural  networks  can  automatically  learn
richer and more useful features from large-scale natural
language  text,  and  also  have  better  performance  in
event  recognition.  The  development  of  this  technique
provides  new  ideas  and  methods  for  processing  and
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Fig. 1    Main phases of the ED model.
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analyzing  social  media  data.  Recently,  a  specific  type
of  Recurrent  Neural  Network  (RNN)  has  been
proposed  that  has  been  used  to  jointly  extract  event
trigger  words  and  event  elements  in  social  media
texts[44].  This  approach  allows  the  processing  of
multiple related events simultaneously and enables the
fast  and accurate extraction of key information related
to  hot  events  from the  data.  In  addition  to  this,  a  new
approach  is  proposed  in  research,  which  takes
advantage  of  the  Bi-directional  Long  and  Short-Term
Memory  (Bi-LSTM)  model  and  Convolutional  Neural
Networks  (CNN),  thus  enabling  more  accurate
recognition  of  events  in  social  media  texts[45].  This
approach  collects  both  sequential  and  structural
semantic  information  from  the  context  and  integrates
them,  thus  improving  the  accuracy  and  efficiency  of
event recognition. The model proposed by Jin et al.  in
their research combines CNN with Bidirectional Gated
Recurrent Units (Bi-GRU) for trigger word extraction.
However, these models did not adequately consider the
contextual  information  of  the  text,  and  relying  solely
on separate feature extraction may be insufficient[46].

Attention mechanisms have gained popularity in ED
due  to  their  ability  to  collect  global  information  and
focus  on  key  characteristics[47, 48].  A  mixed  neural
network  model  based  on  attention  mechanisms  has
been proposed, which utilizes CNNs to extract data of
varying  granularity  to  generate  sentences[49].  This
approach  extracts  contextual  semantic  information
features from social media texts by combining sentence
feature  representations  to  improve  the  performance  of
sentiment  classification.  In  this  process,  the  attention
mechanism  is  applied  to  calculate  the  attention  score
for each word and assign different learning weights to
different  features.  This  technique  can  help  us  better
understand  and  characterize  the  sentiment  tendencies
of  social  media  users  and  provide  more  accurate
opinion  analysis  and  prediction  for  organizations  such
as  enterprises  and  governments.  In  Chen  et  al.’s
study[50],  they  placed  a  Bi-GRU  layer  between  the
convolutional and pooling layers of the CNN to extract
global  features  from  the  local  features  obtained  from
the CNN. This approach enables us to more effectively
capture contextual information in social media data and
extract  additional  valuable  features.  In  addition,
attention  mechanism  is  also  applied  in  this  method  to
assign  dynamic  learning  weights  to  the  extracted
features.

However,  despite  their  effectiveness,  these  models

have notable flaws as they only examine sentence-level
text characteristics, and ignore word-level features and
vocabulary  location  information.  Additionally,  the
pooling  operation  in  CNN  leads  to  a  loss  of  location
information,  whereby  rendering  the  ED  task
ineffective.  ED  is  crucial  for  popular  social  network
ED and tracking systems,  where  an efficient  detection
model  should  significantly  boost  accuracy  and
efficiency of ED.

Research approaches for ED can be summarized into
two  types:  feature  engineering  approaches  and  neural
network based approaches. The former mainly relies on
manual extraction of key features to achieve ED, while
the  latter  automatically  learns  features  from  data  with
the  help  of  deep  learning  techniques  in  machine
learning. This approach not only alleviates the reliance
on manual feature engineering, but also enables a more
comprehensive  mining  of  feature  information  in  the
data  to  improve  the  accuracy  and  efficiency  of  ED.
Scholars have attempted to address the challenge of ED
using token level features and structured features using
deep  learning  techniques.  Recent  progress  has  been
made  in  neural  network  approaches  that  embed
contextual  semantic  information  into  low-dimensional
spaces,  whereby  treating  ED  as  a  word-by-word
classification  task.  Bidirectional  Encoder
Representations  from  Transformers  (BERT)  has  been
frequently  employed  in  event  extraction  tasks,
especially  since  the  introduction  of  pre-training
language models[51].

Although  the  fully  supervised  ED  algorithms
described  above  have  made  significant  progress,  their
restricted  data  size  precludes  them  from  obtaining
better  performance[52].  Furthermore,  the  overfitting
problem  restrains  the  efficiency  of  fully  supervised
deep  learning  algorithms,  particularly  in  real-world
applications.  A  novel  weak  supervision  pair  based  on
data  enhancement  Anti  training  technique  has  been
proposed,  which  exploits  a  hybrid  text  anti  training
approach  based  on  Bert-based  Mix-text  A  Dversarial
(BMAD) training[53]. In this method, unsupervised data
is  initially  built  from  the  original  representation,  then
the  unsupervised  data  is  upgraded.  Then,  to  build
virtual  training  data,  the  BMAD  method  concentrates
on a novel data augmentation approach called mix text.
This method attempts to enhance efficiency by training
the  model’s  generalization  ability  along  with  avoiding
overfitting  issues  resulting  from  erroneous  and  noisy
data.  Finally,  to  improve  the  model’s  resilience,  a
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technique based on mix text’s countermeasure training
approach has been developed.

As  shown  in Fig.  2,  this  article  comprehensively
considers  and  categorizes  the  basic  elements  of  social
ED  from  multiple  aspects,  such  as  data  sources,
challenges  in  data  collection,  key  features,  evaluation
methods,  visualization,  application,  and  information
fusion.  The  source  and  quality  of  data  have  a  crucial
impact on the efficiency of social ED. Key features are
essential  elements  for  identifying  and  tracking  the
development  process  of  events  and  are  crucial  for
improving  the  detection  accuracy.  Visualization
technology  can  visually  present  event-related  features
and  trends  in  social  media  data,  thus  helping  us  to
better  understand the development  process  and impact
of hot events. Information fusion, on the other hand, is
one of the important ways to improve the accuracy and
efficiency  of  social  media  ED.  It  enables  the
combination  of  different  data  sources,  algorithms  or
models  to  obtain  more  accurate  and  comprehensive
analysis  results.  By  combining  multiple  technical
approaches,  we  can  more  comprehensively  describe
and analyze the events occurring in today’s society and
provide more accurate and useful reference information
for  decision  makers.  Therefore,  in  social  ED,  it  is
necessary  to  use  multiple  methods  and  technologies
comprehensively to achieve better results.

Traditional approaches of ED activity rely heavily on
hand-engineered features,  which can achieve excellent
results  in  specific  domains  but  face  significant
challenges  when  migrating  to  a  different  language  or
changing annotation standards. Liu et al.[54] presented a
supervised  attention  strategy  for  encoding  argument
information  in  ED.  To  achieve  ED,  Yan  et  al.[55]

proposed a new approach using an aggregated attention

graph  convolutional  network  model  based  on
dependency  trees.  This  model  can  model  and  analyze
social  media  text  data  and  extract  key  information
related to hot events from them. This approach enables
more  accurate  identification  of  hot  events  on  social
media  and  quick  access  to  key  features  and  trends  of
the events. Wang et al.[56] proposed a unique multilayer
residual and gating-based convolutional neural network
architecture  to  capture  more  scale  contextual
information  by  increasing  the  perceptual  field.  This
approach can effectively capture multi-level features in
social  media  data  and  provide  more  refined  and
accurate analysis results for ED.

Currently,  feature-based  ED  models[57] and
document-based  ED models  are  the  most  widely  used
forms  of  ED  models.  Feature-based  ED  algorithms
primarily  investigate  and  evaluate  features  in  data
streams[58, 59],  and  then  identify  or  cluster  certain
representative  features  to  detect  new  hot  events  or
unknown events[60].  Sakaki  et  al.’s  research[61] utilizes
real-time social  media data streams to identify various
characteristics  of  earthquakes,  including  the
earthquake’s  geographical  distribution,  the  geographic
locations  of  affected  users,  the  intensity  of  the
earthquake’s  epicenter,  and  scenarios  related  to
emergency  situations.  They  transformed  the  ED
problem  into  a  classification  problem,  abstracted  the
real  situation  of  the  earthquake’s  impacted  users  from
findings  informed  by  cluster  analysis,  and  determined
the  affected  users’ geographical  position  and
distribution  range.  Long  et  al.[62] proposed  a
comprehensive  ED  model  that  incorporates  several
additional  ED  features,  such  as  the  ability  to  select
keywords  from  microblog  data  in  social  networks  for
ED.  In  Weng  and  Lee’s  study[63],  they  transformed
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Twitter data into signals, applied wavelet analysis, used
autocorrelation  functions  to  filter  out  unnecessary
lexical  information,  denoised the data stream text,  and
calculated  text  similarity  to  construct  a  network.
Ultimately, they organized the discovered events into a
list of terms with similar features.

Matuszka  et  al.[64] demonstrated  that  ED  can  be
achieved by introducing the concept  of  the lifespan of
each  feature  keyword  and  utilizing  the  changing
frequency  of  predefined  feature  keywords.  He  has
proposed a real-time ED model based on Twitter data,
which  takes  into  account  the  lifecycle  of  each  feature
keyword.  The  average  behavior  over  time  (such  as
average frequency change) is represented in such a way
to enable the ED model to detect new feature keywords
in  real-time.  This  technique  can  more  accurately
identify  and  analyze  hot  events  on  social  media  and
obtain  key  information  about  the  events  in  a  timely
manner.  Allan[65] introduced a  real-time ED algorithm
based  on  convolutional  neural  networks,  with  the  aim
of detecting unexpected events in tweets.  It  uses these
tweets  as  input  data  for  ED,  and  employs  a
convolutional  neural  network  to  detect  the
characteristic  keywords  related  to  earthquake  in  real
time and with high accuracy. To summarize, while the
feature-based ED model considers the characteristics of
popular  events  as  well  as  content  information  such  as
topic  keywords,  it  disregards  the potential  impact  of  a
large  amount  of  noisy  data  in  social  networks.  As  a
result,  some  high-quality  event  subject  keywords  are
not detected in a timely and accurate manner.

The  document-based  ED  model  detects  events
primarily  by  clustering  similar  texts  based  on  the
contents  of  document  data.  This  class  of  models  has
long  been  studied  in  the  field  of  topic  detection  and
tracking.  Topic  detection  and  tracking  is  a  data
processing  technique  that  is  used  for  automatically
identifying  and  tracking  known  topics  in  news  media
streams[66].  Since the topic detection and tracking data
mostly  comprise  long  text  documents,  their  data  scale
is  usually  small.  On  the  contrary,  the  scale  of  data  in
social  networks  is  usually  large,  irregular,  and
relatively colloquial.  As a result,  the direct application
of this approach to the ED process on social  networks
does  present  some  difficulties  due  to  some  of  the
limitations mentioned above. However, researchers are
continuously  improving  existing  algorithms  and
models  to  overcome  these  limitations  and  extend  its
applicability to a wider range of domains.

Meanwhile,  the  document-based  ED  model  is  a
standard clustering process that analyzes and processes
text information using a clustering algorithm to identify
new  events  and/or  merge  existing  events[67].  As  a
result, traditional clustering algorithms like divide-and-
conquer  and  hierarchical  clustering[68],  K-means[69],
and  other  clustering  methods,  can  be  used  to  detect
events[70, 71].  Soucy  and  Mineau[72] introduced  a  data-
weighted  representation  method  based  on  Term
Frequency-Inverse Document Frequency (TF-IDF) and
performed  clustering  analysis  by  constructing  a
network  relationship  graph  among  texts.  Finally,  each
popular  event  topic  is  represented  by  a  series  of
network graphs in the temporal dimension. Kaleel and
Abhari[73] proposed  a  new  ED  method  based  on
clustering textual information to detect popular events.
This  method  constructs  a  feature  vector  of  microblog
data  using  a  high-dimensional  incremental  TF-IDF
algorithm,  and  detects  popular  events  using  the
approximate  nearest  neighbor  fast  lookup  technique
based  on  high-dimensional  data.  Giovanetti  and
Lancieri[74] proposed  and  implemented  a  novel  online
data  processing system based on the  Twitter  platform,
which is capable of real-time clustering and analysis of
information on the Twitter platform. Unlike traditional
ED methods,  this  online data processing system based
on  the  Twitter  platform  has  higher  real-time
performance  and  better  scalability,  and  it  can  quickly
identify and track popular events and provide real-time
event  analysis  results.  However,  these  studies  cannot
automatically  determine  the  number  of  topics
contained  in  the  dataset,  due  to  their  diminishing
detection ability under relatively large dataset.

Topic model based ED is a subset of document-based
ED models[41], and has been an important research hot
spot in recent years[75−77]. Topic models are suitable for
detecting implicit topics in texts that generate semantic
representations of documents, by mining and modeling
the  underlying  semantic  correlations  among
documents. Probabilistic topic models are a commonly
used text analysis method for discovering hidden topics
and semantic structures in text data. Two of the popular
probabilistic  topic  models  include  Probabilistic  Latent
Semantic  Analysis  (PLSA)[78] and  Latent  Dirichlet
Allocation  (LDA)[79],  as  shown  in Fig.  3.  Both  PLSA
and  LDA  are  probabilistic  distribution-based  models
that can represent documents as a combination of topic
and word distributions  and learn  model  parameters  by
maximizing  the  likelihood  function.  Especially  in  the
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processing  of  large-scale  text  data,  probabilistic  topic
models have become a widely used tool by researchers.
Besides,  there  are  many  improved  and  extended
probabilistic topic models, such as Pachinko Allocation
Model  (PAM),  Correlated  Topic  Model  (CTM),  etc.,
which  have  also  achieved  good  results  in  different
application  scenarios.  With  the  rapid  growth  of  text
data  and  the  increasing  demand  of  applications,  the
research  and  application  of  probabilistic  topic  models
are  also  evolving.  In  the  future,  we  can  expect  more
efficient,  accurate  and  flexible  probabilistic  topic
models to appear, bringing new ideas and methods for
text analysis and information processing.

The  Bilateral  Topic  Model  (BTM)[80] has  been
introduced  to  directly  simulate  the  co-occurrence
model  of  words  throughout  a  document,  with  the
motivation  of  solving  the  feature  sparse  problem  of
short texts. The BTM model has been improved using a
Dirichlet process by exploiting keyword co-occurrence
to  mine  topics  in  short  texts  for  detecting  popular

events[81]. However, the efficiency of ED has not been
significantly  improved,  and  the  ability  to  analyze  the
evolutionary  relationship  among  popular  event  topics
has  not  been  fully  explored.  To  address  this  issue,  Li
et  al.[82] introduced  BEE  model  for  ED  on  the  Sina
Weibo  platform.  The  BEE  model  employs  the  PLSA
probabilistic  topic  model  to  model  microblog  text
information  and  message  events,  as  well  as  hashtag
information.  The  BEE  topic  model  uses  a  sliding
window  mechanism  to  build  the  event  relationship  in
adjacent  time  periods  and  analyzes  the  evolution
process  among  event  topics  to  detect  popular  events,
thereby improving the efficiency and accuracy of ED.

The  Efficient  eVent  dEtection  (EVE)  model[77] uses
the  PLSA  probabilistic  topic  model  and  the
Expectation-Maximization  (EM)  parameter  estimation
method to detect events in microblog text information.
Furthermore,  data  preprocessing  operations  are  added
prior  to  the  PLSA  topic  model  detection,  which
significantly improved the ED efficiency. Chen et al.’s
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research[83] conducted  a  thorough  analysis  of  popular
ED  methods  within  the  context  of  microblogging
platforms.  They  observed  that  existing  methods  often
significantly  overlooked  untagged  microblogs,
rendering  them  unable  to  detect  events  in  such  cases.
To  address  this  issue,  they  introduced  a  Time-Hashed
label Latent Dirichlet Allocation (TH-LDA) ED model.
This  model  combines  microblog  tags  and  posting
times, employing the LDA topic modeling technique to
enhance  the  accuracy  of  ED  in  Chinese  microblogs.
Similarly,  Yu  and  Qiu[84] proposed  the  User  Latent
Word  Dirichlet  Multinomial  Mixture  (ULW-DMM)
event  topic  detection  model  in  combination  with  user
latent  features  for  topic  detection  and  classification  of
short  text  microblogs,  by  extending  the  DMM  topic
model  based  on  the  user-LDA  model.  However,  the
topic  distribution  of  users  on  social  media  is  often
ignored,  which  makes  it  more  difficult  to  accurately
identify  users’ interests  and  topics[85].  To  solve  this
problem, Gunawan et al.[86] proposed the Twitter LDA
topic  model,  which  can  accurately  identify  users’
topics  and  reveal  their  interests  and  preferences  more
comprehensively  by  modeling  various  aspects  of
information such as user behavior.

However,  this  model  relies  on  external  resources  to
supplement  short  text  contents  to  model  topics,  which
adversely  affects  the  quality  of  topic  identification[87].
To  make  better  use  of  the  real-time  data  provided  by
social  media  users,  Nolasco  and  Oliveira[88] proposed
the  concept  of  sub-events.  Considering  social  media
users  as  human  sensors,  real-time  data  about  entities
and  events  can  be  obtained  by  analyzing  the
information  they  post,  such  as  tweets.  At  the  same
time,  the  detection  of  sub-events  enriches  our
understanding of the main event, not only improves the
quality of the subjects, but also helps us to understand
all  aspects  of  the  event  more  comprehensively  and
solves the problem of scarcity of  data on short  textual
tweets.  By  identifying  and  analyzing  sub-events,  we
can capture  the  details  and  changes  of  the  event  more
accurately,  and  thus  understand  the  development
process  and  influencing  factors  of  the  event  more
comprehensively.  Similarly,  Troudi  et  al.[66]

investigated  the  extraction  and  tracking  of  popular
microblog  event  topics  using  LDA  models,  one  of
which  is  in  the  literature.  Researchers  presented  a
better  topic  extraction  technique,  Microblog  Feature
Latent Dirichlet Assignment (MF-LDA), for extracting
well-liked  themes  from  microblog  posts  in  order  to

more  reliably  extract  event  subjects  from  microblog
posts. The model provides a better model based on the
LDA  topic  model  to  determine  the  joint  probability
distribution  of  all  terms  and  themes.  The  model
incorporates  five  characteristics,  including  praise,
comments,  retweets,  postings,  and  user  authority.  By
modeling  the  multidimensional  information  of
microblog content, the MF-LDA model can reflect the
topics  and  hotspots  of  microblog  content  more
comprehensively  and  improve  the  accuracy  and
reliability  of  topic  extraction.  At  the  same  time,  the
model can also track the evolution of microblog events
and reveal  the  change patterns  and influencing factors
of the events.

Furthermore,  Gibbs  sampling  method  has  been
proposed  to  obtain  an  optimal  model  parameter  to
considerably  improve  ED  accuracy.  Moreover,  we
gathered  the  most  recent  ED  algorithms  from  various
social  media  data  streams  and  elaborated  on  the
benefits  of  different  algorithms  by  comparatively
analyzing  their  respective  optimization  strategies  with
an  emphasis  on  the  data  sources. Table  1 summarizes
our  analysis  of  ED  methods  in  social  networks.  In
addition, Fig.  4 presents  a  classification  of  various
mainstream  topic  modeling  methods  addressed  in  this
article.

In conclusion, as shown in Table 1,  despite yielding
some  results,  existing  methods  suffer  several  issues
that  affect  the  overall  performance  of  their  ED  and
tracking technology.

Important observations from our analysis of existing
ED methods are listed as follows:

(1) The social network text data streams encompass a
plethora  of  cluttered  textual  information,  including
low-quality  microblogs,  content  generated by ordinary
users,  and  topics  that  are  both  irrelevant  to  potential
popular events and unpopular. In the topic model based
ED,  the  prior  parameters  of  the  topic  model  must  be
manually  configured  in  advance,  resulting  in  a
significant  reduction  in  ED  efficiency  and  accuracy.
Traditional  topic  model-based  ED  methods  require
manual  configuration  of  the  topic  model’s  a  priori
parameters  in  advance  when  performing  topic
modeling,  which  requires  specialized  domain
knowledge  and  experience,  and  requires  constant
adjustment  and  optimization  of  the  model  to  adapt  to
new  data  and  contexts.  Such  a  process  is  very  time-
consuming and  labor-intensive,  and  also  prone  to  bias
and misclassification of detection results.  To solve the
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Table 1    Summary of ED on various social media.
Index Reference Media Method Feature Limitation Merit

1 Shi et al.[26] Twitter
Bag-of-words based
approach: BOWED model
and heuristics EAAS

Unique words
● Slow in progress
● Larger dataset is
required for validation

● Proposing a three-
phase based incremental
clustering algorithm

2 He and Duan[40] News article
Joint annotation model
based on CRF multi-task
learning

Multimodality
data

● Multi-tab situations
for event elements
cannot be completely
eliminated

● Effectively alleviating
the problems of small
data scale and data
imbalance

3 Zhan et al.[43] Multimedia
Chinese event extraction
method based on HMM
and multi-stage approach

Multimodality
data

● Effect of
segmentation is limited
● Algorithms cannot
process long-term
information

● Alleviating class
imbalance problem
● Improving matching
degree

4 Feng et al.[45] News article Hybrid neural network
Multimodality

data
● Limitation with event
structure module

● Can be easily applied
to any languages

5 Yan et al.[49] Weibo CNN-BiGRU-AT model
Weibo time and

location
information

● Limitation with
implicit expression
analysis

● Effectively improving
the accuracy of student
text sentiment analysis

6 Cao et al.[51] News article Knowledge Consolidation
Network (KCN)

Multimodality
data

● Slow in progress
● Limitation with other
corpora

● Alleviating semantic
ambiguity

7 Liu et al.[54] News article ED via supervised
attention mechanisms

Multimodality
data

● Loss of algorithm
accuracy when
additional event samples
are automatically
extracted

● Modeling
argumentative
information for ED
● Using a supervised
attention mechanism.

8 Yan et al.[55] News article ED based on graph
convolution network

Multimodality
data

● Recall capabilities of
algorithms are
constrained when
dealing with lengthy
sentences

● Better captureing
dependency contextual
information for ED

9 Wang et al.[56] News article RG-ACNN framework Multimodality
data

● Precision needs to be
tested on more datasets
● Limitation with other
corpora

● Highly efficient and
effective compared to
the benchmark method

10 Hasan et al.[59] Twitter
Using specialized inverted
indices and incremental
clustering approach.

Unique words
● Random indexing
may compromise
algorithm’s stability

● Reducing
computational cost
● With a variety of
more accurate filters

11 Troudi et al.[66] Multimedia

Collecting data from
various social media;
based on the concept of
mashup; based on the
hadoop framework

Multimodality
data

● Asynchronous data
collection across
platforms results in time
loss
● Noise handling has
limitations

● Handling different
data sources to achieve
more accurate ED
● overcoming the
problem of existing
algorithms dealing with
big data

12 Wang et al.[75] Multimedia Sparse topic model based
semi-supervised method

Multimodality
data

● Stability of the
algorithm needs to be
optimized when
processing short text

● Having clear
advantages in fields of
ED

13 Tan et al.[89] Multimedia Character-word fusion
gate mechanism

Multimodality
data

● Topics of events
cannot be extracted in an
unsupervised manner

● Correcting the
mismatch between
Chinese words and
event triggers

(To be continued)
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Table 1　Summary of ED on various social media. (Continued)
Index Reference Media Method Feature Limitation Merit

14 Yin et al.[90] News article Method based on
CNN-BiGRU model

Multimodality
data

● Dimensional
limitation of word
vectors
● Limitation with
convolutional layer

● Improving effect of
trigger words
● Reducing model
training time

15
Araki and
Mitamura
et al.[91]

WordNet
and

Wikipedia
Distant supervision

WordNet data
and an

additional
dataset

● No method is
provided for the
extraction of event types
and cognitive states

● Generating high-
quality training data
automatically

16 Huang and Ji[92] News article Semi-supervised vector
quantized approach

Multimodality
data

● Handling multiple-
type events is not
performing as expected

● Popular events are
extracted with a high
degree of accuracy

17 Hong et al.[93] News article Self-regulated learning
approach

Multimodality
data

● No evaluation of the
performance of
discriminators in
adversarial networks

● Discriminator per-
forms well by fierce
competition

18 Wang et al.[94] Supervised
data

Effective method for
weakly supervised ED

Labeled
instances and

event type

● Computational cost of
event-related candidates
is high

● Automatically
constructing more
diverse and accurate
training data

19 Rossi et al.[95] Twitter

Automated set of services
that start from the
avail­ability of weather
forecasts

Time and
location

information

● Accuracy of ED is
heavily influenced by
noise
● Limitation with other
corpora

● Machine learning
based methods can mine
events for in-depth
features

20 Xie et al.[96] Twitter
New approach for
identifying leadership in
group learning

Unique words
● Influence of lack of
multi-type event data on
results

● Highlighting dynamic
nature of leadership
behavior

21 Dabiri and
Heaslip[97] Twitter

Traffic ED model using
deep-learning
architectures

Labeled traffic
feature words

● Lack of an effective
geocoder to locate
traffic incidents
accurately from relevant
tweet text

● Giving good results in
traffic information and
condition detect.

22 Cui et al.[98] Weibo

SVM classifier, and novel
method to identify the
location for the foodborne
disease event

Multimodality
data

● Detection algorithm’s
keyword selection needs
to be improved

● Selecting more
relevant tweets within
the context dynamically
to obtain a larger corpus
of candidates

23 Abdelhaq
et al.[99] Twitter

Novel spatial
regularization technique
and hierarchical space-
partitioning index
structure

Time and
location

information

● Limitations exist
when handling spatial
outliers
● Noise is not handled
when processing
documents

● Conducting real-time
extraction and tracking
of local keywords with
fine-grained spatio-
temporal resolution

24 Alsaedi
et al.[100] Twitter Integrated framework

based on temporal TF-IDF

Namely
temporal,

spatial, and
textual content

● Background
characteristics of event
discovery lack thorough
analysis

● Ability to aggregate
events corresponding to
Weibo posts without
prior knowledge

25 Hu et al.[101] News article Link prediction based
method for ED

Time and
content

information

● In the case of short
texts, generalizability
cannot be confirmed

● Automatic describing
unknown network
evolution
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above problems, researchers need to propose a series of
improvement  solutions.  For  example,  deep  learning
techniques can be introduced to automatically learn and
generate  topic  models,  better  handle  massive  amounts
of  social  network  text  data,  etc.,  to  improve  the
efficiency  and  accuracy  of  ED.  In  addition,  network
analysis techniques can be used to filter out influential
users  and  key  tweets  to  reduce  noise  interference  and
improve  the  credibility  of  detection  results.  In  the
future,  with  the  continuous  development  and
innovation  of  technology,  we  can  expect  more  new
solutions for these problems to emerge, bringing more
accurate,  efficient and practical means for the analysis
and application of social media data.

(2)  The  existing  topic-based  ED  methods  in  social
networks  rely  heavily  on  high-frequency  topic

keywords, which makes the topic description of events
relatively  vague.  However,  due  to  the  short
characteristics of social network texts and the diversity
of  user  expressions,  the  subject  keywords  of  a  given
event  are  difficult  to  be  accurately  described  and
captured. At the same time, the uneven distribution and
sparsity  problems  of  social  network  data  in  time  and
space  also  lead  to  the  problem  that  it  becomes
increasingly  challenging  to  represent  the  original  state
of  events  completely  and  accurately.  To  address  these
problems,  researchers  need  to  consider  improvement
solutions  from  multiple  perspectives.  For  example,
more advanced natural language processing techniques,
such  as  word  vector  modeling  and  semantic  analysis,
can  be  used  to  analyze  and  interpret  social  network
texts  from  different  perspectives  in  order  to  obtain
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more  comprehensive  and  accurate  information  about
events.  In  addition,  other  data  sources,  such  as
traditional  media  reports,  government  announcements,
etc.,  can be combined to consider multiple dimensions
and  aspects  of  the  event  in  order  to  improve  the
effectiveness and credibility of ED.

(3)  When  analyzing  social  media  data,  topic-based
ED methods  usually  enable  the  detection  and tracking
of  events  by  identifying  topics  and  keywords
associated with specific events. However, the approach
also  has  some  limitations.  One  of  them  is  that
automatic  identification  of  key  tweets  and  influencers
is  still  difficult,  and the  final  detection results  are  still
only  a  list  of  topic  keywords,  lacking  in-depth
understanding and insight  into the events.  Researchers
can  introduce  network  analysis  and  machine  learning
techniques  to  build  more  comprehensive  and  accurate
models to analyze and process social media data. These
methods can better identify key tweets and influencers,
and  evaluate  and  predict  events  based  on  their
contribution  and  level  of  influence.  Also,  techniques
such as text sentiment analysis and time series analysis,
can  be  combined  to  improve  the  accuracy  and
usefulness of ED.

ED models on social networks are one of the cores of
popular  ED and  tracking  techniques,  whose  main  task
is to identify hot events in the data of tweets posted or
retweeted  by  users  on  social  networks.  Topic  models
are  one  of  the  core  components  of  ED  technology,
which  can  automatically  identify  and  extract  topic
information by analyzing and modeling text data.

An effective  topic  model  should  be  able  to  improve
the accuracy and efficiency of hot events identification,
and  significantly  improve  the  performance  of  ED
techniques.  This  can  be  achieved  by  introducing  new
techniques  and  methods,  such  as  deep  learning,
incremental  learning,  graph  neural  networks,  etc.  We
also need to explore and study the application of topic
models  in  other  fields,  such  as  recommendation
systems, ad placement, opinion monitoring, etc.

As mentioned above, traditional topic models (PLSA
or  LDA)  exhibit  unreliable  ED  performance  in  social
network  microblog  text  data.  This  is  attributed  to  the
short length characteristics of text information in social
networks. When modeling such short text, the problem
of sparse features arises, where text features cannot be
extracted  accurately.  This  problem  can  be  addressed
from  two  different  perspectives[102]:  firstly,  several
external  resources  can  be  used  to  supplement  the

expression  of  short  text,  and  secondly,  the  short  text
can  be  integrated  into  long  text  before  modeling  the
subject.  Although  former  method  can  solve  the
problem  of  sparse  data,  it  heavily  relies  on  external
resources,  which  can  change  the  original  semantics  of
the  text,  resulting  in  unreliable  ED  results.  The  latter
solution  of  transforming  short  text  into  long  text  for
topic  modeling  simply  constructs  the  long  text
according to some common characteristics identified in
the short text. Although it solves the problem of sparse
features  to  a  certain  extent,  it  does  not  improve  the
quality  of  topic  mining,  thereby imposing only  a  little
impact on improving the efficiency of ED. In addition,
users  are  important  participants  in  social  networks.
Therefore,  a  user  level  analysis  is  pivotal  to  better
understand  the  themes  of  social  networks.  In  order  to
improve  the  quality  of  topic  mining  and  optimize  the
performance of ED models in social networks, both of
these  approaches  need  further  in-depth  research  and
practice.

From  the  above  analysis,  although  research  and
applications of public opinion detection have achieved
certain  results,  key  issues  still  exist  that  need
immediate  attention  to  optimize  the  performance  of
existing  public  opinion  detection  models.  We  draw
important  findings  from  our  analysis  as  follows:  (1)
Feature-based public opinion detection methods ignore
the  multidimensional  characteristics  of  public  opinion
events  resulting  from  the  user’s  interest  migration
phenomenon and do not consider the syntactic structure
and  potential  dependencies,  making  it  difficult  to
explore  the  deep  semantic  expression  mechanisms  of
major  public  opinion  events  under  high  noise;  (2)
Model-based  public  opinion  detection  methods  do  not
require  the  number  of  optimal  categories  to  be
predetermined,  which  result  in  their  reduced
computational  complexity.  However,  their  fragmented
clustering  methods  deliver  the  detection  results  as  a
series  of  topic  keywords  with  vague  descriptions,
thereby  failing  to  reveal  the  semantic  generation  rules
of  public  opinion  events,  which  leads  to  insufficient
detection efficiency and low accuracy.

3　Event Tracking

3.1　Event propagation

Opinion  tracking  technology  relies  on  information
posted  or  shared  by  users  on  social  media  in  order  to
achieve  the  tracking  of  event  dissemination.  The
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efficiency  of  the  information  dissemination  model,  on
the  other  hand,  is  a  key  factor  in  determining  the
accuracy  and  effectiveness  of  public  opinion
dissemination,  which  ultimately  affects  the
performance  of  the  overall  public  opinion
dissemination  technology.  An  efficient  information
dissemination  model  can  accurately  predict  the  trend,
scale, and speed of event dissemination, thus providing
important support for public opinion analysis and early
warning.  For  this  reason,  we  need  to  continuously
optimize  and  improve  the  algorithms  and
implementations  of  information  dissemination  models
to enhance their accuracy, efficiency and robustness.

The independent cascade model and linear threshold
model  are  examples  of  widely  used  traditional
information  propagation  models[103].  Various  other
event  dissemination  models  have  been  built  upon  the
two  traditional  propagation  models[104, 105].  With  the
motivation  of  improving  the  event  dissemination
efficiency,  various  algorithms  have  been  developed
recently[106−110],  where  mostly  the  time  cost  is
optimized[90].  These  models  and  algorithms  provide
valuable  insights  on  online  information  diffusion
behaviors,  which  helps  improving  the  event
dissemination efficiency and accuracy.

In  social  networks  like  Weibo,  user  tweets  are
propagated to connected users via event propagation as
soon  as  they  are  published.  The  published  tweets  are
further propagated by a network of users, which allows
organizations  to  quickly  disseminate  information
through  user  relationship  networks.  Propagation
models  have  brought  various  sophistication  into
people’s  life.  However,  correctly,  and  effectively
identifying  hot  events  and  tracking  user’s  opinions
amid  the  proliferation  of  user-generated  content  and
real-time events remain challenging[20, 21].

The  transmission  of  popular  events  in  social
networks  is  similar  to  the  fission  process,  where
microblogs posted by users propagate automatically to
neighbors, who may then share the events among their
network.  Such  a  process  helps  with  quick  spread  of
information  in  social  networks,  whereby  local
discussions  produce  group  effects[111, 112].  The
Communityzer  algorithm  outlines  the  stages  of  birth,
growth,  shrinkage,  merging,  splitting,  and  dying  of
group  communities  in  a  social  network  by  detecting
overlapping  communities  along  with  performing  user
community  evolution  operations  during  information

dissemination[98].  This  two-stage  community  mining
process  defines  how  local  discussions  generate  group
effects  in  social  network  information  dissemination  to
accelerate information spreading.

Existing  studies  have  mainly  focused  on  either  the
information  dissemination  model  or  the  user
community  process,  but  largely  ignore  the  user’s
interested  topic  information  and  event  content
information[113, 114].  User’s  participation  behavior  on
social  networking  platforms  varies  greatly  in  terms  of
their  topic  interests  and  activity,  which  contribute  to
topic  heterogeneity.  Moreover,  microblog  contents
have  a  considerable  impact  on  user  behaviors.  Most
topics  quickly  disappear  from  the  list  of  discussed
topics,  with  only  a  few  standing  out  and  attract  more
attention in the competitive environment[115, 116].

Kwak  et  al.[117] noted  that  the  short  text  feature  in
social networks shortens the time required for users to
access  and  post  information,  thus  accelerating  the
dissemination  of  information,  which  is  confirmed in  a
statistical  analysis  of  the  entire  Twitter  network.  To
improve  the  effectiveness  and  accuracy  of  the
dissemination  of  popular  events  in  social  networks,  a
large-scale  statistical  analysis  of  social  network
information is being conducted.

The  content  of  social  network  information
dissemination emerges from the discussion and sharing
of  current  events  from our  daily  life[118].  Local  events
have  greater  communication  capability,  but  are
frequently  ignored  by  traditional  media[119−122] (e.g.,
emergencies and disaster events). Regional differences
exist  in  the  dissemination  of  information  when
keywords  are  used  to  extract  microblogs[122].
Moreover,  users  are  interested  in  events  around  their
locality.  Common users  pay more  attention  to  a  given
event’s  general  information  rather  than  the  finer
details,  and  they  typically  retweet  news  headlines  or
links  to  express  their  opinions  and  thoughts.  On
contrary,  information  posted  or  forwarded  by  users
belonging to the locality of the events are more specific
and detailed.

The  issue  of  event  propagation[123, 124] has  been
studied  from  the  perspectives  of  information
propagation  models  and  user  topics.  A  two-stage
algorithm[123] was  proposed  for  disseminating  popular
events  for  a  specific  topic,  which  improves  event
dissemination  efficiency  and  accuracy  to  some extent.
Furthermore,  this  method  aids  the  spread  of  popular
events  based  on  exploiting  a  set  of  influential  users
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under  a  specific  topic.  Karthika  and  Geetha’s
research[111],  by  analyzing  users’ interest  distribution,
estimated  users’ activation  probabilities  at  the  topic
level, and proposed a novel event propagation method.
This  method  utilizes  users’ activation  probabilities  to
rapidly  disseminate  popular  events  related  to  specific
topics,  which improves the  event’s  propagation speed,
along  with  extending  their  propagation  range.  The
significance  of  individuals  in  online  social  networks
and the topical relevance of information dissemination
have  been  discussed[125].  Firstly,  based  on  the
PageRank algorithm, a  new information dissemination
model was proposed. Subsequently, existing algorithms
were employed to approximate the optimal solution for
the  problem  of  influence  maximization  based  on  this
model.  Xuan  et  al.[126] introduced  a  new  framework
designed  to  explore  the  concept  of  reverse  influence
effects for studying information propagation during the
process  of  social  network  reconstruction.  First,  a  new
information  diffusion  model  for  social  networks  was
introduced,  which  considers  two  types  of  people  as
smart and normal, as well as two types of information
as  true  and  false.  As  social  networks  consist  of
individuals who learn from their experiences, receiving
a true (or false) message from a neighbor can increase
(or  decrease)  the  sender’s  trust  in  their  neighborhood.
By utilizing self-learning mechanisms, a social network
can become more intelligent and improve its ability to
distinguish  between  genuine  and  fake  information.  In
the recently identified model based social stratification
phenomenon,  authentic  information  that  is  initially
posted  by  a  person  in  a  closer  proximity  to  a  smart
person  could  be  retweeted  by  more  people  using  self-
learning  mechanisms.  Through  the  validation  of
simulation-based experiments, researchers can confirm
their  theories  and  explore  deeper  questions  about  the
underlying  mechanisms  of  social  networks  and
information  dissemination,  providing  readers  with  a
deeper understanding.

From  the  above  analysis,  existing  public  opinion
propagation models still face critical issues that need to
be  resolved  to  improve  the  overall  performance  of
public  opinion  tracking  technology.  Identifying  these
issues  from  two  perspectives:  (1)  current  public
opinion propagation methods ignore the impact of user
interest  migration  on  the  continuous  propagation  of
public  opinion  across  multiple  communities.  Existing
models  are  unable  to  capture  the  rich  structural  and
semantic  features  that  are  embedded  in  the  public

opinion  propagation  graph,  which  is  pivotal  to  learn
and  model  the  dynamic  process  of  information
propagation. As a result, it is difficult to summarize the
real  dissemination  patterns  of  public  opinion  events.
(2)  There  is  a  lack  of  research  on  the  selective
propagation  rules  of  public  opinion  events  based  on
user  interest  migration.  It  is  difficult  to  explore  the
inherent  correlation  between  information  and  its
spatiotemporal  features,  such  as  the  evolving
characteristics of user interests, semantic attributes, and
other  information  in  the  public  opinion  propagation
graph,  whereby  hampering  the  discovery  of  adaptive
propagation mechanisms for continuous public opinion
events.

3.2　Event evolution

Nowadays,  opinion  tracking  technology  is  very
necessary.  In addition,  the evolution of  public  opinion
is one of the crucial factors for public opinion tracking
technology.  Only  by  deeply  understanding  the
changing trend of  public  opinion and the new and old
public  opinion  events  that  emerge  in  the  process  of
evolution,  can  we  better  conduct  effective  opinion
tracking. To achieve this goal, it is especially important
to  use  efficient  and  accurate  models  to  track  the
evolution  of  public  opinion.  Such  models  can
continuously collect, organize, analyze, and summarize
various  forms  of  public  opinion  information,  and  turn
them  into  graphs  or  reports  that  can  be  visually
presented  to  provide  reliable  reference  bases  for
decision makers. Meanwhile, if the correlation between
old  and  new  public  opinion  events  can  be  grasped  in
time during the process of public opinion changes, the
chain  of  public  opinion  events  can  be  greatly
accelerated,  thus  enhancing  the  performance  of  public
opinion  tracking  technology  and  better  serving  the
public  and  decision  makers.  Therefore,  we  should
realize  the  importance  of  the  evolution  of  public
opinion  for  public  opinion  tracking  technology,  and
actively  promote  the  development  and  application  of
efficient and accurate opinion tracking models.

In  social  networks,  event  evolution  refers  to  the
process of spreading and diffusion of opinion events on
the  network.  This  process  usually  consists  of  some
users sharing or posting information about a topic and
drawing  the  attention  of  other  users  by  liking,
commenting,  or  retweeting,  which  leads  to  the
formation  and  spread  of  opinion  events.  In  social
networks, the speed and scale of event evolution can be
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rapidly  scaled  up,  because  social  networks  are
characterized  by  fast  dissemination,  wide  coverage,
and high interactivity, and also because users in social
networks  are  highly  connected  and  influential.
Therefore, once an important event or topic emerges, it
will  quickly  permeate  the  entire  social  network,  and
may trigger public discussion and attention to the issue.
The evolution of public opinion events in social media
can be presented in various forms. We summarize both
the  scope  and  period  of  public  opinion  dissemination.
To measure the dynamic spread of public opinion from
a spatial  perspective,  we focus on the general  trend of
public  opinion  spread  to  assess  its  coverage  and
influence.  In  addition,  we  need  to  consider  the  period
of  public  opinion  dissemination,  i.e.,  the  development
process of public opinion events in time, to understand
its  evolution  pattern  and  the  impact  it  has  on  society.
The  comprehensive  analysis  of  these  aspects  helps  us
understand  and  manage  public  opinion  events  in  a
more  comprehensive  way.  The  public  opinion
dissemination  period  measures  the  dynamic  spread  of
public  opinion  from  a  temporal  perspective,  with
emphasis  on  the  speed  and  duration  of  public  opinion
spread in the network. We need to pay attention to the
evolution of public opinion events in social networks to
understand the temporal trajectory, speed, and trend of
their spread. This helps us better assess and respond to
the  trends  of  public  opinion  events,  and  thus  manage
and control public opinion risks more effectively.

Exploring  the  evolutionary  mechanisms  of  popular
event  information  in  social  networks  is  a  very
important  area  of  scientific  and  practical  research.  In
social  networks,  information  can  be  disseminated  and
diffused  in  different  ways,  and  the  laws  and
mechanisms of this dissemination phenomenon need to
be  studied  and  explored  in  depth.  The  techniques  for
detecting  and  tracking  popular  events  in  social
networks  rely  heavily  on  event  evolution  models.  A
good  event  evolution  model  should  improve  the
accuracy  and  efficiency  of  identifying  new  and  old
popular  events  to  achieve  accurate  monitoring  and
management of popular events. Event evolution models
play a crucial role in the evolution of epidemic events.
A  good  event  evolution  model  needs  to  consider  not
only  the  propagation  process  of  an  event,  but  also
multiple  aspects,  such  as  the  scope  of  the  event,  its
duration,  and  its  possible  consequences.  Only  through
in-depth  research  and  analysis  of  event  evolution
models  can  we  better  improve  the  performance  of

popular  ED  and  tracking  technologies,  and  provide
scientific  support  for  social  opinion  management.
However,  this  is  a  difficult  procedure  that  includes
huge  data  processing,  text  content  analysis  and
processing, network structure analysis, and information
retrieval.  At  the  same  time,  the  recent  proliferation  of
user-generated content has resulted in a slew of issues
around  information  overload.  Therefore,  the  study  of
the  evolution  of  popular  events  in  social  media  has
attracted  widespread  attention.  In  the  age  of  social
media,  the  speed  and  scale  of  information
dissemination  have  been  greatly  enhanced,  which
makes  the  evolution  of  popular  events  more  complex
and diverse. Therefore, we need to explore in depth the
dissemination  patterns  and  mechanisms  of  popular
events in social media in order to better understand the
formation  and  development  trends  of  popular  events.
This  research  involves  various  fields,  such  as  data
mining, network analysis, and machine learning, which
not  only helps improve the efficiency of  epidemic ED
and  management,  but  also  provides  a  scientific  basis
for  us  to  better  understand  and  grasp  social  opinion.
Furthermore, government agencies collect and analyze
network security information by tracking the evolution
of  popular  events,  as  well  as  the  evolution  of  user
opinions and attitudes, allowing for timely control and
governance[127, 128].

Event evolution refers to the development process of
popular  events  spreading  and  diffusion  in  social
networks,  which  is  closely  related  to  the  form  and
dissemination  method  of  popular  events.  In  social
networks,  event  evolution  usually  shows  dynamic
changes,  diversity,  and  complexity,  and  is  influenced
by  various  factors,  such  as  user  engagement,
information  quality  and  diversity,  and  social  network
structure.  In  video  sharing  websites,  the  evolution  of
video  events  is  typically  depicted  by  the  number  of
views  and  shares[129].  The  dynamic  dissemination  of
events in news platforms is represented by the number
of  news  comments[130].  The  evolution  of  event
information in social networking can be presented in a
variety of ways, but two important perspectives include
propagation range[131] and propagation period[131].  The
dissemination  range  is  a  spatial  measure  of  dynamic
dissemination  of  information  that  focuses  on  the
overall  trend  of  information  dissemination.  The
propagation  cycle  is  a  time-based  measurement  of
dynamic  propagation  of  information,  which  is
measured based on the information propagation rate in
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the  network  and  its  duration. Figure  5 illustrates  the
process of event evolution.

Traditional  event  evolution  research  is  primarily
based  on  high-frequency  keywords  of  emergencies  or
the  topic  model  based  method  for  detection  and
clustering events[132−135].  Majority of  existing methods
employ  high-frequency  keywords  as  abstracts  of
sudden or  popular  events.  However,  popular  events  in
real  life  evolve  over  time,  thus  it  is  critical  to  track
their  evolution  and  development.  The  evolution  of
popular  events  require  emphasis,  which  refers  to  the
changes in interests of influential communicators in the
event  evolution  process.  As  a  result,  we  must
concentrate  on  hot  events  and  the  evolution  of
influential user’s interests in relevance to those events,
rather than solely focusing on the hot events.

Various  studies  have  focused  on  event  evolution
recently.  In  classical  topic  detection  and  tracking
research,  the  event  evolution  model  (Story  Link
Detection  (SLD)  is  an  essential  method,  which  can
discover  the  associations  among  documents.  Qian

et  al.[21] constructed  a  multi-vector  event  model  to
describe events, where the relationship between events
is  described  by  calculating  vector  similarity.  This
method,  however,  treats  different  vectors  equally  and
cannot distinguish between different weights of words,
geographic  locations,  names,  and  background
information.  Yang  et  al.[130] proposed  an  event
evolution  ranking  method  to  evaluate  the  relationship
among  events  during  the  process  of  event  evolution.
Although  this  method  integrates  event  contents,
background  information,  and  similarity  of  document
distribution, it does not consider other important event
attributes, such as the geographic location, participants
etc.  Various  combinations  of  feature  information[136]

has  been  considered  to  compute  the  average  content
similarity  and  optimal  temporal  features.  However,
these  methods  are  applied  to  long  news  text  corpus,
and cannot be directly applied to short text of Weibo.

To  address  the  issue  of  the  evolution  of  short-text
events in social networks, Zhang et al.[123] proposed an
approach  in  his  research  to  build  a  context-aware
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Fig. 5    The evolution of popular events on social media.
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storyteller  model.  This  method  initially  builds  a
microblog  relationship  graph,  and  uses  a  time  sliding
window  to  dynamically  detect  the  event’s  core
subgraph,  and  finally  builds  the  event’s  evolution
relationship  by  monitoring  the  subgraph’s  evolution
process.  This  method  can  determine  the
interdependencies  between  events.  Lin  et  al.[137]

proposed  a  graph  optimization  model,  which  employs
dynamic  pseudo-relevant  feedback  to  determine  the
evolution  of  related  microblogs  and  events.  This
method,  however,  requires  users  to  query  keywords,
and  the  model’s  effectiveness  is  dependent  on  the
ability  of  users’ query  words  to  identify  relevant
popular events.

As a result, the graph optimization method is deemed
unsuitable  for  the  event  evolution  problem  of  short
texts  without  prior  knowledge.  To  this  end,  a
microblog time and tag-based evolution tracking model
(e.g.,  TH-LDA)[60] was  proposed.  To  improve
performance, the TH-LDA model incorporates tags and
time  factors.  The  TH-LDA  model  can  detect  popular
events  along  with  identifying  unlabeled  microblogs
that belong to the same popular event as the label text,
which is  used to detect  the popular  event’s  sub-events
and  track  the  popular  event’s  evolution.  A  Hot  Topic
LifeCycle Model (HTLCM) was created by academics
to  follow the  evolution  trend  of  hot  event  subjects[66].
The model divides the evolution of hot topics into five
stages,  which  are  birth,  growth,  maturity  and  death.
Through  an  in-depth  study  of  the  propagation  pattern
of  hot  topics  in  social  networks,  participants’
behaviors,  and  topic  contents,  the  HTLCM  model  is
expected  to  reveal  the  development  trajectory  and
pattern of hot topics, which is of great significance for
public  opinion  management  and  prediction.  At  the
same time,  the HTLCM model can determine whether
the current topic is a potential  hot event topic and can
track  the  evolution  of  hot  topics  in  real  time,  thus
significantly improving the ability to identify and track
the  evolution  of  events.  The  model  combines  social
network analysis,  text mining and machine learning to
effectively identify and track the evolution of hot event
topics by collecting, processing and analyzing data.

While social networks provide us with services, such
as  finding  friends,  sharing  resources,  and  creating
virtual communities, information overload has become
a growing issue amid the evolution of popular events in
social networks, making it increasingly difficult to find
useful information about popular events during specific

time  periods[138].  As  a  result,  identifying  information
quickly  related  to  popular  events  in  unstructured,
diverse,  and  dynamic  social  networks,  has  become  a
hot  research topic.  In  social  networks,  event  evolution
based on user interest evolution primarily refers to the
search  for  people  and  information  related  to  specific
user  interests  or  specific  events,  as  well  as  their
evolution process.  Due to  the issues  of  social  network
information  overload,  existing  solutions  are  primarily
divided  into  two  categories,  methods  based  on
collaborative  filtering  and  methods  based  on  interest
community discovery[139].

The  method  based  on  collaborative  filtering
primarily finds users similar to target user by analyzing
the  user  and  social  information  score  matrix,  and
predicts a given user’s interest score by calculating the
interests of similar users. The predicted score is used to
determine  the  relevance  of  discovered  events  to  the
users.  While  collaborative  filtering  recommendation
methods are widely popular,  they may face challenges
when dealing with data sparsity and cold start issues.

The  method  of  interest-based  community  discovery
is  used  to  discover  people  or  information  related  to
users  through communities,  which is  derived from the
idea of “things gather together, and people are divided
into  groups”.  People  have  multiple  social  identities  in
social  networks,  for  example,  users  may  have  interest
in  multiple  communities.  As  a  result,  in  the
recommendation  method,  the  target  user’s  social
network  information  can  be  used  to  improve
recommendation  quality.  Therefore,  Lin  et  al.’s
research[140] has  reached the following conclusion:  the
discovery  of  resource  information  within  networks  of
friends  with  shared  interests  is  highly  effective  and
accurate.  This  finding  underscores  the  significance  of
sharing interests and resources within social networks,
further  reinforcing  the  pivotal  role  of  social  networks
as  vital  channels  for  information  and  resource
dissemination.  Additionally,  this  conclusion  offers  a
fresh perspective for social network research, enabling
deeper exploration into the formation of interest-based
communities and information propagation mechanisms,
thus  enhancing  our  understanding  of  the  information
ecosystem within  social  networks.  These  insights  may
also  contribute  to  guiding  the  development  of  social
media platforms and the formulation of social network
management  strategies.  However,  the  nature  of  social
networks  is  dynamic,  and users’ interests  change  on  a
regular  basis.  As  a  result,  majority  of  existing
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community interest discovery algorithms are incapable
of accurately reflecting the real network.

From the above analysis, evolution model still needs
improvement  in  various  perspectives:  (1)  Existing
event  evolution  models  are  not  capable  of  identifying
user  interest  communities  in  popular  events.
Furthermore,  their  inefficiency  in  identifying
influential  change  process  of  key  microblogs  and  key
figures  make  them  less  capable  of  tracking  and
identifying  the  influence  of  dynamic  microblogs  and
user.  (2)  Tracking  the  evolution  of  popular  events
based on user interest  migration is difficult  in existing
models,  thereby  efficiently  and  accurately  clustering
and  tracking  popular  events  is  less  feasible.  (3)  The
low recognition rate  of  new and old popular  events  in
the  process  of  event  evolution  leads  to  a  low  event
evolution  control  ability.  Overall,  efficiently  and
accurately  tracking  the  evolution  of  popular  events
along  with  identifying  the  evolution  of  interests  from
influential users still need improvement.

4　Discussion

Research on tracking popular events in social networks
is  still  in  its  early  stages.  As  social  networks  have
evolved  as  popular  and  important  communication
medium, research on next-generation social networks is
urgently  needed  to  improve  user  experience.
Furthermore, by analyzing the research gaps in existing
detection  and  tracking  technology  of  popular  events,
this paper presents important inferences for researchers
on potential future directions.

The  main  issues  in  existing  ED  models,  event
propagation  models,  and  event  evolution  models  in
social networks are summarized below:

(1)  Social  network  data  are  prone  to  noise,  such  as
low-quality  microblogs,  low-influence  users,  and
unpopular  topics,  which  is  less  useful  for  ED.  At  the
same  time,  the  number  of  a  priori  parameters  in
existing  topic  model-based  ED  methods  must  be  set
manually,  which  significantly  reduces  ED  efficiency
and accuracy. Furthermore, existing topic model based
social  network  ED  methods  rely  on  high-frequency
topic  keywords,  thereby  necessitating  manual
discrimination.  The  description  of  event  topic
keywords  is  relatively  vague  due  to  short  text
characteristics of social  networks.  Furthermore,  due to
data  scarcity,  it  is  difficult  to  comprehensively
represent  the  original  state  of  a  given  event,  which
further reduces the ED accuracy and efficiency.

Existing public opinion detection methods commonly
use topic models or methods to cluster high-frequency
keywords,  but  ignore  the  multi-dimensional  and
complex characteristics of public opinion events under
the  user  interest  shift  phenomena.  Moreover,  these
methods  do  not  effectively  utilize  the  semantic
information  of  public  opinion  texts  under  high  noise
and fail to consider the syntactic structure and potential
dependency  relationships.  Furthermore,  during  the
detection  process,  all  topic  keywords  are  treated  as
independent features, without in-depth consideration of
the  correlations  among multidimensional  and complex
characteristics.  This  results  in  their  failure  to
effectively  explore  the  deep  semantic  expression
mechanism of significant public opinion events, which
is  not  conducive  to  track  subsequent  evolution  of
public  opinion  events,  and  leads  to  insufficient
detection and low accuracy.

(2)  Existing  event  dissemination  models  in  social
networks  cannot  selectively  disseminate  events  based
on the popularity of  user  interests,  cannot intelligently
identify and update influencers,  and cannot learn from
previous  dissemination  processes.  These  constraints
reduce  their  efficiency.  At  the  same  time,  existing
studies  do  not  consider  the  significance  of  event
content  and  user  preferences.  However,  in  social
networks,  event  propagation  is  related  to  users  and
event  topics.  Moreover,  a  given user  may characterize
different  event  propagation  capabilities  for  different
events. There is currently no research on the impact of
changes  in  user  preferences  on  information
dissemination  in  social  networks.  Furthermore,
experience  or  knowledge  from  previous  propagation
process  cannot  be  learned,  thereby  resulting  in  low
accuracy  and  efficiency.  Past  knowledge  is  crucial  in
continuous  event  propagation  within  a  small  range,
which significantly affects the accuracy and efficiency
of event propagation model.

The  public  opinion  propagation  method  based  on
information  propagation  models  is  an  effective
propagation  technique,  but  requires  a  prior
determination  of  the  propagation  probability  among
users to disseminate public opinion events through the
network.  Moreover,  this  method ignores  the impact  of
user  interest  shift  phenomena  on  multi-source
information  propagation,  and  cannot  learn  and  model
the  dynamic  process  of  information  propagation  by
capturing  the  rich  structural  features  and  semantic
characteristics  embedded  in  the  public  opinion
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propagation  graph.  This  leads  to  problems,  such  as
poor  flexibility  of  the  public  opinion  propagation
model  under  multiple  communities,  and  over-
dependence  on  propagation  probability  for  continuous
propagation range.

In  addition,  existing  public  opinion  propagation
methods require retraining of model parameters during
continuous  propagation,  which  not  only  incurs  a
considerable  amount  of  time  to  construct  the  model,
but  also  causes  the  new  model  to  lose  the  feature
information  of  past  propagation  probabilities,  thus
affecting the performance of the model.

(3)  A  large  number  of  replies,  retweets,  and  other
operations has led to a  continuous expansion of  social
networks.  Only  a  portion  of  microblog  data  can  be
analyzed  in  any  given  time  frame  under  incomplete
network  topology.  Thus,  the  accuracy  of  event
evolution model is impacted by the evolving nature of
social  networks.  Many  existing  methods  of  user
influence  analysis  are  carried  out  using  static  network
analysis,  thus  incapable  of  exploiting  the  internal
mechanism  of  a  dynamic  network.  Tracking  the
evolution  of  popular  events  based  on  user  interest
migration  is  often  challenging.  Moreover,  it  is
impossible  to  automatically  cluster  and  track  popular
events  in  an  efficient  and  accurate  manner.  The  low
recognition  rate  of  new  and  old  popular  events  in  the
process  of  event  evolution  leads  to  a  low  event
evolution control ability, making it difficult to track the
evolution  of  popular  events  and  the  evolution  of
influential  communicators’ interests  efficiently  and
accurately.

Most  of  the  existing  public  opinion  evolution
methods  only  focus  on  identifying  and  tracking
multiple static graph structures, but ignore user interest
evolution characteristics across networks. This makes it
difficult to accurately identify evolution relationship of
the  new  and  old  public  opinion  events  under  the  user
interest  shift  phenomenon,  thereby  losing  efficiency
whilst  constructing  chains  of  new  and  old  public
opinion  events  evolution  relationship  graphs.  At  the
same  time,  existing  public  opinion  evolution  models
assign  same  weights  to  new  and  old  public  opinion
events  during  the  training  process,  and  ignore  the
impact  of  user  interest  shift  phenomena  during  the
process  of  recognizing  the  evolution  relationship
between  new  and  old  public  opinion  events.  This
makes it difficult to explore the generation mechanism
of  public  opinion  events  evolution  relationship  graph

chain.

5　Conclusion

In  summary,  research  on  public  opinion  tracking
technology  has  been  studied  from  different
perspectives in recent years.

Public  opinion  events  characterize  complex  internal
and  external  relationships  and  evolutionary
characteristics.  Overcoming  the  shortcomings  of  low
detection accuracy under high noise resulting from user
interest  shifts  is  an  immediate  requirement.
Furthermore,  the  narrow  range  of  continuous  public
opinion dissemination under multiple communities and
the  difficulty  in  constructing  chains  of  new  and  old
public  opinion  events  amid  the  evolution  of  public
opinion  events  across  networks  affect  the  detection
efficiency.  Therefore,  in-depth  research  on  rapid  and
accurate public opinion tracking technology, especially
under  user  interest  shift  phenomena,  has  significant
practical value.

We derive future research directions as below:
(1)  Improve  classification  accuracy: Classification

accuracy of existing public opinion tracking algorithms
still  need  significant  improvement.  Introducing  more
advanced  text  analysis  techniques,  optimizing  feature
selection  methods,  and  establishing  more  complete
classifiers  can  be  used  to  improve  classification
accuracy.

(2)  Introduce  deep  learning  technology:
Traditional machine learning methods are still used for
feature  extraction  and  classification  methods  in  public
opinion  tracking  algorithms.  However,  these  methods
cannot  efficiently  process  complex  semantics  and
facilitate  training  of  larger  datasets.  Therefore,  the
introduction of deep learning techniques, such as graph
neural  networks  and  Generative  Pre-trained
Transformer  4  (GPT-4)  should  be  considered  for
higher-level  analysis  in  the  future  when  performing
text  feature  extraction  and  classification  analysis.  To
provide more accurate and comprehensive data support
for opinion analysis and prediction.

(3)  Optimize  sentiment  analysis  model: Sentiment
analysis  is  one  of  the  core  modules  of  public  opinion
tracking  algorithms.  In  the  future,  sentiment  analysis
models  should  be  optimized  using  more  training  data,
smarter feature selection, and classifiers to improve the
accuracy of sentiment analysis.

(4)  Expand  dataset: The  classification  effect  of
public opinion tracking algorithms is limited by smaller
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datasets,  and traditional  datasets  are  usually  limited to
specific  fields  and languages.  Therefore,  in  the  future,
more languages and real-world datasets should be used
in the training process to better deal with challenges of
diversity and complexity.

(5)  Combine with other algorithms: In addition to
text-based  public  opinion  tracking  algorithms,  other
algorithms, such as machine vision and social network
analysis,  should  be  incorporated  into  public  opinion
tracking  models.  This  requires  improving  the
interoperability  between  algorithms  and  promoting
cross-development of algorithms.
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