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ABSTRACT

Human Activity Recognition (HAR) using wearable sensors, particularly wrist-worn devices, has garnered
significant research interest. However, challenges such as sensor displacement and variations in wearing
habits can affect the accuracy of HAR systems. Two compensation stratigies for sensor displacemnt are
proposed to address these issues. The first strategy is hybrid data fusion, which involves merging sensor
data collected from different displacement locations on the wrist. This technique aims to mitigate the
discrepancies in data distribution that result from the multiple wearing positions along the wrist, thereby
enhancing the overall accuracy of HAR models. The second strategy is cross-location transfer fine-tuning,
which involves pretraining a model with data from typical wrist locations and then fine-tuning it with data
from a new sensor location. This approach improves the model’s ability to adapt and perform accurately
when the sensor is placed in a different position, significantly enhancing its performance and generalization
capabilities. To verify the effectiveness of these proposed compensation strategies, we built an LSTM
baseline model and introduce a new Multi-stage Feature Extraction (MSFE) model that integrates 1D CNN
and attention. Experiments on common activities such as walking, standing, using stairs, and lying down,
with data recorded at multiple locations along the wrist, have shown that both hybrid data fusion and
cross-location transfer fine-tuning strategies notably improve the recognition accuracy of HAR models.
The proposed MSFE model achieves higher recognition accuracies than the LSTM model in all six
experimental scenarios, particularly in Scenario 5 involving sensor displacement, with an improvement of up
to 31.65%. Additionally, thecross-location transfer fine-tuning strategy enhances the recognition accuracy
by 9.19% for Subject 3 with sensor displacement at the right wrist location. These advancements in handling
sensor displacement and wearing variations are crucial for developing more reliable and versatile wearable
technologies.

INDEX TERMS Sensor displacement compensation, human activity recognition, deep learning, wrist

I. INTRODUCTION texts [I]]. Wearable sensor-based Human Activity Recogni-
tion (HAR) is a field that involves using sensors in wearable
devices to monitor and interpret human activities. These de-
vices, typically worn on the body, are equipped with various
sensors, including accelerometers, gyroscopes, magnetome-
ters, and sometimes additional sensors like heart rate moni-

HE internet of things infrastructure enables the scalable
deployment of wearable devices and sensors, such as
smartwatches, wristbands, and others. This technology holds
significant potential for enhancing the way we understand,
monitor, and interact with human activities in various con-
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tors [2]. HAR is applicable in various fields due to its ability
to analyze human activities using sensor data, encompassing
health and fitness, security and surveillance, sports science,
and assistive technologies [3]].

The study in [4] highlighted that users’ natural placement
of sensors can significantly impact the recognition capabil-
ities of the system. While multi-sensor configurations were
effective in mitigating variations introduced by sensor de-
ployment, not all models demonstrated equal tolerance to
sensor displacement. Particularly, feature fusion methods ex-
perienced a notable decline in performance when users per-
sonally placed the sensors. This decrease in performance was
even more pronounced when sensors were intentionally mis-
placed. Feature fusion multi-sensor models were especially
sensitive to displacement effects, as changes in the signal
space were naturally integrated into the aggregated feature
vectors. Neither single-sensor nor feature fusion multi-sensor
methods exhibited acceptable recognition capabilities when
sensor displacement occurred.

The authors in [5] explored the feasibility of detecting
the current on-body location of a wearable device in real-
world scenarios using a single acceleration sensor for com-
mon activities. To assess the significance of location in-
formation, they created a substantial real-world dataset by
recording seven different on-body locations of 15 partici-
pants engaged in eight distinct activities. Their experimental
results strongly supported that incorporating on-body loca-
tion information significantly enhanced activity recognition
accuracy. Yet, their work treated the multiple locations as a
multi-class problem without further investigating compensa-
tion for sensor drifting in the location-unaware scenarios. In
[6], a proposed solution addressed the challenge of location-
independent human activity recognition using wearable sen-
sors. The researchers developed a set of linear and non-
linear transformations for sensor data to minimize the inertial
sensor’s sensitivity to location and orientation, improving
recognition performance in real-time scenarios.

Wrist is a commonly chosen location for HAR, well re-
ceived by users [[7]-[10]. Data from wrist-worn sensors pro-
vide rich movement information and are extensively used in
recognizing periodic repetitive activities like step counting,
calorie consumption, and heart rate measurement [11]], [[12]],
which are generally less sensitive to sensor displacement.
However, for the recognition of more complex activities like
walking, climbing stairs, or sitting, a greater amount or richer
information from sensors is required. Many HAR studies
based on wrist-worn sensors typically secure the sensor at a
predetermined wrist location during data collection. Never-
theless, the loose placement of sensors or varying individual
wearing habits can lead to relative movements between the
sensor and the wrist. Moreover, wearers may place the sensors
differently from the predefined location, further complicating
accurate activity recognition. Using a model trained with data
from the initially defined wrist location directly to recognize
activities after sensor displacement can significantly degrade
recognition performance.
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Most wearable HAR systems operate under the assumption
that training and testing data share the same distribution.
However, in real-world scenarios, the distribution of sensor
data is influenced by the locations where users wear the
sensors. This disparity in distribution can result in a decline in
model performance or a reduction in generalization [|13]]. Sen-
sor displacement occurs when sensors are not in their ideal
or predefined locations, which can involve rotation, transla-
tion, or both [4]-[6]. This displacement often accompanies
a drift in the original data distribution, affecting the entire
activity recognition process [[14]. Such drift can lead to the
failure of activity recognition systems designed for specific
sensor locations. Imposing restrictions on how users wear
wearable devices in real-world scenarios is impractical and
may diminish user enthusiasm. To address the performance
variations caused by sensor displacement, different strategies
have been explored. The authors in [[15]] experimented with
smartphone-embedded sensors placed in pockets, bags and
hands to compare the performance differences in recognizing
the same activity. They integrated sensor data from these
three locations and extracted features to establish a location-
independent activity recognition system with an accuracy of
80%. Yet, the system still required data from three different
body locations. Similarly, the study in [16] employed recogni-
tion models according to different sensor locations to identify
daily activities. Huang et al. [[17]] proposed a method capable
of identifying the smartphone’s holding orientation by select-
ing an appropriate model for activity state recognition, effec-
tively addressing the issue of varying recognition accuracies
stemming from different sensor placement locations.

The work highlighted a significant impact on recognition
results due to sensor displacement on the wrist, especially
when training and testing data originate from different lo-
cations along the wrist [7]. As depicted in Figure [I| the
visualization of principal component analysis (PCA) shows
that data from both subjects demonstrate distinct distributions
based on four wrist-wearing locations. Developing a new
classification model for each distribution would entail a sub-
stantial investment of time and computing resources. The key
to mitigating the decline in recognition performance caused
by sensor displacement is enabling the model to adapt to the
data after displacement. Therefore, compensating for sensor
displacement becomes crucial for maintaining robust recog-
nition performance. Yang [18|] conducted a comprehensive
comparison of the impact of device locations on smartphone-
based HAR. They eliminated differences in raw sensor data
resulting from diverse device orientations through coordi-
nate transformation. The effectiveness of using acceleration
sensors for HAR was highly dependent on the smartphone-
embedded accelerators’ wearing location.

Deep learning has greatly enhanced the efficiency of fea-
ture extraction for HAR [19], [20]]. Networks like Convolu-
tional Neural Networks (CNNs) and Long Short-Term Mem-
ory networks (LSTM) are capable of automatically extracting
valuable features from raw sensor data [21]—[24]]. LSTM, in
particular, excel in handling time series tasks. Wang et al. [25]]

VOLUME 11, 2023



This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3422256

IEEE Access

H. Wang et al.: Enhancing Human Activity Recognition in Wrist-Worn Sensor Data Through Compensation Strategies

. ® Bottom
Left
Right
Top

6000 -

4000 -

2000 A

Vector 2

—2000 1

—4000 1

T T T T T T T
—=7500 —=5000 -2500 0 2500 5000 7500
Vector 1

(a) Subject 1

e Bottom
Left

® Right

e Top

15000 -

10000 1

Vector 2
1%
o
o
o
L

—5000

—7500 -5000 -2500 0 2500 5000 7500 10000
Vector 1

(b) Subject 2

FIGURE 1. PCA dimensionality reduction visualization of data at different
wrist positions

introduced a hierarchical deep model with two hidden layers
of LSTM, leveraging LSTM’s ability to memorize and store
periods of time series data, thereby enhancing HAR accuracy.
Chen Qing applied an LSTM model for gait sequence predic-
tion to identify falls [26]. Tan Huixing utilized an improved
LSTM model [27]] to detect toe-hitting and heel-hitting ac-
tions in users’ gait data collected from accelerometers. Also,
CNNs have been employed to enhance HAR systems’ per-
formance by directly working with raw accelerometer and
gyroscope data. For instance, Chen et al. 28] demonstrated
the effectiveness of deep CNN in improving HAR accuracy,
highlighting their ability to automatically learn relevant fea-
tures from multi-channel sensor inputs.

On the other hand, attention mechanisms have been in-
troduced to further enhance deep learning models’ perfor-
mance in HAR. By dynamically weighting the importance of
different time steps, attention mechanisms enable the model
to capture the most significant features for distinguishing
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between different activities [29]]. A notable example is the
work by [30]], who applied attention-based models to HAR,
demonstrating improved performance compared to traditional
CNN and LSTM approaches.

Transfer learning stands as a crucial technique in deep
learning, effectively addressing the challenge of distribution
bias [|31]], [32]. Its principal objective is to expedite the appli-
cation of existing algorithms, models, or parameters to new
tasks. By minimizing the discrepancy between the source
and target domains, transfer learning enhances models’ ac-
curacy during testing. Various techniques, such as sample
weight transfer, feature transformation transfer, and model
pre-training, are used to achieve domain adaptation. While
transfer learning has been extensively applied in computer
vision (ImageNet model) [33] and natural language process-
ing (BERT model) [34], there currently exist no established
general models tailored for time series HAR tasks.

Current studies on sensor displacement have predomi-
nantly focused on the impact of larger displacements across
the entire body or employed traditional machine learning
methods. There is a notable gap in research regarding the
impact and compensation for smaller sensor displacements
in specific body parts, particularly when employing deep
learning approaches. Consequently, this study aims to address
this gap by concentrating on compensating for smaller dis-
placements of wrist-worn sensors. We gather activity data
from wrist sensors and construct scenarios representing small
displacements of the wrist-based sensors. Two sensor com-
pensation schemes are proposed: one involves fusing data
from all sensor locations, and the other employs cross-
location transfer fine-tuning. To assess the effectiveness of
these schemes, an LSTM and a Multi-stage Feature Extrac-
tion (MSFE) recognition model are developed. The primary
contributions of this paper are outlined as follows:

(1) A Multi-stage Feature Extraction (MSFE) model for
HAR is developed, consisting of three key modules: a
sensor axis-wise attention layer, a self-attention mod-
ule, and a CNN temporal module. These modules are
designed to assign weights to sensor channels, cap-
ture time step representations, and extract local time-
dependent features, respectively.

(2) Six distinct scenarios are devised to assess the im-
pact and compensation of wrist sensor displacement.
Scenario 1 evaluates recognition performance for each
subject in four defined wrist-wearing locations sequen-
tially, with no displacement. Scenario 2 involves mix-
ing each subject’s data from the four locations in ad-
vance for training and testing, assessing the model’s
general performance. In Scenario 3, data from all sub-
jects in the same location are mixed to examine the
model’s cross-subject recognition performance. Sce-
nario 4 combines all data from all subjects in the four
locations for training and testing, validating the model’s
cross-subject and cross-location recognition perfor-
mance. Scenario 5 Tests the model trained on three
locations with data from the remaining one location
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FIGURE 2. Framework of the established LSTM model

simulated more severe sensor displacement. Scenario
6 Evaluates model performance on new subjects using
Leave-One-Subject-Out Cross-Validation (LOSO-CV)
demonstrated the model’s adaptability to new users.

(3) Two compensation strategies are proposed to improve
model performance amid sensor displacement. Hybrid
data fusion merges sensor data from different wrist
displacement locations to mitigate disparities in data
distribution. Cross-location transfer fine-tuning pre-
tains a model using data from all conceivable wrist
positions, followed by fine-tuning it with data from a
newly chosen sensor location, thereby enhancing the
model’s adaptability and accuracy when the sensor is
relocated to a new position.

The rest of this paper is structured as follows. Section
reviews the related work based on deep learning and trans-
fer learning. Section [[TI] discusses the presented recognition
models, including LSTM and MSFE. Sectio presents
experiments, results, and sensor displacement compensation
strategies. The conclusion in Section [V]synthesizes the main
findings and suggests future research directions in HAR.

Il. RELATED WORKS

With the proliferation of wearable devices like smartwatches
and fitness trackers, there is an increasing demand for ac-
curate and robust HAR systems. Recent advancements in
deep learning have substantially improved HAR accuracy
by leveraging models such as CNN, LSTM, and attention
mechanisms.

LSTM are particularly useful for modeling temporal dy-
namics, which is crucial for recognizing activities charac-
terized by specific time-based patterns. Chen [35]] proposed
an adaptive structure model incorporating deep learning net-
works, including CNN and LSTM, with the goal of en-
hancing the accuracy of HAR based on accelerometer sen-
sors with non-fixed wearing locations. Moreover, attention
mechanisms have become integral in various deep learning
applications [36], [37]], spanning natural language process-
ing, image recognition, and speech recognition. The attention
mechanism enables the model to concentrate on the most rel-
evant parts of the input data, dynamically assigning weights
to different parts of the input data. This assists the model
in capturing crucial features while disregarding irrelevant
information, thus resulting in improved performance. Chen
et al. [30] utilized LSTM to achieve superior performance in
HAR by effectively handling the time dependencies inherent
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in wearable sensor data . Their study underscored the impor-
tance of capturing temporal features to accurately distinguish
between various human activities.

Among various deep learning approaches, CNN have
gained prominence for their ability to automatically extract
meaningful features from raw sensor data. Specifically, 1D
CNN models have shown considerable promise in wearable
HAR due to their capability to process time-series data effec-
tively. 1D CNN applies convolutional operations along one
dimension, making them well-suited for analyzing sensor sig-
nals that vary over time. For instance, Wang et al. [38]] utilized
1D CNN to develop a robust HAR system that processes
accelerometer and gyroscope data from wearable devices.
Their approach focused on optimizing the network architec-
ture to balance performance and computational cost, achiev-
ing high accuracy in real-time activity recognition. Similarly,
Chen et al. [28] proposed a 1D CNN-based framework for
HAR that integrates multiple sensor modalities, including
accelerometers and magnetometers. Their model effectively
combines the strengths of different sensors, enhancing the
overall recognition performance.

Attention mechanisms have also been incorporated into 1D
CNN architectures to enhance their ability to focus on the
most relevant parts of the input sequence. Khan et al. [39]
proposed an attention-based multi-head model for HAR. This
model includes three lightweight convolutional heads, each
utilizing a 1D CNN to extract features from sensory data. The
attention mechanism is integrated into the lightweight multi-
head model to enhance the CNN’s representation ability,
enabling the automatic selection of salient features while sup-
pressing irrelevant ones. The experimental results on two pub-
licly available benchmark datasets, WISDM and UCI HAR,
demonstrated the proposed framework’s effectiveness in ac-
tivity recognition, achieving higher accuracy and ensuring
computational efficiency. Essa et al. [40]] proposed two novel
architectures for classifying sequences of human activity data
from different sensors: the Convolution with Self-Attention
Network (CSNet) and the Temporal-Channel Convolution
with Self-Attention Network (TCCSNet). CSNet captures
both local and global dependencies in the input data using 1D
CNN convolution and self-attention. TCCSNet exploits tem-
poral and inter-channel dependencies through two branches
of 1D CNN convolutions and self-attentions, extracting time-
wise and channel-wise information.

Despite these advancements, challenges remain in address-
ing the variability introduced by sensor displacement and
different wearing habits. The study in [4] highlighted that
users’ natural placement of sensors can significantly im-
pact the recognition capabilities of the system. While multi-
sensor configurations were effective in mitigating variations
introduced by sensor deployment, not all models demon-
strated equal tolerance to sensor displacement. Feature fu-
sion methods, in particular, experienced a notable decline in
performance when users personally placed the sensors. This
decrease in performance was even more pronounced when
sensors were intentionally misplaced. Feature fusion multi-
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sensor models were especially sensitive to displacement ef-
fects, as changes in the signal space were naturally integrated
into the aggregated feature vectors.

Neither single-sensor nor feature fusion multi-sensor meth-
ods exhibited acceptable recognition capabilities when sen-
sor displacement occurred. The authors in [35]] explored the
feasibility of detecting the current on-body location of a
wearable device in realworld scenarios using a single accel-
eration sensor for common activities. To assess the signifi-
cance of location information, they created a substantial real-
world dataset by recording seven different on-body locations
of 15 participants engaged in eight distinct activities. Their
experimental results strongly supported that incorporating
on-body location information significantly enhanced activity
recognition accuracy. Yet, their work treated the multiple
locations as a multi-class problem without further investigat-
ing compensation for sensor drifting in the location-unaware
scenarios. In [6]], a proposed solution addressed the challenge
of location independent human activity recognition using
wearable sensors. The researchers developed a set of linear
and nonlinear transformations for sensor data to minimize
the inertial sensor’s sensitivity to location and orientation,
improving recognition performance in real-time scenarios.

A study in [41] highlighted the benefits of using transfer
learning to adapt HAR models to varying sensor locations,
thereby improving recognition accuracy. Subsequent research
has continued to explore and validate these findings. For
instance, Soleimani et al. [42] introduced a novel adversar-
ial knowledge transfer method called Subject Adaptor GAN
(SA-GAN), which employed the Generative Adversarial Net-
work framework to facilitate cross-subject transfer learning in
wearable sensor-based HAR. In some instances, it achieved
up to 90% of the accuracy attainable through supervised
training on the same domain data. Bursa [43]] explored using
transfer learning to create personalized models and model
compression techniques to enable efficient DL algorithms on
resource-constrained devices. They investigated the effects
of various deep learning architectures, the extent of layer
fine-tuning, the amount of user-specific training data, and
transferring models to new datasets on HAR performance.
The study compared the performance of transferred models
with general and user-specific models in terms of F1 score,
training time, and inference time.

In response to the sensor displacement issues in wearable
HAR, this paper introduces two innovative compensation
schemes: hybrid data fusion and cross-location transfer fine-
tuning, aiming to enhance the accuracy of HAR especially us-
ing wrist-worn sensors. The proposed strategies integrate data
from multiple locations and fine-tune deep learning models to
adapt to a new sensor location. By harnessing the strengths
of 1D CNNs and combining them with sensor axis-wise
attention and self attention mechanisms, we also introduce a
new Multi-stage Feature Extraction (MSFE) model to verify
the efficacy of the compensation strategies.

lll. RECOGNITION MODELS
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A. MULTI-LAYER LSTM

In this study, the developed Multi-stage Feature Extraction
model and a foundational multi-layer LSTM model [44] are
employed to assess the proposed compensation schemes. The
architecture of the LSTM model is depicted in Figure [2] It
consists of three LSTM blocks with hidden units of 32, 128,
and 64, respectively. Each block contains an LSTM layer, a
batch normalization layer and a dropout layer, facilitating the
training process and mitigating overfitting to some extent.
Ultimately, two fully connected (dense) layers, with 64 and
4 units respectively, along with the softmax operation, yield
the recognition results.

B. MULTI-STAGE FEATURE EXTRACTION MODEL (MSFE)
The Multi-stage Feature Extraction model (MSFE) intro-
duced in this paper integrates the standard attention mecha-
nism, self-attention mechanism and 1D CNN to extract more
informative features from activity time series data. The MSFE
is composed of three components: the sensor axis-wise atten-
tion layer, the self-attention module, and the CNN temporal
module. Its structure is illustrated in Figure 3]

The sensor axis attention layer is employed to determine
the attention weights for all sensor axes, indicating the sig-
nificance of each axis’s collected data for activity recognition.
Subsequently, a one-dimensional convolution transforms the
weighted representation into a vector along the time dimen-
sion. Following the convolution, a positional encoding layer
is introduced for the time window, enabling the model to
recognize the sequence order of the input time series and
better comprehend their correlations.

The self-attention module focuses on learning the feature
of the positional encoding data through scaled dot product
operations. The CNN temporal module enhances the extrac-
tion of local time-dependent features from the outputs of the
self-attention module, thereby obtaining the final feature rep-
resentation. Ultimately, the fully connected layers, followed
by a softmax layer, produce the probability for the final label
category. The detailed principles of the three attention layers
are elucidated below.

« Sensor axis-wise attention layer

The data gathered from wrist-worn sensors consist of
multi-axis time series. Each axis exhibits varying sensitivity
to activities, making a distinct contribution to the recognition
of the target activity. The sensor axis-wise attention layer
is crafted to discern attention weights for the provided axis
data, thereby establishing the significance of each axis in
HAR. A higher weight is assigned to an axis deemed more
relevant to the target activity. The acquired attention weights
are expressed as illustrated in equations (1) and (2).

. exp (a,ﬁt’))
s,E’) =

: (D

Do exp (a,(f’))
Vv, = Zsk(")ak("') (2)
5
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FIGURE 3. Framework of the established MSFE model

where k denotes the individual sensor axes, a,it") represents the

sensor axis data at time ¢;, s,((r[) stands for the attention weight
for axis k, and the v; parameter is the weighted representation

produced by the sensor axis-wise attention layer.
o Self-attention module

The self-attention mechanism allocates distinct weights to
each time step based on its similarity to other time steps.
It then uses these weights to conduct matrix transposition
between each time step and other relevant time steps to derive
attention weights. In self-attention, the query, key, and value
are the transformation vectors obtained by linearly transform-
ing the input through a fully connected layer. The dot product
of the query and key can be viewed as a comparison between
each time step and others. The attention score for a given time
step is determined by scaling and softmax normalizing the
dot product value. The weighted representation of each time
step is computed from the attention score and the value vector.
These operations are executed concurrently through matrix-
based operations, as depicted in Equation (3), where g, k,v
refers to the query, key, and value, respectively, ﬁﬁ,’“f ) is the
output of the self-attention module ;.

T
fsgzhj) (g, k,v) = softmaz (q k ) v 3)

Vi

The MSFE utilizes multiple attention heads to better cap-
ture the input data, enabling the extraction of more valuable
features. Each attention head generates unique outputs while
computing queries, keys, and values in Equation (3). Subse-
quently, the output from each attention head is concatenated
and transformed into the same dimension as a single attention
head through matrix-wise operations outlined in Equation (4).

Smha = W, - concat (fsg”), sghz) . .,fsgh”—l),fsgh”)> )

where W° is the parameter matrix learned during training,
SE{“), sghQ) e fsﬁf"*“, fsg,h") represents the output of each
self-attention block, and n is the number of self-attention

blocks.
o The CNN temporal module

The CNN temporal module consists of two 1D CNN layers,
each followed by a BatchNormalization layer. In the 1D CNN
layer, the filter is moved along the direction of the time step
thus extracting local time-dependent features among adjacent

6
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FIGURE 4. The wrist-worn sensor device

time step. This process enhances the extraction of temporal
features from sensor time series signals. The Batch Normal-
ization layer is introduced to significantly accelerate model
training and enhance model stability by normalizing the input
layer’s features, reducing internal covariate shift.

IV. EXPERIMENTS AND RESULTS

A. WRIST BEHAVIOR DATA

The defined activity data were gathered using a wrist-worn
device equipped with an accelerometer, a gyroscope, and a
magnetometer, as depicted in Fig. {f] This device was em-
ployed to construct a Wrist-Worn Human Activity Recogni-
tion (WWHAR) dataset. The WWHAR dataset encompasses
data from five healthy individuals engaging in four types of
daily activities: lying, climbing stairs, standing, and walking,
with specific activity definitions outlined in Table [I] The
dataset provides 12 channels of time series data, includ-
ing Pitch, Yaw, Roll, three-axis accelerometer data (ACCx,
ACCy, ACCz), three-axis gyroscope data (GYROx, GYROy,
GYROz), and three-axis magnetometer data (Magx, Magy,
Magz). Partially normalized raw data is depicted in Fig. [5]
where “Channel” represents the data channel, ‘“Sample”
denotes the time sample number, and ““Value” indicates the
normalized value.

During the data collection process, the wearable device
was securely placed on the dominant wrist of each user at
four predefined locations: Top, Left, Right, and Bottom of the
wrist, as shown in Fig.[6] Each participant underwent four sets
of experiments based on the designated wearing locations,
performing the four specified activities in each experiment
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set. The collection time for each activity was approximately
2.5 minutes. To mitigate the unwanted activities at the be-
ginning and end of each round, the first and last 15 seconds
of data series were excluded, generating an approximately
two minutes of valid series. These valid data were manually
labeled with corresponding activity labels.

TABLE 1. Activities defined in this study

Activity Description
Lying Resting on a mat without frequent turns
Stairs using Ascending or descending stairs
Standing Standing still
Walking Walking around

Value

Sampre

FIGURE 5. Visualization of partial gathered data

FIGURE 6. The Wrist-Worn Sensor Placement

B. COMPENSATION OF HYBRID DATA FROM ALL SENSOR
LOCATIONS

To assess the impact of recognition accuracies following local
sensor displacement along the wrist and apply appropriate
compensation methods, we have devised six distinct sce-
narios. These scenarios define four specific wrist locations
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Subject 1

Results

Subject 5

FIGURE 7. The setup of Scenarios 1-4

to mimic sensor displacement. The experiments, conducted
across these scenarios, involve the selection of activity data
from five participants. This exploration aims to understand
the robustness of wrist-worn activity recognition from mul-
tiple perspectives, including wearing locations, individual
differences among participants, and the overall performance
across all participants.

In Scenario 1, models are trained and tested using data from
the same wrist location for each participant, validating the
location-wise recognition performance individually. Scenario
2 entails training and testing the model by amalgamating data
from all four locations, providing insight into the model’s
recognition performance across the defined locations for each
participant separately. In Scenario 3, data from the same loca-
tion of five participants is combined, and the model is trained
and tested to evaluate its recognition performance across
participants. In Scenario 4, all data from the four locations
of five participants are combined, and the model is trained
and tested to examine its recognition performance across
both participants and wearing locations. In Scenario 5, data
from three of the four locations are used to train the model
and data from the remaining one is used to test the model.
This scheme is used to evaluate the recognition performance
of the model under extreme sensor displacement conditions.
To evaluate the model’s performance on new subjects, we
employed Leave-One-Subject-Out Cross-Validation (LOSO-
CV) in Scenario 6. The model is trained using the activity
data from four subjects and tested on the data from the fifth
subject. This process is repeated for each subject, and the final
performance is the average result. The specific experimental
settings are depicted in Figures[7]and 8]

In the six scenarios, each dataset undergoes windowing
with a 50% overlap, employing a window width of 30. Each
time window has a size of (30, 12), where the label for each
window is assigned based on the most frequently occurring
label among the 30 samples within the window. Each dataset
is divided into training and testing sets in a 7:3 ratio. The
training set has a size of (0.7#, 30, 12), while the testing
set has a size of (0.3#, 30, 12), where # denotes the total
number of time windows in the dataset. Through compre-
hensive comparative experiments and analysis, we find that
the recognition performance of the model in the Multi-stage
Feature Extraction model is optimal when the number of self-
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Scenario 5

Training

Test LSTM

Results
Scenario 6

MSFE
Training

Test

Subject 5

FIGURE 8. The setup of Scenarios 5-6.

attention blocks is set to 4. Additionally, the value of d is set
to 32 based on the input dimensionality of the wrist dataset.

Based on three rounds of cross-validation, the recognition
accuracies of MSFE and LSTM in the first four experimental
scenarios are presented in Table 2] Different background col-
ors are used to highlight the results of Scenarios 1-4, aligning
with the experimental scenarios. The light-blue region in the
top left corner corresponds to the results of Scenario 1, the
light-yellow region in the bottom left corner corresponds to
the results of Scenario 2, and the light-green and light-grey
regions in the top right and bottom right corners respectively
represent the results of Scenarios 3 and 4. The recognition
accuracies of the two models in each experimental scenario
are compared, with higher recognition accuracies highlighted
in bold.

The MSFE model achieves superior recognition accuracies
in Scenarios 1-4, particularly at Right of Subject 2. The
recognition accuracy of the LSTM model is 87.48%, while
the MSFE model reaches 95.29%, showing an improvement
of 7.81%. The MSFE model also demonstrates a significant
improvement in Scenario 2 for Subject 3, with a recognition
accuracy of 94.45%, an increase of 6.91% compared to the
LSTM model’s 87.54%. This improved performance indi-
cates that the MSFE model can extract more robust feature
representations from sensor data when the training and test
data are from the same locations.

Next, we set up Scenario 5, where the test data and the
training data are from different wrist-wearing locations, to ex-
plore the model’s recognition performance at unknown wrist
locations. It simulates to some extent the sensor displacement.
Figure 9] presents the results of the LSTM and MSFE mod-
els in Scenario 5. Here, Bottom*, Left*, Right* and Top*
represent the data at the current location used for testing the
model, while data from the remaining three locations serve as
the training set. Although the recognition accuracies of both
models for unseen data drops drastically, the MSFE model
still achieves a higher accuracy. In particular, the MSFE ac-
curacy is 31.65% higher than the LSTM model when the data
from the Left location is used for the test set. Despite the fact
that wrist-worn devices should try to avoid such subversive
displacement phenomenon in practical use, it can still be seen
that the proposed MSFE exhibits better robustness in the face
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FIGURE 9. Results of the LSTM and MSFE models in Scenario 5
of displaced data.

The application of wrist-worn devices often involves new
users; therefore, in Scenario 6, we evaluated the model’s
recognition performance on new subjects using the LOSO-
CV criterion, as listed in Table[3] Although the computational
complexity of the MSFE model exceeds that of the baseline
model LSTM in terms of the parameter count and FLOPs,
its LOSO-CV accuracy is 83.09%, which is 7.21% higher
than that of LSTM. Currently, the training of the model relies
on PCs, and the existing commonly used private PCs are
basically able to satisfy the demand for such computational
resources. Therefore, substantial performance improvement
is the primary need of the model, and the subsequent deploy-
ment of the mobile model will fully consider the saving of
computational resources.

We also compare the proposed MSFE model with previous
work listed in Table [d] Mohsen et al. [45] proposed a k-
nearest neighbor (KNN) algorithm, which achieved 90.46%
activity recognition accuracy on the publicly available UCI-
HAR dataset through parameter fine-tuning. Huang et al. [46]]
developed a shallow CNN model for HAR tasks, incorpo-
rating cross-channel communication within the same layer.
This design allowed for comprehensive interaction between
all channels, enabling the model to capture more differential
features from the sensor input. Imran et al. created the
CNN-BiGRU model, which extracts multiscale features of
activity data through two CNN modules integrating multiple
different kernel sizes and temporal features through a bidi-
rectional GRU layer. Similarly, Khatun et al. [48]] proposed
a CNN-LSTM model to extract spatial and temporal depen-
dencies from the sensor data, introducing self-attention to
enhances the model’s ability to focus on relevant parts of
the input sequence for better prediction. We evaluated the
above models on data from Scenario 4, where the treatment
of the data is consistent with the mainstream HAR evaluation
approach. As listed in Table [ the proposed MSFE model
achieves the best recognition accuracy.
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TABLE 2. Recognition accuracies in the Scenarios 1-4 with LSTM and MSFE

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 All Subjects
LSTM MSFE LSTM MSFE LSTM MSFE LSTM MSFE LSTM MSFE LSTM  MSFE
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
B 91.56 96.02 94.37 95.60 97.64 98.77 96.46 97.07 94.49 98.07 95.99 96.20
L 98.36 98.63 96.09 96.74 93.00 94.29 92.42 98.25 94.09 96.98 94.35 94.94
R 95.59 98.17 87.48 95.29 83.11 86.06 90.91 92.68 98.37 99.09 92.77 93.92
T 97.53 98.11 94.86 95.14 90.38 92.19 91.94 92.09 96.85 97.69 93.85 97.23
All 95.31 97.00 93.48 93.86 87.54 94.45 93.64 94.60 95.23 98.13 94.06 95.18

B: Bottom; L: Left; R: Right; T: Top; All: Four locations

TABLE 3. The results of the LSTM and MSFE models in Scenario 6

the system’s robustness to data distribution biases.
In addition, the recognition accuracy at Right for Subject

Model LOSO-CV Params. FLOPs. . . .
Acc.(%) (M) (M) 3 is relatively low (86.06%). However, when combining data
from all four locations, the recognition accuracy achieved is
LSTM 75.88 e 0.016 comparable to that of other subjects (94.45%). Upon repeated
MSFE 83.09 0.54 30.31

To further investigate the robust feature representations of
the wrist activity data, the focus will now be on analyzing the
results of the MSFE model in the Scenarios 1-4. For a more
straightforward comparison, the results of the LSTM model
are excluded from Table [2] and a new Table [5is generated.
Additionally, an ‘Average’ row is added, representing the
average values of the results at the four locations. Table[2]and
[]use the same background colors to differentiate the experi-
mental results of different scenarios, enhancing readability.

Firstly, in Scenario 1, three out of the five subjects achieved
the highest recognition accuracy at Left, while the remain-
ing two subjects achieved the highest accuracy at Low and
Right. This validates the phenomenon of individual differ-
ences among subjects due to personal habits when performing
activities. In Scenario 3, the highest recognition accuracy
of 97.23% was obtained at Top of the wrist. The MSFE
model trained in Scenario 3 could capture common features,
acquiring a feature representation that contains characteristics
from all subjects.

Secondly, the performance in Scenario 2 was slightly lower
than the average accuracy in Scenario 1 (except for Subject 3).
This could be attributed to the varied distribution of activity
data across different wrist locations, and models trained with
mixed data from multiple locations may experience a slight
decrease in performance due to this variability. However, the
advantage is an enhanced robustness, as evidenced by Subject
3 achieving 86.06% recognition accuracy at Right, which did
not significantly impact the overall accuracy of 94.45% in
Scenario 2. From the comparative analysis, two measures to
enhance the robustness of the wrist-based HAR system during
data collection can be derived: 1) increasing the number of
subjects to extract richer common activity features, thereby
improving the generalization ability of HAR; 2) increasing
the local collection locations for wrist activity data to enhance
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verification of the original data, we have ascertained that
there are no instances of label errors. The reason may be
the occurrence of sensor displacement or local displacement
when collecting data at Right of the wrist for Subject 3,
leading to a change in the distribution of their activity data.
Therefore, Scenario 4, where data from all wrist-worn lo-
cations are mixed, serves as a compensatory approach to
allow the recognition model to preview the features of data
after displacement. To address the negative impact of sensor
displacement on the performance of the HAR system, this
paper proposes the other compensation scheme.

C. CROSS-LOCATION TRANSFER FINE-TUNING FOR
SENSOR DISPLACEMENT COMPENSATION

The compensation scheme of mixing data from all locations
validates that the model, having early exposure to all possible
data that may undergo displacement, acquires more location-
specific activity information, thus overcoming the perfor-
mance degradation when sensor displacement occurs. How-
ever, the model needs retraining when predicting activities in
new locations. In contrast, transfer learning addresses domain
adaptation problems by extracting useful information from
data in a related domain and transferring it to the target task.
In the compensation strategy based on transfer learning, data
from all wrist locations of the five subjects are utilized as the
source-domain data to pretrain the MSFE model, while the
target model uses shifted sensor data. The focus is on trans-
ferring knowledge from the source model to the target model.
Since the recognition tasks in both domains are identical, only
the fully connected classification layer needs to be fine-tuned.

The data in both domains share the same pre-training layer
structure and parameters, with fine-tuning of adding a fully
connected layer to enhance the learning of the specific fea-
tures in target domain. Subsequently, the pretrained parame-
ters of the MSFE model are transferred to the model in the tar-
get domain as initial parameters for further training, reducing
training difficulty and time consumption. The schematic dia-
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TABLE 4. Comparative results of the proposed MSFE model with some existing literature works.

Ref. Model Accuracy(%)
Mohsen et al. [45]], 2021 KNN 67.78
Huang et al. [46], 2021 Shallow CNN model 93.53
Imran et al. [47]], 2023 CNN-BiGRU 94.94
Khatun et al. [48]], 2022 CNN-LSTM with self-attention 95.00
Proposed MSFE 95.18
TABLE 5. Recognition accuracies in the Scenarios 1-4 with MSFE
Location Subject 1  Subject2  Subject3 Subject4 Subject5  All Subjects
B 96.02% 95.60% 98.77 % 97.07% 98.07% 96.20%
L 98.63 % 96.74% 94.29% 98.25% 96.98% 94.94%
R 98.17% 95.29% 86.06% 92.68% 99.09 % 93.92%
T 98.11% 95.14% 92.19% 92.09% 97.69% 97.23%
Average  97.73% 95.19% 92.32% 95.02% 97.96 % 95.57 %
All 97.00% 93.86% 94.45 % 94.60% 98.13% 95.18%

B: Bottom; L: Left; R: Right; T: Top; All: Four locations
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Softmax

v

Results

=
@
=
F
H
~ 8
£
L ST-
- [«rsray ottom|
o En <-==={ ——— &=
| PR
2| H R Right
Dense b
-]
v &)
Softmax
Results

FIGURE 10. Compensation scheme based on transfer fine-tuning

gram is depicted in Figure[T0] During pretraining, the MSFE
model extracts common features across all subjects and wrist
locations. Then, these pretrained parameters are transferred
to the locations where local sensor displacement occurs for
further training. This allows the MSFE model to continue
optimizing performance based on the target domain’s activity
data, obtaining more robust features while maintaining com-
mon features.

Taking Subject 3 as an example, the activity data at Right
are employed as the target domain for transfer learning com-
pensation. Figure [T1] depicts the accuracy curves for train-
ing and validation before and after applying the fine-tuning
compensation scheme based on the MSFE model. The accu-
racy achieved by the MSFE model with transfer learning is
95.07%, marking an improvement of 9.14% over the accuracy
of 85.93% obtained without compensation. This underscores
the effectiveness of the fine-tuning compensation strategy in
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significantly mitigating the impact of sensor displacement on
the performance of the wrist-based HAR system. Addition-
ally, the MSFE model with transfer learning also exhibits
faster convergence, indicating that it can attain higher recog-
nition accuracy in a shorter training time.

Furthermore, we conducted the aforementioned transfer
learning compensation on the MSFE model for the Scenario
3 task, aiming to enhance its generalization in this specific
context. This transfer scheme also utilizes activity data from
all wrist locations of all subjects as the source domain for
pre-training MSFE, with the difference that mixed data from
the same one location of all subjects as the target domain for
fine-tuning and retraining. To rigorously validate the efficacy
of this compensation scheme in Scenario 3, we conducted
the transfer experiment at the each of the four predetermined
wrist locations. Table 6] presents the specific results, wherein
'T’, ’R’, L, and *B’ specifically represent the activity data
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FIGURE 11. Comparison of accuracy curves before and after applying
compensation at Right of Subject 3

from current location of five subjects, utilized as the target
domain for the experiment.

Additionally, to mitigate the impact of randomness of the
model initialization on the recognition performance, three
sets of the transfer experiments on all four wrist locations
were executed, denoted as Transfer 1, Transfer 2, and Transfer
3, respectively. The averages of these three sets of cross-
validation results are then adopted as the final recognition
accuracies following the transfer compensation for the current
location. It can be observed that the performance after apply-
ing transfer learning has been improved to varying degrees
at the four locations, with the highest improvement observed
at Left, reaching 2.20%. The MSFE model, trained through
transfer learning, obtains more robust feature representations,
resulting in an enhanced generalization ability.
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TABLE 6. Results of the MSFE model before and after transfer

compensation in Scenario 3

Experiment B(%) L(%) R(%) T(%)
Transfer 1 98.39 97.89 9446 97.72
Transfer 2 97.85 96.69 94.61 97.58
Transfer 3 98.52 96.84 9448 97.99

Average 98.25 97.14 9452 97.76
With no transfer  96.20 94.94 9392 97.23

B: Bottom; L: Left; R: Right; T: Top

V. CONCLUSIONS

Challenges such as sensor displacement and variations in
wearing habits can affect the accuracy of HAR systems,
prompting the proposal of two strategies in this paper to ad-
dress these issues. One approach is hybrid data fusion, which
merges sensor data collected from different displacement
locations along the wrist. This aims to mitigate the discrep-
ancies in data distribution that result from the sensor being
worn in different positions. By integrating data from multiple
locations, we create a more robust and consistent dataset for
activity recognition, thereby enhancing the overall accuracy
of HAR models. Another innovative strategy is cross-location
transfer fine-tuning, which involves pretraining a model with
data from all typical wrist locations and then fine-tuning it
with data from a new sensor location. This approach improves
the model’s ability to adapt and perform accurately when the
sensor is placed at a different position, significantly enhanc-
ing its performance and generalization capabilities.

Future work will further focus on testing the compensation
strategies at random wearing positions along the wrist to
better reflect more real usage. Additionally, we plan to in-
corporate pruning techniques to compress model parameters,
reduce computational complexity, then explore the feasibility
of edge deployment.
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