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ABSTRACT
We present a study of collaboration with expert participants for the
purpose of the responsible design of a conversational agent. The
Delphi study was used to identify and develop design and evalua-
tion criteria for an automated career support intervention. Career
support tasks present complex design problems as they are highly
personalized and the definition of success for a single intervention
is ambiguous. The study engaged domain experts in a structured
communication process to explore the opportunities and risks of
introducing a conversational agent to complement existing services
provided to young people. Three rounds of questionnaires were
used to build consensus across the expert panel. The question-
naire design incorporated design fictions, qualitative data from the
panel, and requirement statements. The study produced a validated
set of criteria that can be used for the design and evaluation of
a conversational agent, that aligns with professional ethics and
intended outcomes for a career support intervention. Our approach
demonstrates the value of mixed method Delphi studies to facilitate
participatory design of conversational user experiences by bridg-
ing knowledge gaps between technical and domain experts. The
resulting evaluation criteria establish a meaningful foundation for
future human-centered conversation design for career support.
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1 INTRODUCTION
Career education, information, advice and guidance (CEIAG) is an
umbrella term for interventions to support the career choices and
development of young people and adults. Career related services
are often provided by educational institutions or state agencies. The
social and economic value of investing in CEIAG is recognised
by intergovernmental organisations [8]. Digital technologies have
been deployed by career services since the 1970s, andwhile there are
a variety of established applications [15], the use of conversational
agents designed specifically for this domain is limited. Only one
case study of a conversational agent is included by the Observatory
on Digital technologies in Career guidance for Youth at the time
of writing [27]. Career decision-making is a complex, personal
and porous process. The way in which individuals navigate their
careers is influenced by, and has impacts on, personal, social and
economic factors and outcomes. As such, responsible design of
an automated intervention requires thorough consideration of the
context and objectives of the intervention, in collaboration with
domain experts.

We report the design and results of a Delphi study, conducted in
collaboration with a publicly funded national career support service.
The purpose of the collaboration is to support the development of
a conversational agent that can supplement their existing services
for young people. Delphi studies are an established method for
structured communication used in participatory research to build
consensus between a panel of experts [23]. It entails multiple
rounds of questionnaires distributed to a panel of participants,
with each round presenting and building on the results of previous
rounds. The method was deployed to identify a CEIAG-related task
that a conversational agent could support young people with, and
evaluation criteria for the success of such an intervention. It proved
to be a flexible, efficient, and rigorous means to facilitate career
experts’ participation in the design of a conversational agent. While
the results from the study are domain and task-specific, the study
design provides a useful template for effective collaboration with
domain experts when designing conversational agents for complex
domains. As such, the paper focuses on the use of the Delphi study
method in the design process.

An overview of career support services is provided as context
for the Delphi design and results. Challenges in the design of
conversational agents are discussed as motivation for the Delphi
study, followed by details of the recruitment, data collection and
analysis process. The resulting requirements for the conversational
agent are provided alongside a reflective evaluation of the method.

https://doi.org/10.1145/3640794.3665534
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2 BACKGROUND: CAREER SUPPORT
SERVICES AND CONVERSATIONAL AGENT
DESIGN

The overall aim of this project is to establish criteria for the design
and evaluation of an English-language conversational agent that
complements existing services for young people and meets the
ethical standards required by the context. The system is intended
for use by a publicly funded, national organisation that provides
free-to-access career information and support to all residents. The
provision of career support for individuals is considered an impor-
tant mechanism for achieving national economic and social policy
goals. An effective career service helps to ensure an alignment be-
tween labour market supply and demand, to support productivity
and minimise unemployment. They also have an important role in
supporting social equality, through reducing the impact of socio-
economic background on career opportunities [11, 28]. CEIAG
interventions, including those delivered by the partner organisa-
tion are informed by diverse theories from the career development
literature [45]. Research in the field also emphasises the role of
career support in supporting social justice [37, 40], embodied by
the importance of equity in their policy and service design.

The use of automated agents for decision-making in the public
sector introduces well-documented risks to equality, fairness and
privacy [20, 39]. These risks have led to policy responses from a
range of organisations. For example, the EU AI Act identifies high-
risk areas for AI deployment, several of which overlap with public
sector career services delivered in education setting [24]. UNICEF
has also issued policy guidance on AI for young people [41]. In addi-
tion to general concerns about automated agents, natural language
processing technologies have been identified as raising specific
ethical concerns around representation, accessibility and impacts
on society [3, 6]. Aligning the conversational agent with the eth-
ical and social values of career practice is essential for meeting
obligations for responsible research in this field.

A key component of the partner organisation’s services are in-
terventions with young people aged 11-18 to support the transi-
tion from school to employment, education or training. These are
delivered both on-demand and routinely at key decision points,
such as choosing subjects to study or preparing to leave school.
There are multiple modes of intervention, including an online plat-
form for accessing and managing career-related information as
well as group and one-to-one sessions with professionally qualified
career practitioners based in schools [36]. Career development
theory, research and practice are consistent in recognising that
career decision-making is a process rather than an event, involving
ongoing experiences and interventions that interact to produce
outcomes that may not be realised until years later. Standardisation
of CEIAG programmes may also undermine social-justice informed
approaches to career support [40]. A positive user experience will
be essential for a conversational agent to be of benefit to the career
service, as users already have a wide range of options for engaging
with the services. However, the nature of career support means
that intended users are unlikely to be able to effectively predict or
evaluate the practical value of a specific intervention.

Traditional approaches to the design and evaluation of interac-
tive systems, such user modelling, wireframing and prototyping,

are of limited value when designing conversational interactions
[14, 43]. In response to these limitations, Moore et al [26] propose
adopting conversation analysis as a tool for the design and evalua-
tion of user experience. Conversational analysis identifies specific
structures and strategies depending on the context and purpose of
a conversation. Within CEIAG services provided by the partner
organisation, at least four distinct types of conversation have been
identified depending on the intervention purpose. Education, infor-
mation, advice and guidance activities map to teaching, ordinary,
service and counselling conversations respectively. Therefore, a
clear understanding of the aims and objectives of a conversation is a
pre-requisite for the design of a conversational agent that can meet
users’ hedonic needs and expectations. The expertise of the partner
organisation staff who have experience of delivering and design-
ing career interventions, knowledge of current services and the
professional ethical standards is, therefore, critical to the design of
the practical task aspects of the conversational agent. The present
study addresses the following research questions, as a foundation
for future work with users addressing the design of the interaction:

RQ1: In the context of existing career support services for young
people, which tasks could a conversational agent support?

RQ2: How can the ethical integrity of dialogue system for use
in this domain be effectively managed?

3 METHODOLOGY
Research-through-design is an approach to academic research
where design practice is applied to a specific problem as a means of
generating knowledge [47]. Design best practice emphasises a clear
understanding of the problem space as foundational for designing
quality solutions. This is encapsulated by the Design Council’s
‘Double Diamond’ process, which provides a person-centred tem-
plate for design, focused on exploration and iteration to design
solutions for well-defined problems [10]. This approach has been
used to analyse the challenge of designing HCI for AI technologies
[44]. Furthermore, the partner organisation policies also define best
practice service design based on the Design Council’s ‘Double Dia-
mond’[34]. Effective stakeholder engagement is a key mitigation
against the risks associated with automation in the public sector by
capturing the ‘concerns, values and preferences’ of stakeholders as
an input to the design process [19]. Domain experts also have an es-
tablished role in the evaluation of dialogue systems in the literature
[9, 21]. However, effectively leveraging domain expertise for design
is a complex issue. Research indicates that AI developers ‘de-skill’
or undervalue domain experts by reducing them to tools for the
harvesting of data, even when working with professionals [32].
Participatory approaches should effectively bridge the knowledge
gaps between technical and domain experts to avoid overburden-
ing participants, while maximising the contribution made to the
research [4].

The aim of this study is therefore to explore the possibilities
for a conversational agent, in a way that supports the effective
incorporation of domain knowledge and expertise into the design
and evaluation of the practical aspects of the conversational agent.
CEIAG practitioners were identified as themost appropriate domain
experts for this, rather than the intended system users. Design of
the practical aspects of the system requires insight into the aims and
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Table 1: Design dimensions for the CEIAG conversational agent

Design Dimensions Description

System objective / task Specific tasks or career support objectives that the conversational agent could facilitate.
Outputs & outcomes Characteristics of system outputs required to support the preferred outcomes for young people

from using conversational agent
Content & information sources The type and sources of information that the conversational agent could use to formulate

responses to users.
Integration with other services The role of the conversational agent within the wider service offer for young people
Ethical considerations Ensuring that the conversational agent is aligned with the ethical standards of CEIAG

professionals
Personal data & privacy Balancing potential personalisation and accessibility benefits with the need to manage users’

data in line with data protection and privacy.
Persona & Interaction Conversation design and interaction. (Further research with young people is planned to

investigate this more fully.)

objectives of CEIAG interventions and existing services that young
people, who are the intended end users, are unlikely to possess.

The practical and ethical components of the design from the re-
search questions were decomposed into design dimensions, shown
in table 1. These were based on high level design dimensions iden-
tified from conversational HCI research [6, 32, 33].

4 DELPHI STUDY METHOD
A Delphi study consists of successive rounds of questionnaires is-
sued to an expert panel, where subsequent questionnaires adapt
based on the results of preceding rounds [23]. The method was
developed to establish the consensus viewpoint of experts in one
domain to support decision making in another domain, however, it
has since been adapted for research in a wide range of disciplines
[18]. Building consensus should not be confused with measur-
ing agreement. Consensus is the result of a process that involves
considering the reasons individuals have for both agreeing and
disagreeing, in order to refine a statement or proposal so that it
more accurately reflects the collective opinion [16]. With a Delphi
study, the aim is not to measure or capture a pre-existing consensus,
but to use the data collection instruments to support the panel to
build consensus. Genuine anonymity is critical to prevent the views
of prestigious or powerful individuals exerting undue influence.
This overcomes issues with participants’ unwillingness to express
disagreement with majority or established views, or reluctance to
renege on previously asserted opinion [46].

The use of questionnaires as the main data collection instrument
means that the method has the potential to scalable to larger panels,
with over 1000 participants reported in the literature [44]. However,
for mixed method studies, the resources required to analyse the
qualitative responses should be considered when recruiting the
panel and designing the questionnaire. Panels of between 20-25
experts who participate over 3 rounds are most common in pub-
lished studies [25, 46]. Recruitment should also consider the impact
of participant attrition between rounds on panel size. Although
attrition is an expected occurrence in this type of research, and
is not generally considered detrimental to the validity of the re-
sults unless it is the result of a failure to adequately address dissent
within the panel [22, 25].

Delphi studies require commitment from participants over a
longer timeframe than would be expected for a design workshop,
focus group or interviews. However, delivering the Delphi in an
online, asynchronous format allows participants to respond at their
own convenience [46]. This is an important consideration when
working with geographically dispersed panels who have significant
demands on their time, as in the current example of career prac-
titioners working in the public sector. The method is particularly
useful for working with qualitative data in a way that transcends
domain and disciplinary boundaries [29]. The multiple rounds pro-
vide an opportunity for the expert panel to refine, reject or validate
the researchers’ analysis, and thereby the trustworthiness of the
findings [13]. The qualitative data in the present studywas provided
by career experts’ responses to open ended questions. However,
the iterative cycles of analysis and data collection meant that this
could be gradually structured by the researcher into explicit re-
quirement statements for use in system design and evaluation, that
incorporated the participants’ views in their own words.

4.1 Delphi Study Participants & Structure
Participants for the Delphi study were recruited using purposive
sampling from a target population of CEIAG employees with expe-
rience of CEIAG practice, service design and policy. Purposive and
convenience sampling is appropriate for Delphi studies because
domain knowledge is the key criterion for participation, rather than
representative sample of a population required for survey methods
[2].This included both an open call to school-based practitioners
and targeted recruitment through a gatekeeper. This resulted in
expressions of interest from 29 practitioners with experience of
practice with young people, service design and policy. As regional
characteristics can have an impact on CEIAG service requirements,
the geographic distribution of participants was also reviewed to
ensure adequate representation of urban and rural communities.
The resulting panel was highly experienced, with an average of 15
years working in the field. The majority also had experience across
multiple roles within CEIAG. 23 participants went on to complete
the first questionnaire, the dropout rate thereafter was low, with
20 participants completing the third and final round. This is in line
with median response rates in information science Delphi studies,
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where 3 rounds are also most common [25]. While early propo-
nents of the method advocated continuing rounds until responses
are stable [22], a pre-determined number of rounds allows partici-
pants to make an informed decision about the level of commitment
involved, with 3 being regarded as sufficient for most studies [2].

The study was designed so that each round would incrementally
progress towards explicit design requirements based on the con-
sensus of the expert panel. An overview of the research design is
shown in figure 1. The questionnaire for each round provided with
an opportunity to provide qualitative responses throughout each
round, as well as Likert scale responses that were used to gauge the
level and topics of consensus within the group. The length of the
Likert scale was progressively shortened: round 1 used a 5-point
Likert, round 2 used a 4-point Likert, and round 3 offered only
binary agree or disagree responses. This approach aimed to strike a
balance between allowing the panel to explore the topic and produc-
ing clear guidance for the design. Themedian of responses was used
to identify where the panel’s opinion converged [16]. The definition
of consensus used was where no more than 1 participant deviated
from the median response. However, qualitative data supplemented
this, by clarifying the source and extent of dissensus. Rounds 2 and
3 included a summary of the quantitative results of the previous
round, as well as excerpts from the qualitative data, identified dur-
ing analysis. Incorporating the results of the preceding round into
the data collection process is a key feature of the Delphi method.
Informal feedback from participants indicated that interpreting box
plots (as shown in Figure 2) was challenging. Therefore, for round
3, the quantitative results were presented using stacked bar charts
(as depicted in Figure 4).. This exemplifies the Delphi study as a
participatory research method, where data collection adapts based
on the preferences of participants. Similarly, the term ‘chatbot’ was
adopted for data collection to reflect the language used by CEIAG
practitioners when discussing conversational agents.

Although the format of the responses remained relatively stable,
the content of the questions was distinctive to each round. As the
aim of the first round was to increase participants’ awareness of the
possibilities for conversational agents, they were asked to respond
to four design fictions. In round 2, participants were presented with
direct quotes taken from analysis of qualitative data collected during
the first round. The final round presented explicit requirement
statements synthesised from the responses to the second round.

4.2 Round 1: Design Fictions
Design fictions have been successfully used in participatory design
of NLP systems with non-technical domain experts [30, 35]. Al-
though there is debate about how to incorporate these in research
[1], design fictions are valued as a flexible, low-resource approach
for engaging critically with speculative designs [38] and drawing
out thematic patterns [1]. For this study, design fictions were writ-
ten by the researcher as a means to neutrally present a range of
design options to the panel in a way that did not require signifi-
cant pre-existing knowledge of conversational agents. It should be
noted that this portion of the research was conducted before Ope-
nAI launched ChatGPT into the public domain, therefore views on
general purpose generative agents were not solicited. As the panel
were not required to have pre-existing knowledge of chatbots, the

Figure 1: Overview of the Delphi Study with Career Support
Experts
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Figure 2: Likert scale responses to design fictions

questionnaire opened with a brief introduction to the technology,
included in Appendix A. The questionnaire presented four fictions,
based on CEAIG tasks that required distinct styles of conversation.
These were: Information – signposting users to a range of career
support services; Advice - supporting exploration of career infor-
mation; Education – an agent that guided students through career
education activities in a classroom setting; and Guidance - support-
ing personal statements writing. An example design fiction, for the
Information use case, is included in Appendix B. The scenarios used
in the design fictions were identified through secondary analysis of
the partner organisation’s data on contacts with customers and ex-
isting research on digital CEIAG and research on the application of
conversational agents in analogous domains. Each fiction included
a description of the circumstances, interaction, and outcomes for an
imagined young person using a conversational agent to complete
a career related task. Examples of positive and negative design
were included, presented neutrally in order to elicit responses that
reflected the panel’s priorities and concerns. After each fiction,
participants were required to use a 5-point Likert scale to respond
to 7 statements regarding the potential usefulness and impact on
the quality of services, shown in figure 2. Given the wide range of
options presented, a neutral option was included to allow the panel
to express neutrality, prevarication or ambivalence where appropri-
ate. Free text response options were provided for comments after
each scenario. Participants were also asked open ended questions
about their own views on the potential uses, benefits, risks and
design options for the chatbot.

All scenarios resulted in 6 median responses of ‘Agree’ and 1
‘Neutral’ across the 7 Likert scale statements. This indicates that
the panel agree that a conversational agent has the potential to be
useful for CEIAG. The Education and Guidance scenarios elicited
less agreement when compared to Information and Advice sce-
narios. The qualitative data reflected this preference, with one
participant expressing that the conversational agent should ‘help

users slice through the sheer volume of information’ involved in
career decision making. The quality and volume of qualitative data
provided by participants indicated a significant level of engagement
and reflection. Although free text comments were optional, 21 of
the participants submitted responses to at least half of the free text
response options available. These were analysed in two passes
of qualitative coding, assisted by use of NVIVO, qualitative data
analysis software. An initial pass of deductive thematic coding [31]
was followed by inductive coding based on the design dimensions
shown in table 1 in section 3. The deductive coding was used to
identify both the representative and dissenting views, with a partic-
ular focus on identifying elements in the design fiction that elicited
strong responses from the panel. These were then mapped to the
design dimensions during inductive coding to ensure adequate cov-
erage in the resulting dataset [12]. The terminology and definitions
of the design dimensions were reviewed and refined to better reflect
the panel’s language.

4.3 Round 2: Pseudo-dialogue
This process resulted in 50 short quotes from the qualitative data,
that were used as statements for Likert scales in the second ques-
tionnaire. The use of direct quotes was intended to create a pseudo-
dialogue between the career experts, in their own words. This also
reduced the extent to which researchers intruded into this dialogue.
Some examples are provided in figure 3 to illustrate the style and
content of the statements. All of the statements are included in
Appendix C. The use of abbreviations and terminology that are
familiar to the panel highlights the way in which this approach
allows the experts to speak to each other ‘in their own words’. An
overview of the quantitative results of round 1, as shown in figure
2 were also provided to the panel as context, as is standard for the
Delphi method.

As the statements in this round were based on opinions that one
or more members of the panel had felt strongly enough about to



CUI ’24, July 08–10, 2024, Luxembourg, Luxembourg Marianne Wilson et al.

Figure 3: Examples of direct quotes used for round 2 Likert statements

Figure 4: Summary of round 2 results for topic on Main Purpose of Chatbot

voluntarily provide, the neutral option was removed. This meant
that the panel were required to provide an explicit opinion for each
statement in this round. Due to the number and heterogeneity
of the Likert statements, a physical card sort was used to create
small groups of 3-5 statements on related topics. Details of the
topic groups and associated statements are included in Appendix
B. Participants responses to statements for each topic group were
analysed independently. For each topic group, the statements were
ranked based on the panel’s overall level of agreement, which was
measured by assigning numerical values for each individual Likert
response (where Strongly Agree = 4, and Strongly Disagree = 1).
Descriptive statistics were used to identify the level of consensus
for each statement, an example of this for the top is shown in CMS.
Deductive analysis of the qualitative data identified participants’
reasons for agreeing or disagreeing [5]. These were then used to
produce a requirement statement that aimed to reflect the panel’s

views for each topic. These were further refined to reduce duplica-
tion across the list.

4.4 Round 3: Requirement Statements
This resulted in 16 requirement statements shown in table 2. To
illustrate the requirement synthesis, the statement that resulted
from the results shown in figure 4 was: ‘The chatbot should support
young people to navigate information in a way that encourages
curiosity and exploration’. This combines the key elements of the
statements with highest rates of panel agreement using language
that is meaningful to the domain experts (‘curiosity’) and system
designers (‘exploration’). For some complex topics, two contradic-
tory statements were produced to demonstrate mutually exclusive
approaches to the design. For example, two requirement statements
presented alternative options for handling a situation where a user
declines to be referred to other services when their query is too
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complex for the conversational agent. The requirement statements
were presented to the panel for validation in round 3. Alongside
each statement, the round 2 quantitative results relevant to that
requirement were presented as shown in figure 4. Quotes from
qualitative data were also included where additional context was
required. As this was the final round of questionnaire, it was im-
portant to be able to clearly gauge the panel’s views. Therefore,
participants were asked to respond to each requirement statement
with a binary agree or disagree. This binary choice meant that
participants could signal doubts clearly, as there would be no fur-
ther scope for the panel to feedback. The limitations of this were
mitigated by including the option to provide free text comments
for each statement.

5 RESULTS
Consensus, and thereby full validation of requirements, was de-
fined as no more than one participant disagreeing with the majority
response, and no significant objections or caveats in the qualitative
data. The panel’s responses to the statements are shown in table 2.
The panel reached consensus on 10 out of the 16 of the requirements,
including at least one for each design dimension. A further two
statements generated near consensus, where only two participants
disagreed. The qualitative data for 3 of the statements that did not
generate consensus (Req. IDs 4, 9 & 12), indicated that their rejec-
tion was rooted in ambiguity in the statement wording. These can
therefore be refined for clarity, rather than rejected. Comparison
of responses to statements related to data privacy, password pro-
tection and personalisation trade-offs (Req. IDs 14 & 15) indicate a
moderate preference, but not consensus for password-free access
with lower customisation. Similarly, the combined responses to
the two statements that referred to options for handling referral
to a different type of service (Req. IDs 11 & 13) provide guidance
that can be further refined during the design process but cannot yet
be considered as fully validated. Overall, the response to the final
round produced 10 fully validated requirements and 3 that can be
considered partially validated, pending re-wording. The analysis
also provided guidance for the topics where requirements were not
fully validated. These will be explored more fully in subsequent
design activities with users and CEIAG experts. The majority of the
requirements produced through the Delphi process are functional
requirements that relate to how the conversational agent should
help users to meet the task requirements. However, requirements
related to the development process (Req IDs 2, 12 & 16), and the
context of deployment (Req IDs 6 & 9) were also captured as part
of this process.

6 DISCUSSION AND FUTUREWORK
The Delphi study has therefore addressed RQ1 by identifying infor-
mation navigation as a career support task that a conversational
agent could usefully support young people with. Furthermore, this
includes a clear definition of task success that can be used to sup-
port user-evaluation of the practical aspects of the conversational
agent. Req. ID 1 articulates a clear target outcome for young people
interacting with the conversational agent: increased curiosity and
exploration. Existing metrics for measuring curiosity [33, 42] and
exploration [17] from career development research can therefore be

incorporated into the evaluation of the conversational agent. Req
IDs 2-7 provide guidance on how this aim can be achieved. RQ2 has
been partially addressed by the remaining requirement statements.
Req IDs 8, 9, 10, 12, 14 and 16 have been validated by the panel as
approaches that will reduce the risk of harm to young people as a
result of the introduction of a conversational agent to the partner
organisation’s services. Open questions remain regarding ethical
handling of conversational breakdown. Similarly, consensus was
not reached on the role of password protection, although a pref-
erence for password-free access was identified. User experience
implications and users’ preferences are important factors in this
design decision, therefore this will be included in planned further
research with the system’s intended users.

Although the contents and results of this study are specific to
the current design problem, the design dimensions used here to
define the scope of the collaboration may be useful for the design
of research with experts in other domains. Similarly, the resulting
requirements may serve as useful inputs to the ideation phase of
designing conversational interfaces for analogous domains. How-
ever, the aim of this study was to produce design criteria that reflect
the specific intended use context, rather than generalisable require-
ments.

The Delphi study method described here may be useful for re-
searchers seeking to engage domain experts in exploratory research.
The use of design fiction in the first round was effective in eliciting
a rich qualitative dataset of expert’s insights. These then formed
the second round that allowed the panel to respond directly to their
peers’ opinions. The third round offered the researchers with an
opportunity to structure the participants’ views to meet the needs
of the research. The iterative nature of the study, where the results
of each round were analysed before the next questionnaire was
designed meant that the study was responsive to participants’ data
and preferences. It also embeds a form of member check, as par-
ticipants’ responses also served to validate or correct the analysis
of the preceding rounds. Member checking is a commonly used
approach for demonstrating the validity of qualitative analysis [13].

However, the nature of the method does restrict the format and
extent of the influence that participants have over the design, when
compared to co-located, synchronous design activities. The Delphi
study is not proposed as an alternative to co-design methods that
provide participants with an opportunity to directly shape the
prototypes and interaction design [7]. However, this study has
shown it to be an efficient and effective method for collaborating
with stakeholders in the early discovery and problem definition
stages of development [10].

The maximum total time commitment for individual experts was
3 hours, with participation at their convenience. The final question-
naire also asked for feedback about participating in the research.
Although only four responses to this question were received, they
indicated that the Delphi study had been successful in mitigating
known issues regarding the devaluing and overburdening of do-
main experts in software development. Participants stated that
they had enjoyed the experience, which is further evidenced by
the low dropout rate and high levels of engagement in the form of
qualitative responses. One participant stated that the opportunity
to reflect on their own practice during the study was highly valued.
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Table 2: Summary of response to requirement statements

Req.
ID

Design
Dimension

Topic Requirement Statement Agree Dis-
agree

1 System
objectives or
task focus

Main purpose of
chatbot

The chatbot should support young people to navigate information in a
way that encourages curiosity and exploration.

19 1

2 System
objectives or
task focus

Accessibility
advantages

The chatbot should be thoroughly tested to ensure it meets the needs of
young people using it as an independent self-service route to access
support.

20 0

3 Outputs &
outcomes

Risk of
pigeonholing
users

The chatbot should ensure that the range of information presented is
broad enough to encourage users to explore their options further.

20 0

4** Outputs &
outcomes

Chatbot
boundaries

It should be clear to users that the chatbot is not intended as a tool for
career decision-making.

18 2

5 Content &
information
sources

Information
Sources

The chatbot should focus on guiding users through existing partner
organisation-managed information, but it may be appropriate to direct
users to carefully selected external information sources where required.

20 0

6 Integration with
other services

Mitigating risks The chatbot should ensure that all users are aware of how to access other
sources of support from partner organisation (e.g. Helpline, appointment
with careers adviser)

20 0

7 Integration with
other services

Relationship
with Existing
Services

The chatbot should function well as a tool for independent use. It should
not require significant changes to existing services in order for potential
benefits to be realised for young people.

19 1

8 Integration with
other services

Risk of
overwhelming
users

Users should be made aware of alternative sources of support, and how
to access them before any potentially overwhelming responses are
provided.

19 1

9** Integration with
other services

Accessibility
advantages

To ensure that the chatbot increases young people’s access routes to
career support, it should only be introduced as an additional
complement to, not replacement for, any aspect of existing services.

18 2

10 Ethical
considerations

Risk of
pigeonholing
users

Ensuring that users understand the scope and limitations of the chatbot
is important for aligning with the partner organisation’s approach to
career support.

20 0

11* Ethical
considerations

Mitigating risks If it is unclear what level of support a user required, it would be
preferable for the chatbot to encourage the user to contact the helpline
or a careers adviser, before continuing the interaction, even though this
may result in some unnecessary calls / appointments

17 3

12** Ethical
considerations

Barriers to
Access

The Equality Impact Assessment for the chatbot should include
individuals who face digital literacy and/or technology infrastructure
barriers. Any negative impacts identified should be fully mitigated
before the chatbot is introduced.

16 4

13* Ethical
considerations

Mitigating risks There may be occasions where it is clear that a user requires a level of
support beyond the scope of the chatbot but continues the interaction
even after being advised to contact the helpline or an adviser. In these
circumstances it would be preferable for the chatbot to reiterate other
sources of support available and end the conversation in order to avoid
the risk of confusing the young person, even although this may mean
their experience with the chatbot is perceived negatively.

11 9

14 Personal data &
privacy

Personal data &
privacy

Customisation of responses should be based on high level, non-sensitive
information provided by users during the conversation only. (For
example: whether user is in school/unemployed/college etc; non-specific
location).

19 1

15* Personal data &
privacy

Personal data &
privacy

The chatbot should not be password protected, and therefore should not
store or process personal or sensitive data.

17 3

16 Persona &
Interaction

Risk of
overwhelming
users

The chatbot should be tested with young people to determine the
appropriate volume and complexity of information to be included in
chatbot responses.

20 0

* indicates non-validated requirements. ** indicates partially validated requirements.
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This indicates that Delphi studies can not only support researchers
to access domain expertise, but it can also benefit participants.

While there were some limitations to the validation of the re-
quirements, the qualitative data meant that these issues were simple
to identify and remedy. The varied approach to questionnaire design
and analysis across the three rounds of the Delphi was challenging
in that it required a high degree of adaptability and responsiveness
from the researchers. However, it yielded significant benefits in the
ability to efficiently engage a cohort of domain experts, without
requiring them to acquire significant technical knowledge. Direct
feedback and attrition rates indicate that the domain experts did
not find participation burdensome. They remained engaged from
initial exploration through to validation of the criteria for the design
and evaluation of the chatbot. The mixed methods Delphi study
described here is a highly effective tool for participatory design
with domain experts. It effectively supports the design of a con-
versational agent that will complement the existing services and
reflect the professional and ethical standards of CEIAG practition-
ers. Further work with users, including a pilot study, is planned
to ensure that the conversational agent meets users’ interactional
preferences, as well as the practical outcomes identified by the
domain experts.
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APPENDIX A: INTRODUCTION TO CHATBOTS
Dialogue systems (also known as chatbots or conversational agents)
allow users to interact using natural, conversational language in
order to access digital information and resources. This survey is
about screen-based / text-only systems.

The most common versions of these are fairly limited, often
used to increase efficiency through reducing the volume of simple
customer service enquiries. However, there are examples of more
specialised systems, for example used for mental health support, or
educational tutoring.

When developing a dialogue system, you have to ‘teach’ them
three things

– deciphering what has been typed – ‘natural language under-
standing’,

– how to figure out a response - ’information representation’
– how to put that response into words – ‘natural language gen-

eration’.
This means system developers have to decide what information

is relevant for the system’s task, including the kind of language it
should be able to understand and translate that into data for the
computer. Then they system has to have some method of identify-
ing what data is relevant to the system’s response. This is usually
achieved by applying statistical methods to the available data. Then
decisions have to be made about natural language generation, in-
cluding the tone and ‘persona’ of the system.

The complexity of language understanding and generationmeans
that ensuring the system has a clearly defined scope is important
for ensuring that users have a positive experience. This is the
focus of my research- designing a dialogue system that can be used
as part of the existing CEIAG services for Scottish young people.
The first stage is deciding on the what the purpose of the chatbot
should be in order to ensure it will be genuinely useful for young
people. Also, as the system will, in a way, be acting on behalf of
SDS, at a minimum, it should be aligned with their ethical standards
and policies. To be useful, it needs to support, improve or extend
existing services in some way.

APPENDIX B: EXAMPLE OF DESIGN FICTION
FOR SIGNPOSTING USE CASE
Situation

A young person is approaching school leaving age, and is con-
fused about what their options are if they decide not to stay on.
They are interested in a few different career areas, and are aware of
various routes such as work, apprenticeships, college & university,
but unsure of the details and differences between them. They would
like some practical information about what each route entails (e.g.
financial support, requirements for entry, application dates) to help
them evaluate the short- and medium-term differences between the
routes.

Accessing Chatbot
During group work, their careers adviser had mentioned a chat-

bot that could help them to find out information about the routes
and schemes available post school. Their careers adviser had ex-
plained that this was a signposting service that would direct young
people to specific information & organisations, not an advice or
guidance service. They use their mobile to access the service
through a web browser while on the bus on a Sunday morning.

The Interaction
The chatbot provides a brief overview of what it can do, and

directs users to Skills Development Scotland’s helpline and school
careers adviser if their query cannot be answered by the chatbot.
They answer some questions about their current qualifications, lo-
cation, and the kind of opportunities they are interested in. The
chatbot responds to each user input with a standard acknowledge-
ment and asks some clarifying questions. If the young person takes
longer than average to respond to a question, the system sends
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a message directing them to the helpline if they need some help.
When the user indicates that they have no more information they
wish to provide, the chatbot summarises the information they have
been given, to check for accuracy and provide opportunity for
correction.

Outputs
The chatbot sends a single message containing links to specific

pages that contain information about application processes and
financial support on the user’s local college website, and other
websites specific to partner organisation. Links to information
pages of local schemes that aim to support school leavers accessing
careers in the third-sector and green economy are also provided.
These are links to specific, relevant pages within the site, not links
to the home pages of each organisation. The user is given the
option of having this information (and/or a full transcript of the
chat) emailed to them. They are directed to their school careers
adviser and the helpline for further support during the conversation
close.

APPENDIX B: ROUND 2 TOPICS AND
STATEMENTS
Topic: Main Purpose of Chatbot

• The chatbot should help users to slice through the sheer
volume of information.

• The chatbot should feed curiosity, initial thoughts, support
the learning process (CMS).

• The chatbot could act as a diagnostic tool for customers that
helps them realise they have more to consider.

• A chatbot could be a good way of generating ideas and
conversation around job roles.

• The chatbot should also be used for nudging young people.
Topic: Barriers to Access
• Technical issues or lack of digital skills are very real issues

that could lead to frustrations or abandonment.
• Chatbot roll out should factor in digital exclusion and equity

as there is the danger of those with more support/resources
gleaning the most benefit.

• Connectivity issues and access to ICT in schools may be an
issue.

• Some groups may struggle to use the chatbot, therefore there
is a need to be careful that one group does not end up with
the ’Rolls Royce service’.

Topic: Accessibility Advantages
• The chatbot could be useful in a situation where a young

personwants to find out what support is available but doesn’t
want to disclose to a person.

• We know from insight that young people in particular can
be reluctant to pick up a phone so they may prefer a chatbot
as a first interface with SDS.

• The chatbot could be, more accessible for some people in
some ways.

• The chatbot could extend the scope and variety of access
routes to CIAG support.

• The chatbot is likely to get some young people engaging
who wouldn’t have engaged in any other way.

Topic: Information Sources
• A chatbot should allow a young person to be guided through

the information on MyWoW in a meaningful way.
• The chatbot should draw from a wider range of resources

than MyWoW.
• The chatbot should be diagnostic to narrow down which

areas of MyWoW the young person should be using.
Topic: Risk of Overwhelming Users
• If the information presented to customers is too complex

and there is too much of it, then some customers may be put
off.

• The chatbot should ONLY be for simpler questions to free
up time for more detailed guidance support.

• Experience would tend to suggest if people are overwhelmed
by information they tend to walk away rather than navigate
a new system or help function.

• The user may be further confused by the information pre-
sented.

Topic: Risk of Pigeonholing Users
• Often careers conversation go into many life experiences

which affect the individual’s view of self, etc, that the chatbot
may not be able to respond to appropriately.

• There is a risk that young people might feel pigeon-holed by
the information provided by a chatbot.

• There is a risk that young people would access the chatbot
and then think the job is done, leaving no room for CMS.

• There is a risk in the chatbot doing things a customer should
be learning to do by themselves - e.g. navigating information.

Topic: Mitigating Risks
• Young people using the chatbot should be able to request an

appointment with an adviser if they still have issues/question
when using the chatbot.

• It’s important to give the correct introduction to the service
and point out that it is a chatbot and has its restrictions
and that a helpline adviser or their CA can offer a personal
service.

• The chatbot should recognise when an adviser engagement
is needed and help them to arrange this.

• A clear narrative should be given on the purpose of the
chatbot.

• The young person should always have a face-face appoint-
ment to discuss the information they have gathered.

Topic: Personal Data & Privacy
• Having to register or remember passwords can create a bar-

rier.
• An option to filter by location to receive information specific

to where they live (or intend to live).
• The chatbot should clarify who the user is (school, unem-

ployed, redundant etc) to begin with.
• The chatbot should have access to existing MyWoW profiles

and personal information and then users should have the
option to add to this or remove anything they felt wasn’t
relevant.

Topic: Chatbot Boundaries
• The chatbot should not claim to help you make a decision.
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• The chatbot should NOT be used for career decisions or CMS.
• The chatbot should present all information equally so at to

not steer a young person down a particular path.
• The chatbot should not include anymatching activities, these

can be counterproductive and theories have developed past
this way of looking at career.

Topic: Chatbot Content
• The chatbot should provide information about sources of

funding and benefits.
• The chatbot should suggest games and activities to help with

the learning process.
• A chatbot should help young people to find out the skills

different courses demand, in simple terms.
• The chatbot should provide information about how to find a

job, or apply to college.
• The chatbot should provide information about Foundation

Apprenticeships - this may remove the need for each person
registering interest needing to be contacted by an Adviser.

Topic: Relationship with Existing Services

• The chatbot can supplement the service we offer, allowing
coaches to coach and give less information.

• Robust career education messages should be provided along-
side the chatbot.

• A chatbot could be a good way of generating ideas and
conversation around job roles.

• The chatbot could provide some engagement during the
times when a careers adviser is not available.

Topic: Relationship to other interventions
• Before appointments with a Careers Guidance Practitioner,

the chatbot could be used to explore some ideas and gain a
better understanding of what happens during appointment
with a practitioner.

• The chatbot has some potential to be effectively used in a
whole class / group setting.

• The chatbot should be introduced by careers adviser, not as
a stand alone tool.

• The chatbot should only be used when the advice and guid-
ance has already taken place and the young person is confi-
dent with their decision but needs some specific direction or
advice in relation to their next steps.
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