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ABSTRACT The Industrial Internet of Things (IIoT) comprises a variety of systems, smart devices, and an
extensive range of communication protocols. Hence, these systems face susceptibility to privacy and security
challenges, making them prime targets for malicious attacks that can result in harm to the overall system.
Privacy breach issues are a notable concern within the realm of IloT. Various intrusion detection systems
based on machine learning (ML) and deep learning (DL) have been introduced to detect malicious activities
within these networks and identify attacks. The existing ML and DL-based models face challenges when
confronted with highly imbalanced training. Repetitive data in network datasets inflates model performance,
as the model has encountered much of the test set data during training. Moreover, these models decrease
performance when confronted with datasets that include repetitions of similar data across various classes,
where only the class labels are different. To overcome the challenges inherent in existing systems, this
paper presents a self-attention-based deep convolutional neural network (SA-DCNN) model designed for
monitoring the IIoT networks and detecting malicious activities. Additionally, a two-step cleaning method
has been implemented to eliminate redundancy within the training data, considering both intra-class and
cross-class samples. The performance of the SA-DCNN model is assessed using IoTID20 and Edge-IIoTset
datasets. Furthermore, the proposed study is demonstrated through a comprehensive comparison with other
ML and DL models, as well as against relevant studies, showcasing the superior performance and efficacy
of the proposed model.
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for malicious attacks that can result in harm to the overall
system. Privacy breach issues are a notable concern within
the realm of IIoT [10]-[12]. Figure 1 illustrates a cyberattack
scenario wherein a botnet is employed to initiate a distributed

I. INTRODUCTION

HE Industrial Internet of Things (IIoT) is an interlinked
network of smart devices, sensors, and machines em-

ployed within industrial environments for gathering, sharing,
and analyzing information [1], [2]. Its primary objectives in-
clude elevating operational efficiency, facilitating predictive
maintenance, optimizing processes, and enhancing overall
productivity across various industries, including manufactur-
ing, energy, transportation, and healthcare [3]-[6]. The envi-
ronment of the IIoT is characterized by a variety of systems,
smart devices, and an extensive range of communication
protocols [7]-[9]. Hence, these systems face susceptibility to
privacy and security challenges, making them prime targets
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denial of service (DDoS) attack on an industrial IoT network,
with a specific focus on industrial servers.

For the security of the IIoT network, numerous researchers
and experts have introduced various intrusion detection sys-
tems (IDS) designed to identify cyber-attacks within these
networks and identify attacks [13]-[16]. Machine learning
(ML) and deep learning (DL)-based IDSs play a crucial role
in identifying malicious attacks due to their generalization
capabilities, enabling them to learn from network datasets
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FIGURE 1: A cyber attack scenario on an IIoT network

and recognize previously unseen patterns [17]-[20]. The ex-
isting ML and DL-based models demonstrate satisfactory
performance for a limited number of attack identifications
[21]. However, their effectiveness diminishes as the number
of classes increases, especially when confronted with highly
imbalanced training set data. Additionally, certain network
datasets contain repetitive data, leading to inflated model
performance on those specific datasets, as the model has en-
countered much of the test set data during training. Moreover,
the ML and DL-based models decrease performance when
confronted with datasets that include repetitions of similar
data across various classes, where only the class labels are
different.

To address these challenges, this study proposes a self-
attention DL method for the prediction of intrusions in IIoT
networks, along with preprocessing steps to prepare data for
the model. The proposed model consists of self-attention (SA)
and deep convolutional neural networks (DCNN). The SA
computes the significance value for each input attribute [22],
and DCNN processes these parameters to detect IIoT network
behavior. The primary advantage of DCNN is its ability to
converge inputs toward the most impactful parameters and
reduce the overall number of parameters [23], [24]. This pro-
cess enhances detection performance while minimizing time
consumption. Additionally, the preprocessing steps involve
cleaning, numericalization, feature filtering, and normaliza-
tion. The cleaning step encompasses sub-processes. Firstly,
instances with undefined and missing values are removed.
Next, duplication is removed from the datasets. The dataset is
scanned for duplication within an attack class and eliminated.
Furthermore, the dataset is examined across all classes to
identify duplicate instances where only the attack label is
changed, and these duplications are removed from all the
attack classes. Moreover, we employ the mutual information
method for feature filtering. This method ranks features in
descending order and removes those features that negatively
impact the model, leading to underfitting.

The performance of the SA-DCNN model is assessed us-
ing two real-time IoT and IIoT network intrusion detection
datasets, namely IoTID20 and Edge-IloTset. Various evalua-
tion metrics, including precision, recall, F1-score, and accu-

2

racy, are employed to assess the performance. Furthermore, to
validate the proposed method’s performance, it is compared
with several other machine learning (ML) and deep learning
(DL) models, as well as with findings from related articles.
The major contributions of this article are outlined as follows:

« A novel DL-based IDS called SA-DCNN is introduced
for the prediction of intrusions in IIoT networks. This
model comprises of a self-attention mechanism and the
DCNN model. The self-attention mechanism is utilized
to compute the significance of each input value, while
DCNN processes these values to detect network behav-
iors.

o In this study, a two-step cleaning process is imple-
mented. The first step involves removing instances with
empty and undefined values, while the second step aims
to eliminate duplications from the dataset. During the
removal of duplications, both intra-class and cross-class
duplications are addressed in the datasets.

o A feature filtering method is employed to rank all fea-
tures in descending order and eliminate those that ad-
versely affect the model’s performance, potentially lead-
ing to underfitting. Specifically, the mutual information
technique is employed for feature filtering, retaining
only those features that positively impact the model.

o The effectiveness of the SA-DCNN method has been
validated by comparing the outcomes with other ML and
DL models. The other methods were implemented un-
der the same experimental environment as the proposed
model, and the preprocessing steps were consistent for
all models, including the proposed SA-DCNN.

The remainder of the paper is structured as follows: Sec-
tion II provides an overview of existing works. Section III
delves into a detailed presentation of the proposed model.
The methodology behind the proposal is expounded upon in
Section IV. Section V encompasses a comprehensive discus-
sion of the results, accompanied by a comparison of the SA-
DCNN model with other methods. Lastly, Section VI serves
as the concluding section for the entire paper.

II. RELATED WORK

The rapid expansion of the IIoT in industrial sectors brings
numerous benefits but also exposes vulnerabilities to mali-
cious attackers. Many researchers and experts have been dili-
gently working on improving security and have proposed var-
ious methods for identifying malicious attacks within these
networks.

Authors in [25] present a DCNN model designed for IoT
network monitoring and the identification of malicious ac-
tivities. The DCNN model was applied to both category and
sub-category scenarios to discern the sub-class of attacks. To
evaluate the model’s performance, the authors utilized the
[oTID20 dataset. From the experiments, they achieved an
accuracy of 77.55% in detecting malicious activities.

In [26], the authors proposed a hybrid model combining
Convolutional Neural Network (CNN) and Long Short-Term
Memory (LSTM) for detecting intrusions in IoT network
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scenarios. The primary emphasis of the authors is on en-
hancing the model’s performance, specifically concentrating
on identifying sub-categories of IoT network attacks. They
employed the Edge-IloTset dataset to assess the performance
of the CNN-LSTM model. The results showcase a remarkable
98.69% accuracy in classifying attacks.

In [27], the authors introduced an Extreme Learning Ma-
chine, Support Vector Machine models, and a rule-based in-
trusion detection system similar to SNORT for IToT networks.
The performance of the proposed model was evaluated using
the KDD99, UNSW-NB15, CSE-CIC-IDS-2018, and Edge-
IMoTset datasets. They achieved accuracy rates of 97.83%,
96.59%, 92.54%, and 97.27% for the respective datasets.

In [28], the authors employed the LSTM model for moni-
toring Software-Defined Networking (SDN)-enabled IoT net-
works and detecting cyberattacks. The authors specifically
concentrated on enhancing the accuracy of Low-Rate Dis-
tributed Denial of Service (LDDoS) detection. They utilized
the Edge-IloTset dataset to evaluate the models. The results
presented in the paper demonstrate an impressive 98.88%
accuracy in the classification of multi-class sub-category clas-
sifications.

In [29], the authors introduced a hybrid model that com-
bines a bidirectional gated recurrent unit (B-GRU) and LSTM
for identifying cyber attacks in edge-envisioned smart agri-
culture networks. The authors focused specifically on en-
hancing the detection of DDoS attacks in these networks.
They assessed the model using the Edge-IloTset dataset, and
the experimental outcomes revealed an impressive 98.32%
accuracy.

The related studies predominantly concentrate on improv-
ing the performance of intrusion detection in IoT and IIoT
networks. However, a common limitation in these studies is
the oversight of data-cleaning procedures before the training
phase. Specifically, there is a lack of attention to addressing
redundancies within the data belonging to the same class
(intra-class) and neglecting the inclusion of mixed data across
different classes (inter-class). Some network datasets used in
these studies exhibit repetitive data patterns, which can result
in inflated model performance on those particular datasets.
This is because the model may encounter much of the test set
data during the training phase, leading to an overestimation
of its effectiveness. Furthermore, ML and DL models tend to
experience a decline in performance when confronted with
datasets containing repetitions of similar data across various
classes, even if only the class labels differ.

Ill. THE PROPOSED SA-DCNN MODEL

This study proposes a novel DL model called SA-DCNN
for IIoT network traffic monitoring and detection of cyber-
attacks. The SA-DCNN consists of a self-attention mecha-
nism and deep convolutional neural networks (DCNN), as
depicted in Fig 2. The self-attention mechanism computes
the significance value for each input feature, and the DCNN
processes these parameters to detect IIoT network behavior.
The primary advantage of DCNN is its ability to converge
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inputs toward the most impactful parameters and reduce the
overall number of parameters. This process enhances detec-
tion performance while minimizing time consumption.

Input

Self-Attention R —
Mechanism

Output
FIGURE 2: Basic architecture of GRU.

In the proposed model, the self-attention mechanism is
used to compute attention scores and highlight the importance
of each input feature. This mechanism calculates the attention
score based on queries (Q), keys (k), and values (V). Q, K,
and V are computed using Eq 1, Eq 2, and Eq 3, respectively,
where X is the input and W is the learning weight.

0=W,-X 6}
K=W,-X (2)
V=W, -X 3)

Eq 4 is used to compute the attention score (As), where d,
is the length of Q. Subsequently, the attention value (Ay) is
computed using Eq 5.

_ 0K
As N “)
Ay = softmax (As) - V )

Once the attention value for each input feature is calculated
by the SA mechanism, it is then fed into the DCNN layers.
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The primary advantage of a CNN model lies in its capability
to effectively capture the significance of input parameters.
Furthermore, CNN operates with fewer parameters compared
to recurrent algorithms in deep learning, resulting in im-
proved processing speed [30]. A typical CNN architecture
consists of convolutional layers, pooling layers, and fully
connected layers [31]. In DCNN, We used four convolutional
layers, two max-pooling layers, a flattening layer, and three
fully connected feedforward neural network (FFNN) layers in
the proposed SA-DCNN model. The convolutional layers are
utilized to emphasize each parameter using a kernel, where
the size of the kernel is three. Within this layer, the ReLU
activation function is used. The convolutional operation is
represented in Eq 6 and 7.

N

Xe = b+ Y (Pi,wix) (6)
i=1

i = max(0,x;) 7

Where x; denotes the input in convolutional, while Py
signifies the output of the preceding layer. wy, corresponds
to the kernel spanning from index i to k, and by denotes the
bias associated with the neuron in the convolutional layer.
The output of the convolutional layer is passed into the max-
pooling layer which selects the most significant parameters as
expressed in Eq 8, where M; is the output of the max-pooling
layer.

My =i&R i ®)

The output of the max-pooling layer is forwarded to the
flattening layer, which transforms it into a one-dimensional
array. This array is then passed to the fully connected FFNN
layers. The FFNN comprises three layers, with the first two
layers being hidden layers utilizing the ReLU activation func-
tion. The final layer is dedicated to producing output proba-
bilities, and for this purpose, the softmax activation function
is employed, as expressed in Eq 9.

e

—x ©)
Zle ey

softmax(x); =

IV. THE PROPOSED APPROACH

This section offers a thorough exploration of the implemented
approach as depicted in Figure 3, which highlights its key
stages. The framework initiates with an in-depth analysis of
the employed dataset, covering various preprocessing stages.
Subsequently, the data undergoes stratified splitting into
training and testing sets. Following these stages, the model
proceeds through training and testing processes.

A. DATASETS

The IoTID20 and Edge-IloTset are widely recognized and
extensively used datasets in the research community. The
IoTID20 dataset has been collected from home IoT networks

4

to facilitate the detection of cyber attacks [32]. Its primary
advantage stems from the inclusion of up-to-date communi-
cation data and innovative samples, enhancing the capability
to detect network intrusions [33]. The dataset comprises a
total of 625,783 samples, with 40,073 classified as normal and
the remaining 585,710 categorized into four types of attacks.
Furthermore, these four types of attacks are subdivided into
eight sub-types. The Edge-IloTset includes samples of IoT
and IIoT network traffic collected from a testbed consist-
ing of seven layers. Comprising fourteen attacks associated
with IoT and IIoT communication protocols [34], the Edge-
IToTset comprises a total of 2,219,201 samples. Among these,
1,615,643 samples are classified as normal, while the remain-
ing 603,558 samples are related to 14 different attacks.

B. DATA PREPROCESSING

The preprocessing steps are important for readying the dataset
for optimal compatibility with ML and DL models. This pa-
per employs several preprocessing steps, encompassing data
preparation, feature filtering, normalization, and the division
of the dataset into train and test sets.

1) Data preparation

Data preparation is the initial step of preprocessing, involving
two main methods: the first is cleaning, and the second is the
conversion of categorical attributes into numerical format.

Cleaning

The data cleaning process consists of two sub-steps. In the
first sub-step, we eliminate instances with undefined and
’Null” values from the dataset using the Pandas library in
Python. In the second sub-step, we address duplication in
the dataset by employing two methods. Initially, we remove
duplications within the same class using the drop_duplicates
function from the Pandas library. Subsequently, we elimi-
nate duplications across different classes by considering all
attributes instead of just the classification label. For this, we
utilize the drop and duplicate functions of Pandas, leveraging
indexes to facilitate the process.

Features encoding

The datasets we employed contain numerous features in cat-
egorical form, necessitating conversion into numerical for-
mat for compatibility with DL models aimed at predicting
network activity behaviors. To accomplish this, we opted
for the label encoder method. This method assigns a unique
numerical value to each category of values within an attribute,
following an alphabetic order. We chose this approach due
to its efficiency in terms of memory usage and processing
power, as opposed to the one-hot encoder. The one-hot en-
coder, while effective, demands additional memory for the
conversion of categorical features.

2) Features filtering
In this experiment, we employed a feature filtering method
to identify influential attributes within the dataset, while ex-
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FIGURE 3: The proposed architecture block diagram.

cluding features that have a negative impact on the classifier.
The negative impact of certain attributes arises due to the
amalgamation of data from different classes without provid-
ing discernible patterns. To filter the attributes in the utilized
datasets, we employed the mutual information method, which
demonstrates the impact of each feature and ranks them in
descending order based on entropy. We selected all attributes
with a value greater than 0.1, eliminating those with zero or
near-zero impact values. Out of 83 attributes, 56 were chosen
for the [oTID20 dataset, and for the Edge-IloTset dataset, 29
out of 62 features were selected for the experiment.

3) Normalization
Normalization involves rescaling data to a standardized
range. The performance of classifiers is impacted by fea-
tures with diverse ranges. The utilized datasets encompass
attributes with varying scales, necessitating normalization.
In this experiment, we employ the min-max normalization
technique to normalize features within the range of O to 1,
as presented in Equation 10.

X — Xmin

Xnorm = ( 10)

Xmax — Xmin
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4) Stratified split

The stratified method is utilized to divide the data into training
and testing sets, maintaining specified percentages to ensure
a balanced representation of each class in the splits. In this
instance, we applied the stratified approach to allocate 80%
of the data to the training set and 20% to the test set.

C. THE PROPOSED SA-DCNN HYPERPARAMETERS

In this experiment, we utilize various hyperparameters to
achieve optimal performance. In all convolutional layers, 64
filters, a kernel size of 3, the same padding, and the ReLU
activation function are utilized. The max pooling layer em-
ploys a pool size of 2. In the feedforward neural network layer,
three layers are used. The first two layers are hidden layers
with 64 and 32 hidden units, respectively, employing the
ReLU activation function. The final layer of the feedforward
neural network is the output layer of the model, where the
softmax function is employed to produce probabilities for
multi-classification.

The sparse categorical cross-entropy function is employed
for loss calculation, and the Adam optimizer is utilized to op-
timize weights during training. A batch size of 32, along with
a configured number of 100 epochs, has been selected for the
[oTID20 dataset, aiming to facilitate an efficient and effective
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TABLE 1: Performance assessment with various layers combination on IoTID20 category.

Layers FFNN Performance metrics
Conv | Max Pool | FFNN hidden units Precision | Recall | Fl-score | Accuracy Trau.ung Time Tgst Time
(in sec) (in sec)
1 1 5 128, 64,32, 16, 5 0.9543 0.9522 0.9531 0.9794 41 5
1 1 4 64,32,16,5 0.9434 0.9587 0.9505 0.9781 40 5
1 1 3 64,32,5 0.9448 0.9495 0.9471 0.9765 38 5
1 1 2 64,5 0.9412 0.9646 0.9526 0.9788 52 8
2 1 5 128,64, 32,16, 5 0.9525 0.9414 0.9465 0.9767 55 7
2 1 4 64,32,16,5 0.9163 0.8641 0.8754 0.9519 54 6
2 1 3 64,32,5 0.9464 0.9618 0.9538 0.9795 57 7
2 1 2 64,5 0.9474 0.9586 0.9528 0.9789 54 6
4 2 5 128, 64, 32, 16, 5 0.9465 0.9449 0.9456 0.9764 90 9
4 2 4 64,32,16,5 0.9537 0.9569 0.9547 0.9801 86 8
4 2 3 64, 32,5 0.9535 0.9596 0.9564 0.9805 85 8

TABLE 2: Performance assessment with various layers combination on IoTID20 sub-category.

Layers FFNN Performance metrics
Conv | Max Pool | FFNN hidden units Precision | Recall | Fl-score | Accuracy Tral{llng Time Te.st Time
(in sec) (in sec)
1 1 5 128, 64,32, 16,9 0.9001 0.8839 0.8919 0.9645 43 5
1 1 4 64,32,16,9 0.8784 0.8759 0.8771 0.9591 38 5
1 1 3 64,32,9 0.9012 0.8445 0.8719 0.9562 41 5
1 1 2 64,9 0.8871 0.8761 0.8816 0.9655 52 6
2 1 5 128, 64,32, 16, 9 0.8851 0.8635 0.8741 0.9623 54 6
2 1 4 64,32,16,9 0.8889 0.8774 0.8831 0.9662 56 5
2 1 3 64,32,9 0.8889 0.8737 0.8812 0.9645 54 6
2 1 2 64,9 0.8986 0.8684 0.8832 0.9651 53 6
4 2 5 128, 64,32,16,9 0.9149 0.8595 0.8863 0.9648 69 7
4 2 4 64,32,16,9 0.9011 0.8748 0.8878 0.9674 68 7
4 2 3 64, 32,9 0.9239 0.8783 0.9005 0.9689 67 7

training process. For the EdgelloTset dataset, a batch size of
32 and a configured number of 20 epochs have been chosen
to achieve optimal training performance.

V. EXPERIMENTATION AND FINDINGS

This section primarily focuses on the experimental findings.
Initially, it presents the evaluation metrics used in the ex-
periments. Following that, a brief overview of the experi-
mental system environment where all the experiments were
conducted is provided. Subsequently, a detailed presentation
of the outcomes of the proposed model is given, along with
a comparison with other models and state-of-the-art articles.
To assess the effectiveness of the proposed SA-DCNN model,
we employed four evaluation metrics, namely accuracy, pre-
cision, recall, and F1-score.

A. IMPLEMENTATION ENVIRONMENT

Experiments were conducted on an HP desktop system
equipped with a core-i9 nine-generation CPU, a GEFORCE
RTX 2080 GPU, and 32 GB of RAM. The Python 3.11 pro-
gramming language, along with Jupyter Notebook, was em-
ployed for the implementation of classifiers. Various libraries,
such as Tensorflow, Pandas, sci-kit-learn, and Numpy, were
leveraged to support the implementation. It is noteworthy that
all these tools were run on a Windows 11 Pro 64-bit operating
system to ensure consistency and compatibility.

B. THE PROPOSED SA-DCNN OUTCOMES

In this section, we present the experimental outcomes of the
proposed SA-DCNN with various hyperparameter variations
for two scenarios: multi-class category and multi-class sub-
category classifications, utilizing both datasets. Furthermore,
to assess the efficacy of the SA-DCNN model, we conducted
experiments with several other traditional ML and DL models
in the same environment and compared the results with those
of the proposed model. Additionally, we compare the perfor-
mance achieved by the proposed model with state-of-the-art
articles on the same datasets to demonstrate the efficacy of
the proposed model. The outcomes are validated through a
fivefold cross-validation process.

1) Outcomes with various hidden layers on 10TID20

As mentioned earlier, the datasets were divided into training
and testing sets, with proportions of 80% and 20%, respec-
tively. Following that, the model underwent training on the
training set using various configurations of hidden layers. The
analysis covered two scenarios: multi-class category and sub-
category classification. Tables 1 and 2 provide a comprehen-
sive analysis of the testing results for the proposed SA-DCNN
model across various layer combinations. Upon evaluating
the results, it becomes evident that the proposed SA-DCNN
demonstrated optimal performance with four convolutional,
two max-pooling, and three fully connected FFNN layers.
Additionally, Figures 4 and 5 depict the training and valida-
tion performance, serving as an evaluation of the proposed
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TABLE 3: Performance assessment with various layers combination on Edge-IloTset category.

Layers FFNN Performance metrics
Conv | Max Pool | FFNN hidden units Precision | Recall | Fl-score | Accuracy Trau}mg Time Te.st Time
(in sec) (in sec)
1 1 5 128, 64, 32, 16, 6 0.9975 0.9916 0.9945 0.9994 157 18
1 1 4 64,32,16,6 0.9981 0.9961 0.9971 0.9996 147 16
1 1 3 64,32,6 0.9974 0.9955 0.9964 0.9994 140 15
1 1 2 64,6 0.9981 0.9962 0.9971 0.9996 155 16
2 1 5 128, 64, 32, 16, 6 0.9979 0.992 0.9949 0.9995 177 19
2 1 4 64,32,16,6 0.9978 0.9936 0.9957 0.9995 168 18
2 1 3 64,32,6 0.9919 0.9981 0.9951 0.9995 163 17
2 1 2 64,6 0.9982 0.9963 0.9972 0.9996 157 16
4 2 5 128, 64, 32, 16, 6 0.8265 0.8273 0.8269 0.9983 239 23
4 2 4 64,32,16,6 0.9924 0.9131 0.9395 0.9983 231 22
4 2 3 64, 32,6 0.9983 0.9979 0.9981 0.9996 213 22

TABLE 4: Performance assessment with various layers combination on Edge-IloTset sub-category.

Layers FFNN Performance metrics
Conv | Max Pool | FFNN hidden units Precision | Recall | Fl-score | Accuracy Tralplng Time Te.st Time
(in sec) (in sec)
1 1 5 128, 64, 32, 16, 15 0.9956 0.9893 0.9923 0.9994 154 17
1 1 4 64,32, 16, 15 0.9952 0.9917 0.9934 0.9995 154 18
1 1 3 64,32, 15 0.9951 0.9936 0.9943 0.9995 145 16
1 1 2 64, 15 0.997 0.9893 0.9929 0.9995 156 17
2 1 5 128, 64, 32, 16, 15 0.9959 0.9835 0.9892 0.9994 181 20
2 1 4 64,32, 16, 15 0.9784 0.9919 0.9841 0.9992 173 19
2 1 3 64,32, 15 0.9967 0.9868 0.9914 0.9995 167 18
2 1 2 64, 15 0.9964 0.9938 0.9951 0.9995 158 17
4 2 5 128, 64, 32, 16, 15 0.9011 0.854 0.8581 0.9975 244 24
4 2 4 64,32, 16, 15 0.9871 0.9281 0.9365 0.9992 231 23
4 2 3 64, 32,15 0.9946 0.9961 0.9953 0.9995 223 23
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SA-DCNN model for potential overfitting issues. Accuracy
and loss during each epoch were scrutinized for both the train-
ing and validation results. The visual analysis of the training
and validation results reveals closely aligned performance,
indicating that the proposed model did not demonstrate signs
of overfitting.

TABLE 5: Results comparison with other models on IoTID20
category.

Models Precision | Recall | Fl-score | Accuracy Training Time | Test Time
(in sec) (in sec)
GNB 0.6737 0.7708 0.6786 0.7741 1 1
LR 0.6349 0.6114 0.6123 0.8682 8 0.1
DNN 0.9169 0.9245 0.9176 0.9643 9 2
DAE 0.9127 0.9147 0.9126 0.9609 9 2
CNN 0.9393 0.9642 0.9512 0.9781 36 4
GRU 0.9122 0.9071 0.9094 0.9569 211 13
LSTM 0.9089 0.8981 0.9033 0.9566 191 16
SA-DCNN 0.9535 0.9596 0.9564 0.9805 85 8

TABLE 6: Results comparison with other models on IoTID20
sub-category.

Models Precision | Recall | Fl-score | Accuracy Training Time | Test Time
(in sec) (in sec)

GNB 0.6948 0.6952 0.6949 0.7875 0.2 0.3

LR 0.5826 0.6234 0.5931 0.8607 11 0.2
DNN 0.9082 0.8556 0.8557 0.9609 9 2
DAE 0.9009 0.8574 0.8508 0.9587 10 2
CNN 0.8945 0.8831 0.8808 0.9659 34 4
GRU 0.786 0.7778 0.7781 0.9293 220 14
LSTM 0.8855 0.8518 0.8466 0.9545 204 18
SA-DCNN 0.9239 0.8783 0.9005 0.9689 67 7

TABLE 7: Results comparison with other models on Edge-
[IoTset category.

Models Precision | Recall | Fl-score | Accuracy Training Time | Test Time
(in sec) (in sec)

GNB 0.8193 0.8132 0.7944 0.9331 1 0.5
LR 0.9431 09171 0.9291 0.9808 55 0.1
DNN 0.9972 0.9974 0.9973 0.9993 99 11
DAE 0.9981 0.9982 0.9981 0.9995 113 12
CNN 0.9971 0.9962 0.9966 0.9991 142 16
GRU 0.9941 0.9959 0.9951 0.9991 741 82
LSTM 0.9951 0.9972 0.9961 0.9989 619 63
SA-DCNN 0.9983 0.9979 0.9981 0.9996 213 22

2) Outcomes with various hidden layers on Edge-lloTset

For the Edge-IloTset dataset, a similar experimental setup
was employed as the IoTID20 dataset, with the data parti-
tioned into 80% for training and 20% for testing. The SA-
DCNN model underwent training on the training set with
varying hidden layer configurations to explore its perfor-
mance. The evaluation focused on multi-class category and
sub-category classification scenarios. Tables 3 and 4 present a
detailed examination of the testing outcomes across different
layer combinations for the Edge-IloTset dataset. Notably,

8

the SA-DCNN model exhibited optimal performance when
configured with four convolutional layers, two max-pooling
layers, and three fully connected FFNN layers. To further
assess the model’s generalization capability, Figures 6 and
7 illustrate the training and validation performance, ensur-
ing the absence of overfitting concerns. The alignment of
accuracy and loss trends across epochs for both training and
validation sets indicates the robustness of the proposed SA-
DCNN architecture in handling the Edge-IloTset dataset.

3) Performance comparison with other ML and DL models
The effectiveness of the SA-DCNN model was affirmed
through a comprehensive validation process, which involved
comparing its outcomes with those of various cutting-edge
methods. For comparison, traditional ML and sophisticated
DL models were employed, encompassing the multi-layer
perceptron (MLP), gaussian naive Bayes (GNB), linear re-
gression (LR), deep-autoencoder (DAE), LSTM, GRU, and
CNN. It’s noteworthy that these models were executed within
the same environment, incorporating identical preprocessing
steps as the proposed model. This approach ensured an eq-
uitable and meaningful assessment of their respective perfor-
mances. All the implemented DL models utilized the sparse
categorical cross-entropy loss function, employed the Adam
optimizer, and were trained with a batch size of 32. The
training phase of each model was iterated for 100 epochs
on the IoTID20 dataset and 20 epochs on the Edge-IloTset
dataset.

Performance comparison on 10TID20 dataset

The comparative analysis of testing performance between
the proposed SA-DCNN and alternative models is outlined
in Table 5 for category classification and Table 6 for sub-
category classification on the IoTID20 dataset, respectively.
The examination of test results highlights the superior perfor-
mance of the proposed model over other models.

Performance comparison on Edge-lloTset dataset

The comparison on the Edge-IloTset dataset is presented in
Table 7 and Table 8 for category and sub-category classifi-
cation, respectively. Evaluation of the test results shows that
the proposed model gives optimal performances compared
to other algorithms, with superior performance in detecting
malicious activities within IIoT networks.

Performance comparison with related articles

To evaluate the enhancement in the detection performance
of the proposed study, encompassing both preprocessing and
model performance, we conducted a comparative analysis
with state-of-the-art articles related to the same dataset. De-
tailed results comparisons are presented in Table 9 show-
casing an in-depth examination of the outcomes from other
related articles and our study. The analysis of results demon-
strates an improvement compared to existing studies, high-
lighting its excellent capabilities in efficiently detecting ma-
licious activities within IIoT networks.
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FIGURE 6: Performance of the proposed SA-DCNN on Edge-IloTset category.
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FIGURE 7: Performance of the proposed SA-DCNN on Edge-IloTset sub-category.

TABLE 8: Results comparison with other models on Edge- VI. CONCLUSION

IloTset sub-category. This paper introduces a self-attention-based deep convolu-

Models | precision | Recall | Floscore | Accuracy | TFnnE Time | Test Time Fion.al neural network (SA-DCNN) modt.al.designe.d .ff)r mon-
(in sec) (in sec) itoring IToT networks and detecting malicious activities. Ad-
GNB 09597 | 09318 | 09398 | 09962 ! 2 ditionally, a two-step cleaning method has been implemented
D?N EZZ 3? gz:‘g‘; 2;;‘3‘: 2;3; i izz ?12 to eliminate redundancy within the training data, consider-
DAE 09959 | 09945 | 09958 | 09995 o ” ing both intra-class and cross-class samples. The proposed
CNN 09977 | 09951 | 09963 | 0999 31 5 method overcomes the existing DL-based model’s challenges
GRU 09941 | 09959 | 09951 | 09991 622 66 and improves the detection performance of cyberattacks in
LST™ 09951 | 09972 | 09961 | 09989 733 82 the IIoT network. The performance of the SA-DCNN model
SA-DCNN | 09946 | 0.9961 | 09953 | 09995 223 bt is assessed using IoTID20 and Edge-IloTset datasets. More-
over, the performance of the model is validated by comparing
the outcomes with those of other ML and DL paradigms. The
TABLE 9: Performance comparison with related articles. other models were implemented under the same experimental
Dataset Articles | Precision | Recall | Floscore | Accuracy environment, and the preprocessing steps were consistent for
T 125] 07867 | 07343 | 07600 | 07755 all models, 1nc1ud1pg the proposed SA—DCNN. Furthermore,
This study | 0.9239 | 0.8783 | 09005 | 09689 the outcomes of this study were compared with the results of
126] _ - . 0.9869 other related articles, indicating the improved performance of
271 0.9603 ; ; 09727 the proposed study. In the future, the number of attack classes
Edge-tloTse [28] 09746 | 09657 | 09691 0.9888 is expef:ted to increase further, considering additional sub-
129] 09878 | 09722 - 0.9832 categories of attacks.
[35] 0.885 0613 | 0724 -
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