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Abstract

Short texts are a common source of knowledge, and the extraction of such valuable information is beneficial for several purposes.
Traditional topic models are incapable of analyzing the internal structural information of topics. They are mostly based on the
co-occurrence of words at the document level and are often unable to extract semantically relevant topics from short text datasets
due to their limited length. Although some traditional topic models are sensitive to word order due to the strong sparsity of data,
they do not perform well on short texts. In this paper, we propose a novel word embedding-based topic model (WETM) for short
text documents to discover the structural information of topics and words and eliminate the sparsity problem. Moreover, a modified
collapsed Gibbs sampling algorithm is proposed to strengthen the semantic coherence of topics in short texts. WETM extracts
semantically coherent topics from short texts and finds relationships between words. Extensive experimental results on two real-
world datasets show that WETM achieves better topic quality, topic coherence, classification, and clustering results. WETM also
requires less execution time compared to traditional topic models.
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1. Introduction

With the proliferation of mobile devices, short text has be-
come a common way of information delivery. Numerous nat-
ural language processing tasks, such as emerging topic detec-
tion, content analysis, question answering, sentiment analysis,
automatic summarization, and recommendation systems, need
to discover potential topics from a short text [1]. Nevertheless,
the sparse information in short texts leads to insufficient contex-
tual information, and the differences in language phrases ensure
that it is difficult to analyze them using standard methods.

A topic model defines topics as multinomial word distribu-
tions. A document is composed of multinomial topics, and
words are based on topics. However, the topics are distributed
across the entire collection. Therefore, each topic is consid-
ered the center of the group of words grouped based on pat-
terns of co-occurrence. Words that appear in several documents
should be assigned to a similar topic. Therefore, limitations in
the length of the document, the pattern of word co-occurrence
is rarely found in the small text corpus, the main conventionally
imperfect topic [2]. In another method, semantic relationships
between terms are not adequately described in a short text.

Probabilistic topic models consider documents a combina-
tion of probabilistic topics, such as a probability distribution
over words, and are used to identify topics from large sets of
documents automatically. The conventional topic models like
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Probabilistic Latent Semantic Analysis (PLSA) [3] and Latent
Dirichlet Allocation (LDA) [4] infer the topic by extracting
word co-occurrence information, and terms with a high co-
occurrence belong to some topic [5]. In a long text, the conven-
tional topic model performance is good, but in a short text, they
perform poorly due to a lack of word co-occurrence patterns
[6, 7]. There are some topic models which utilize word embed-
ding. However, word embedding is a method of embedding that
focuses on the relationship across words with contexts. Specific
words are no longer treated as distinct symbols but instead re-
flect similarities and correlations between words. In particular,
word embedding represents a continuous vector of words for
low-dimensional Euclidean space [8, 9, 10]. The Latent feature
topic model (LFTM) does not explain the difference between
topics and words [11].

A neural topic model is presented in [12], where topics are
not associated with vectors. Some other topic models use word
embedding that prohibits topics representing global word corre-
lation. Short texts are compared with long papers using this ran-
dom technique that ensures a power-law distribution. As a re-
sult, only words with a significant geometric similarity between
their embedded vectors are grouped, leading to poor topic qual-
ity [9, 12, 13]. Also, instead of assigning an embedding to
each topic in the document, some approaches build document
or topic embedding at the corpus level [14, 15, 16]. The topic
model and embedding technique only reflect part of the seman-
tics of the text content because they focus on two different types
of text patterns in the text. The combination of topics and word-
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Table 1: Notations
Variable Description
D Number of documents
w Number of words
|g| Different words
y Word embedding
|V | Vocabulary size
G List of related terms
ΦZ Word distribution of topics
θ Global topic distribution
|G| Numbers of multiterm
mw|z Assignment of words to topics

ing has recently become a realistic way of creating a complete
text representation. However, the previous methods based on
word embedding forbid topics that reflect global word correla-
tion. Only words with a strong geometric resemblance between
their embedded vectors are grouped into the same topics, result-
ing in poor quality. Therefore, we present a novel topic model
for short text documents that uses word embedding to solve the
sparsity problem and find the structural information of topics
and words to produce high-quality topics. In the proposed topic
model, semantically or syntactically similar words are derived
more accurately to extract suitable topics. The proposed topic
model preserves the semantic meaning of each word in a short
document without losing contextual information.

The main contribution of this research work is as follows:

• We proposed a novel word embedding-based topic model
(WETM) using word2vec, which addresses the sparsity
problem in short texts and discovers structural information
about topics and words using a word embedding to find se-
mantically related words and extract the most appropriate
topics.

• We also proposed a modified collapsed Gibbs sampling
algorithm to find the parameters of the proposed topic
model.

• We performed qualitative and quantitative analysis. Ex-
periments on two real-world datasets showed that the pro-
posed topic model achieves better classification, topic co-
herence, topic quality, and clustering results than other
topic models. The proposed topic model execution time
is also lower than baseline topic models.

2. Related Work

The probabilistic topic modeling methods LDA and PLSA
extract meaningful information from text collections by the co-
occurrence of document-level words. It is difficult for con-
ventional topic models to identify coherent topics in collec-
tions of short texts because semantically related terms rarely
occur in short text documents. Some heuristic strategies, such
as [6, 17, 18], have already been presented. There are several
approaches to topic models that compensate for short text fea-
tures and increase the pattern of occurrence of words without
additional information. The BTM [19] is possibly a short text
topic model developed specifically for short text data. It means

such words inside a biterm are generated with the same topic,
which provides explicit information about the co-occurrence of
the words. The DMM technique [20] implies that each docu-
ment has a single topic suitable for large but short documents.
Clustering and LDA are combined in the self-aggregation topic
model (SATM)[21]. The experiments show that the suggested
SATM model can extract topics and enhance accuracy in short
texts. The Pseudo-document topic model (PTM) [22] used
pseudo documents to allow for the implied aggregation for short
texts. The Sparse-PTM SPTM [23] implies that every short text
is simply an excerpt from a lengthy pseudo document. The long
pseudo documents are associated with topics and solve the spar-
sity problem. In [24], the SeaNMF model is presented, which
uses semantic word-text relationships during the training phase
to increase semantic coherence in topics. There are several
other topic modeling approaches that are used for word embed-
dings, one of the most common methods of representing word
vectors, has been widely used in many NLP tasks [25, 26, 27],
including relationship extraction [28, 29, 30], question answer-
ing [31, 32, 33], and topic modeling [34]. Word embedding is a
method that focuses on the relationship between the word level
and its context. Each word is no longer treated as a separate
symbol in word embeddings but instead reflects the similarities
and correlations between words. In particular, the word embed-
ding method expresses the word as a continuous vector in low-
dimensional Euclidian space. Word embeddings learned from
massive corpora are preprogrammed with generalized semantic
and structural data about the words considered prior informa-
tion. A Gaussian mixture model for grouping the word embed-
dings are used [35]. Gaussian [15] replaces textural words with
word embeddings for the LDA generative process, and every
topic is a Gaussian multivariate distribution on word embed-
dings. The Gaussian LDA in the DMM model development
process includes word embeddings and a base topic to extract
topics from a short collection [36]. In [37] proposed a TSSE-
DM topic model based on the topic subdivision for improve-
ment of interpretability. The DMM-based topic model GPU-
DMM [38] employs word embeddings to capture semantic rele-
vance information between words, which is further used by the
GPU model in the inference process to improve topic coher-
ence. Word embeddings are a prerequisite for grouping short
corpus before using the random-field Markov LDA [39].

3. Methodology

We present our topic model in this section. The problem is
defined first, and then we briefly explain our proposed topic
model.
3.1. Problem Description

In topic modeling, topics are prohibited from revealing the
global correlation of words due to the sparsity problem in short
texts. Words with strong geometric similarities between em-
bedded vectors are classified in the same topics and are of
low quality. We have a collection of D text documents G =
(d1, d2, . . . . . . ., dn) and each document contains a number of
words (w1,w2,w3, . . . ..w|g|). The dn, wg represent the numbers
of documents and words. Each word w|g| accepts a value from
vocabulary V. A topic is a distribution of vocabulary words.
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Figure 1: WETM graphical representation

3.2. Description of Proposed Topic Model

Table 1 shows the notations used in the paper. A graphic
representation of the proposed topic model WETM is shown
in Figure 1. The proposed topic model retains the semantic
meaning of each word without losing contextual information.

• The |g| represents different words in the documents.
The terms list of text documents d is Gd =

(g1, g2, g3, . . . . . . , gGd ).

• The Gd is represented by several terms in documents d.
The G is the global list of the related terms.

• The generative process after the extractions of the related
term is Φz ∼ Dir(β), Φ ∼ Dir(α), wi ∼ terms(ΦZ), w j ∼

terms(ΦZ) and z ∼ terms(θ).

• The word embedding is utilized for the y. Term relation-
ships with high semantic relevance may not occur regu-
larly in short texts due to their small size.

WETM solves the sparsity problem and finds the structural in-
formation of topics and words in short texts to discover more
appropriate and high-quality topics. Word2vec, a model based
on neural networks, represents words in a corpus as a vector
with contextual understanding [40]. The words in the short text
documents are converted into vectors. The smaller the distance
between two vectors in vector space, the greater the similar-
ity between the two words. Learned word embeddings cap-
ture general patterns of word co-occurrence, as they are learned
to retain the general contextual information of words. In la-
tent space, semantic or syntactically similar words are inferred
more closely. Word2Vec, like word co-occurrence, uses con-
textual information about words, and word2vec concentrates
on the likelihood that specific terms will come around a word
after it has been in the text. The significant advantage of the
word2vector is that it preserves the semantic significance of dis-
tinct words for short text document with no loss of contextual
information. The embedding vector is generated, and its size
is very small. Every dimension of an embedding vector rep-
resents one aspect of a word. The wi = w j = p(w|z,Φ, y) is
assigned. The hyperparameters of Dirichlet are α and β. The

overall topic distribution of the entire corpora is θ, z is a related
term of topic assignment, and ΦZ means the word distribution
of topic z. Each word wi is generated using the Multinomial
distribution. Equation 1 and 2 shows the probability of related
term g and whole terms G.

p (g) =
∑

z

p(z)
∏
wi∈m

p(wi|z) (1)

p (G) =
∏

g

p (z)
∏
wi∈m

p(wi|z) (2)

We assume that a document topic distribution equals the topic
distribution anticipation for each term generated from the doc-
ument p(z|d). After that, we find the value of p(z|g) through the
Bayes formula in equation 3.

p(z|d) =
p(z)
∐

i, jϵg p(wi, j|z)∑
z p(z)

∐
i, jϵg p(wi, j|z)

(3)

The p(g|d) for estimation [19] is found using equation 4. The
mGd (g) shows the terms frequency sequence in Gd.

p (g|d) =
mGd (g)∑
g mGd (g)

(4)

As a result, topic distribution p(z|g) is calculated in equation 5.

p (z|d) =
∑

g

p (z|g) p(g|d) (5)

The values of p (g|d) andp (z|d) are used to find the new equa-
tion is 6. The topic distribution for every term is calculated.

p(z|d) =
∑

g

p(z)
∐

i, jϵg p(wi, j|z) mGd (g)∑
z p(z)

∐
i, jϵg p(wi, j|z)

∑
g mGd (g)

(6)

The parameters are inferred with the most widely used Gibbs
sampling method. Equation 7 shows the conditional distribu-
tion. Where, z−g represents the topic assignments for all terms
except the e. The mz shows the occurrence of terms e, which
are given to z. The mw|z shows the assignment of word wi to the
topic z. The |V | is vocabulary size.

p
(
z
∣∣∣z−g, G, α, β

)
∞ (mz + α)

∏
wiϵ j

mwi |z + β∑
w j

mw j |z + |V |β
(7)

3.3. Collapsed Gibbs Sampling Algorithm
Algorithm 1 represents a simplified inference process for the

proposed topic model. In this modified Collapsed Gibbs Sam-
pling Algorithm, the inputs are topics, terms, and hyperparam-
eters α and β. Each term is assigned a topic. The modified
Collapsed Gibbs Sampling Algorithm computes the θ and Ø.

4. Experiments and Results
4.1. Datasets

We used two real-world datasets, Web Snippet [41] and Ama-
zon Review [42], for experiments. There are 12340 search snip-
pets in this dataset, and each is considered a small document.
Snippets are divided into eight groups, and Amazon reviews
contain product reviews and metadata from May 1994 to June
2014. As a training dataset, we randomly selected 20000 brief
reviews, each of which falls into one of seven categories.
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Algorithm 1 Proposed Topic Model Modified Collapsed Gibbs
Sampling Algorithm

The process will compute the θ and Ø
Input:

Number of topics K
Related terms G
Hyperparameters α, β

Process:
1: For every term, assign topic assignments
2: for miter = 1 to Miter do
3: for each g in the G do
4: Draw zg from the p

(
z
∣∣∣z−g,G, α, β

)
5: Update mz, wi|z
6: end for
7: end for
8: Compute the θ and Ø with the following equations:
9: Øwi|z =

mwi |z+β∑
w j

mw j |z+|V |β

10: θz =
mz+α
|G|+Kα

4.2. Preprocessing

Preprocessing steps like tokenization, stop word removal,
normalization and lemmatization are applied to text documents,
and the term list is extracted. Tokenization is a technique for
separating the text into tokens. Blank spaces, periods, commas,
semicolons, and quotation marks are used to separate words.
A punctuation mark or stop word is the most familiar unfavor-
able term. As a result, they are removed from words because
they don’t make sense in context. The process of converting
input text into canonical form is known as text normalization.
It is required for noisy text, such as social media comments
and popular text messages with abbreviations and misspellings.
It also focuses on removing inconsistencies in language varia-
tions, necessary for the preprocessing phase, and an imperative
component for natural language processing applications. It is a
procedure for determining a word-based form.

4.3. Baseline Topic Models

The WETM is compared to the state-of-the-art topic mod-
els BTM, PTM, SPTM, PYSTM, DMM, GPU-DMM, and
GLTM. BTM [19] is a topic model for the short text that
has been proposed recently. BTM simulates the creation of
biterms, which are made up of two words that are not in any
specific order. Every short document is based on a lengthy
pseudo document, according to PTM [22], and lengthy pseudo
documents create topics. SPTM [23] obtains a concentrated
topic for each long pseudo-document, replacing the PTM sym-
metric Dirichlet prior with a point prior and a slab preface.
DMM [20] assumes that each short document has only a sin-
gle topic, which is unrealistic for most texts but appropriate for
short documents. GPU-DMM [38] is a short text topic model
used to obtain additional information using word2vec. Global
word embeddings are derived from a huge external corpus in
GLTM [2]. Pitman-yor Process Self-aggregated Topic Model
(PYSTM) [43] uses the pitman-yor process to generate short

Table 2: Classification accuracy in percent for the web snippet dataset

Method K=20 K=40 K=60 K=80
BTM 0.86 0.83 0.77 0.76
PTM 0.67 0.67 0.67 0.65

Web Snippet SPTM 0.65 0.61 0.53 0.53
Dataset PYSTM 0.69 0.68 0.67 0.66

DMM 0.85 0.84 0.83 0.83
GPU-DMM 0.87 0.85 0.84 0.82
GLTM 0.86 0.87 0.86 0.84
WETM 0.89 0.90 0.91 0.88

Table 3: Classification accuracy in percent for the amazon review dataset

Method K=20 K=40 K=60 K=80
BTM 0.81 0.81 0.81 0.79
PTM 0.79 0.79 0.81 0.81

Amazon SPTM 0.80 0.75 0.71 0.72
Review PYSTM 0.78 0.76 0.73 0.71

Dataset DMM 0.80 0.79 0.78 0.77
GPU-DMM 0.81 0.81 0.81 0.81
GLTM 0.81 0.83 0.82 0.83
WETM 0.84 0.86 0.85 0.86

texts. For these BTM, PTM, SPTM, PYSTM, DMM, GPU-
DMM, GLTM, and WETM, we set common parameters such
as α = 50/K, β = 0.01, and maximum iteration =1500.

4.4. Quantitative Analysis

4.4.1. Classification
We conduct classification experiments with topic distribu-

tions on p (z|d). A text classification task is performed ex-
ternally as part of the evaluation of topic models. It is con-
sidered that the topics in each short document are features,
and the probabilities derived from the topic-document distri-
bution are the features’ values. We use Random Forest as the
classification algorithm for both web snippet and Amazon re-
view datasets and compute classification accuracy using five-
fold cross-validation. In each short text, we create 20, 40, 60,
and 80 topics, with the distribution of topics per document as
the value of the features. Tables 2 and 3 show the accuracy of
the WETM for web snippet and Amazon review datasets. The
WETM achieved an accuracy of 0.89 percent with 20 topics,
0.90 percent with 40 topics, 0.91 percent with 60 topics, and
0.88 percent with 80 topics on the web snippet dataset. The
performance of PTM and SPTM on the online snippet dataset
is poor when compared with BTM. Perhaps it is due to the in-
direct manner in which PTM and SPTM topic-document distri-
butions are derived. On the website snippet dataset with differ-
ent topics, GLTM, GUP-DMM, DMM, and PYSTM topic mod-
els perform worse than the proposed model. The accuracy on
the Amazon review dataset is 0.84 percent with 20 topics, 0.86
percent with 40 topics, 0.85 percent with 60 topics, and 0.86
percent with 80 topics. With different topics in the Amazon
dataset, the proposed model outperformed BTM, PTM, SPTM,
PYSTM, DMM, GPU-DMM, and GLTM topic models. These
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Table 4: Topic Coherence of web snippet dataset

Method K=20 K=40 K=60 K=80
BTM -900.72 -879.23 -859.49 -833.57
PTM -976.44 -967.30 -918.62 -907.55
SPTM -1026.03 -1035.15 -1088.98 -1096.38
PYSTM -1012.01 -1021.10 -1074.88 -1080.26
DMM -946.27 -909.18 -880.34 -870.76
GPU-DMM -914.61 -883.21 -859.59 -851.32
GLTM -886.48 -872.20 -842.20 -830.38
WETM -882.13 -867.84 -837.85 -826.03

classification results indicate that our method WETM performs
best across all datasets that contain a wide range of topic counts.

4.4.2. Topic Coherence
We utilize the topic coherence [23] to quantify the semantic

coherence of topics extracted by topic models. Equation 8 is
used to calculate the topic coherence of a topic k.

C
(
k, vk
)
=

X∑
x=2

x−1∑
l=1

log
|D(vk

x, v
k
l |

|Dvk
l |

(8)

The vk shows the top X words for topics k. The |D(vk
x, v

k
l | to-

tal number of documents for a collection that contains both
the words vk

x and vk
l .The average topic coherence for the top-

ics extracted by the topic model is used to evaluate the perfor-
mance of a topic model. When the topic coherence value is
high, the topic model performs better. Tables 4 and 5 show
the topic coherence scores for web snippet and amazon review
datasets. In the web snippet dataset with the number of top-
ics 20, 40, 60, and 80, the WETM topic coherence scores are
-8802.13, -867.84, -837.85, and -826.03. The score for topic
coherence on the Amazon reviews dataset is -817.10, -838.49,
-862.12, and -855.52 for topics 20, 40, 60, and 80, respec-
tively. GPU-DMM, PTM, BTM, and GLTM produce inferior
outcomes compared to other models. Generally, the topic co-
herence results of WETM are better than BTM, PTM, SPTM,
PYSTM, DMM, GPU-DMM, and GLTM. Therefore, WETM
outperforms other baseline topic models in terms of topic co-
herence.

4.4.3. Clustering
We also evaluated the clustering performance of WETM. We

consider that every topic is a label, and every document is as-
signed to topic k. The maximum value of p (z|d) value con-
structs various clusters. The clustering results are evaluated
with Purity and Entropy.

4.4.4. Purity
Purity ranges between 0 and 1, with higher purity represent-

ing better clustering results. In equation 9, purity is represented
by a formula.

Purity =
1
D

K∑
k=1

max (k) (9)

Table 5: Topic Coherence of amazon review dataset

Method K=20 K=40 K=60 K=80
BTM -851.76 -848.21 -878.32 -888.90
PTM -941.02 -956.42 -939.71 -917.86
SPTM -923.95 -991.35 -987.40 -907.86
PYSTM -913.84 -987.24 -977.28 -905.67
DMM -855.51 -913.34 -912.74 -916.86
GPU-DMM -821.45 -865.03 -896.44 -907.82
GLTM -848.40 -843.84 -866.47 -859.87
WETM -817.10 -839.49 -862.12 -855.52

Figure 2: Clustering results using purity on web snippet dataset

Figure 3: Clustering results using purity on amazon reviews dataset

Where, max(k) signifies the dominating category document
number in cluster k. Figures 2 and 3 demonstrate the clus-
tering outcomes measured by purity for K = 30 and 60 topics
on web snippet and amazon reviews datasets. The purity re-
sults indicate that WETM purity results are greater than other
state-of-the-art topic models on web snippet and amazon re-
views datasets. It means that WETM clustering performance is
better against other baseline topic models.

4.4.5. Entropy
Equation 10 finds the entropy. In entropy, the homogenous

of the cluster is measured. The lowest score of entropy means
clustering performance is better.

Entropy = −
K∑

k=1

Ck

D

L∑
l=1

Ckl

Ck
log(

Ckl

Ck
) (10)

The category numbers are L. The number of categorized doc-
uments by category l in cluster k and the total number of doc-
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Table 6: Qualitative analysis for topic “health” for web snippet dataset
Topic Model Top 5 words
BTM gov, news, information, research, nutrition
PTM nutrition, hiv, medical, gov, health
SPTM information, party, diseases, gov, food
PYSTM food, news, hiv, research, party
DMM care, gov, diet, party, home
GPU-DMM care, party, research, medical, gov
GLTM nutrition, drug, information, research, gov
WETM cancer, disease, treatment, medical, health

Figure 4: Clustering results using entropy on web snippet dataset

Figure 5: Clustering results using entropy on amazon reviews dataset

uments in cluster k is represented by Ckl and Ck. Figures 4
and 5 show the clustering outcomes based on entropy for web
snippets and Amazon reviews for K = 30 and 60 topics, re-
spectively. GPU-DMM entropy for the web snippet dataset is
higher than GLTM and DMM. WETM entropy is lower than
BTM, PTM, SPTM, PYSTM, DMM, GPU-DMM, and GLTM
for web snippet datasets. The GPU-DMM entropy for the Ama-
zon dataset is higher than that of GLTM and DMM. On the
web snippet dataset, WETM entropy is lower than BTM, PTM,
SPTM, PYSTM, DMM, GPU-DMM, and GLTM. We find from
the results that WETM has lower entropy than other state-of-
the-art topic models for datasets comprised of web snippets and
Amazon reviews. It indicates that WETM clustering perfor-
mance is better than baseline topic models.

4.4.6. Execution time
In this section, we compare the time efficiency of several

topic models with 20, 40, 60, and 80 topics. For all topic

Figure 6: Execution time on web snippet dataset

Figure 7: Execution time on amazon reviews dataset

models, we utilize Gibbs sampling for parameter estimation.
Figures 6 and 7 show the time cost for one iteration for web
snippets and Amazon reviews datasets, respectively. The BTM
has demonstrated robustness for some datasets without external
data, but the time complexity of the model prevents its wide
application. The graphical structure of the PTM is complex
and there are multiple latent variables for each sample, which
makes processing time-consuming. The execution time of PTM
for both datasets is high, and BTM takes less time than PTM.
SPTM takes less time than BTM, PTM and PYSTM and GLTM
also takes less time than BTM, PTM and SPTM. Overall, the
proposed topic model takes less time than other baseline topic
models for web snippet and Amazon reviews datasets.
4.5. Qualitative Analysis

Table 6 shows the top 5 words of the extracted topic ”health”
for all topic models for the web snippet dataset. WETM dis-
covered more related words such as cancer, disease, treatment,
medical, health. However, in GPU-DMM, DMM and GLTM,
other terms such as ”government”, ”party” and ”home” are ir-
relevant to the topic of health. Some words in BTM, SPTM,
PYSTM and PTM are also irrelevant to the topic of health, such
as ”news” and ”party”. The result shows that the topics discov-
ered by our topic model are more appropriate and suitable than
other baseline topic models.

5. Conclusion

Topic modeling for short texts is a useful task due to the
prominence of short texts on the Internet. The sparsity in short
texts is a major challenge for traditional topic models. In this
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paper, we presented a novel topic model WETM based on word
embedding. Semantically related words are discovered for the
extraction of suitable topics. A modified collapsed Gibbs sam-
pling inference algorithm is also proposed for short texts. The
proposed topic model solves the sparsity problem in short text
documents and finds topics and words structural information.
We performed both qualitative and quantitative analysis for ex-
periments. The result of the proposed topic model experiments
is effective for topic quality, classification, topic coherence,
clustering, and execution time. Compared to baseline topic
models, the proposed topic model discovers more appropriate
topics. The classification results of the proposed topic model
are better than the basic topic models. The proposed topic
model performed better in topic coherence and generated more
diverse topics for real-world datasets. The performance of the
proposed topic model is better in clustering than other baseline
topic models. The proposed topic model takes less time to run
than conventional topic models.
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