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MedOptNet: Meta-Learning Framework for
Few-shot Medical Image Classification

Liangfu Lu, Xudong Cui, Zhiyuan Tan∗, Yulei Wu

Abstract—In the medical research domain, limited data and high annotation costs have made efficient classification under few-shot
conditions a popular research area. This paper proposes a meta-learning framework, termed MedOptNet, for few-shot medical image
classification. The framework enables the use of various high-performance convex optimization models as classifiers, such as
multi-class kernel support vector machines, ridge regression, and other models. End-to-end training is then implemented using dual
problems and differentiation in the paper. Additionally, various regularization techniques are employed to enhance the model’s
generalization capabilities. Experiments on the BreakHis, ISIC2018, and Pap smear medical few-shot datasets demonstrate that the
MedOptNet framework outperforms benchmark models. Moreover, the model training time is also compared to prove its effectiveness
in the paper, and an ablation study is conducted to validate the effectiveness of each module.

Index Terms—few-shot; meta learning; convex optimization; medical image classification
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1 INTRODUCTION

IN recent years, deep learning has demonstrated remark-
able prowess and boundless potential in fields such as

computer vision [1], [2], [3], [4], [5], [6] and natural language
processing [7], [8]. In certain instances, models, including
ResNets [9], have even outperformed humans on specific
datasets. This has spurred significant interest in apply-
ing computer vision to the medical field, with researchers
exploring areas such as breast cancer immunohistochemi-
cal image generation [10], lesion image segmentation [11],
and X-ray projectomic reconstruction [12]. Despite some
progress, leveraging medical imaging for paramedical tech-
nology remains a formidable challenge.

The primary obstacle in applying computer vision to
the medical field stems from deep learning’s reliance on
large-scale, well-annotated datasets [1], [6], [13], [14], [15],
[16]. Acquiring a substantial number of labeled images is
both expensive and time-consuming, which constrains the
model’s applicability. Although there are numerous open
datasets available in the computer vision domain, acquiring
sufficient training data in the medical field is considerably
difficult [17] as they need to be annotated by medical experts
for their usefulness. Therefore, by addressing the challenge
of few-shot learning, which aims to achieve efficient classifi-
cation tasks using few images, it will help integrate machine
learning into doctors’ workflows and significantly alleviate
the burden on medical personnel.

Meta-learning, also known as ”learning to learn,” is a
machine learning paradigm that seeks to emulate the human
cognitive process, which can quickly acquire new knowl-
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edge without the need for large amounts of data [18]. The
ultimate goal of meta-learning is to develop models that can
generalize to previously unseen tasks by learning at the task
level, rather than the sample level. It is one of the potentially
effective ways to deal with the data scarcity problem in real-
life few-shot learning scenarios [19]. There are two primary
phases involved in meta-learning: the meta-learning phase
and the adaptation phase(Meta-test phase).

1) Meta-learning phase: In this stage, the model is
exposed to a diverse set of tasks and learns to
recognize patterns and relationships across these
tasks. The primary objective is to acquire a broad
understanding of the problem space and develop a
strong foundation that can be adapted to new tasks.
This process typically involves training the model
on a large number of tasks, each with its own dataset
and objective.

2) Adaptation phase: Once the model has been trained
on various tasks, it is then fine-tuned on a new task
with a limited amount of training data. The model
leverages its prior knowledge, acquired during the
meta-learning phase, to quickly adapt to the novel
task. The adaptation phase is crucial for achieving
high performance on the target task, as it allows the
model to utilize its prior knowledge and make ac-
curate predictions with only a few training samples.

By following these two phases, meta-learning models can
effectively tackle few-shot learning problems, which are
characterized by their limited availability of training data.
This approach enables the development of models that can
rapidly adapt to new tasks, much like human cognitive
learning, making them more versatile and robust in real-
world applications.

Although, Few-shot learning has emerged as a promi-
nent research area in computer vision and cultivated several
outstanding models [20], [21], [22]. It is worth highlighting
that most of these models are evaluated on conventional
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datasets , such as Mini-ImageNet [23]. It is questionable
whether such datasets truly capture the complexities and
nuances of practical applications. For instance, the medical
domain often grapples with ethical and privacy concerns
when it comes to data collection, and even when available,
datasets can have an uneven sample distribution across
different classes. These challenges hinder the development
and evaluation of few-shot learning models that can gen-
eralize well to real-world medical cases. Therefore, it is
imperative to explore new datasets that can represent real-
world scenarios and develop models that can learn from
them. Additionally, further research is required to devise
novel methods and theoretical foundations that can address
the challenges of few-shot learning under diverse practical
settings. Training and evaluating few-shot learning models
that can effectively generalize to new medical cases becomes
challenging due to the difficulty in obtaining appropriate
datasets and ethical concerns. Moreover, real-world data
is usually more complex and variable than data in con-
trolled laboratory settings, thereby presenting additional
challenges for few-shot learning methods. To increase the
applicability of few-shot learning to practical problems, it is
crucial to explore novel datasets that represent real-world
scenarios and build models capable of effectively learning
from them. Additionally, further research is required to
develop innovative methods and theoretical frameworks
that can address the challenges in few-shot learning under
diverse practical settings.

To address the unique characteristics of medical datasets,
we propose a meta-learning framework called MedOptNet,
which is based on convex optimization. In contrast to clas-
sical meta-learning methods that utilize nearest-neighbor
classifiers or one-layer neural networks, our trained convex
optimization model sees greater generalization even for
few-shot classification. Besides, convex optimization mod-
els are promising for medical image processing. In this
paper, our meta-learning approach is experimented with
several convex optimization models, including multi-class
kernel support vector machines, ridge regression. In terms
of model training , convex optimization models essentially
solve quadratic programming problems, using the optnet
approach that enables end-to-end training with an efficient
quadratic programming solver [24]. Different convex opti-
mization models for different medical datasets to achieve
optimal performance.

In summary, the contributions of our approach are as
follows:

• To address the issue of few-shot medical classifica-
tion, we propose a meta-learning framework called
MedOptNet. This framework allows for the uti-
lization of various high-performance convex opti-
mization models as classifiers to conduct non-linear
classification. These models can undergo end-to-end
training using quadratic programming solvers. Our
method aims to enhance the performance of classi-
fiers in situations where only a limited number of
labeled samples are available.

• In order to tackle the imbalanced distribution of
medical data, several regularization techniques are
employed, including image augmentation, to im-

prove the model’s generalization capability. The ef-
fectiveness of each module is demonstrated through
ablation experiments.

• We employ various convex optimization models,
such as multi-class kernel SVM and ridge regres-
sion, as classifiers for a range of medical datasets.
By comparing the performance of our model to
classical meta-learning methods (including MAML,
Reptile, ProtoNet, MatchingNet, and RelationNet),
we demonstrate that our model achieves optimal
performance and effectively tackles the challenges
presented by the BreakHis, ISIC2018, and Pap smear
datasets.

• We compared the runtime of the models, and the
computational cost of our model only slightly in-
creased, demonstrating the practical value of our
model.

The rest of the paper is structured as follows: In Section
2, we provide an overview of the related work. In Section 3,
we introduce our proposed model, named MedOptNet, and
provide details about its architecture. Section 4 describes the
experimental setup, including the implementation details,
and presents the analysis of the classification results. Lastly,
in Section 5, we conclude our study.

2 RELATED WORK

Few-shot learning methods can be broadly classified into
three categories: measure-based [25], [26], [27], [28], [29],
[30], [31], [32], model-based [33], [34], and optimization-
based methods [26], [35]. Measure-based methods employ
the nearest-neighbor idea to classify samples. Model-based
methods are designed to establish a mapping from input
space to feature space, which enables quick adaptation to
new parameters in few-shot scenarios. Optimization-based
methods formulate the adaptation process as an optimiza-
tion problem and use better optimization strategies. Despite
the variety of methods, many few-shot learning models
adopt a two-stage meta-learning framework comprising
meta-training and meta-test stages. Typically, these models
consist of two components: an embedded model for feature
extraction and a classifier. In the case of extremely limited
training data, traditional convolutional neural networks uti-
lize four-layer frameworks or ResNets-12. Classifiers typi-
cally use simple nearest-neighbor algorithms [28] or one-
layer neural networks [26]. Support vector machines are
often used as classifiers in few-shot learning because they
can effectively utilize the high-dimensional embeddings of
samples and introduce parameter regularization to prevent
over-fitting.

Few-shot classification involves the use of a limited
amount of training data to classify samples from unseen
classes. As previously mentioned, few-shot learning meth-
ods can be broadly classified into three categories, and
our focus is mainly on optimization methods, which are
most relevant to our work. Model-Agnostic Meta Learning
(MAML) [35] is a task-independent algorithm for meta-
learning that trains model parameters to enable fast learning
of new tasks with minimal gradient updates. Distance-based
models aim to learn supervised or unsupervised classifiers
with strong generalization ability. In traditional machine
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learning, the base class is used for training, but due to the
imbalance between the base and new classes, overfitting can
occur. To address this, Koch et al. [25] proposed Siamese
Neural Networks for One-shot learning. In this approach,
the model extracts features in parallel and compares them
to obtain similarity, allowing for effective classification with
a small amount of data. Vinyals et al. [26] proposed a
matching network based on memory and attention as an
extension of prototype networks, while some researchers
use graph neural networks for information transmission
[36], [37].

Several researchers have explored the application of
meta-learning in medical image processing. Prabhu et al.
[38] proposed Prototypical Clustering Networks, which are
based on the prototype network and enable fast general-
ization. They applied this method to dermatology datasets.
Li et al. [39] introduced a meta-learning method for diffi-
culty perception that was trained on a dataset of common
diseases and then applied to rare diseases. Singh et al.
[40] applied Reptile and Prototypical Networks to medical
image datasets and compared the confidence of models
between transfer learning and meta-learning. He et al.. [41]
presented a meta-learning-based approach called MetaMed,
which can adapt to rare disease classes with only a few
available images and less computational resources. Xie et al.
[37] explored a novel method based on metric-based meta-
learning for Cross-Domain Few-Shot (CDFS) problems in
the classification of welding defects. Crammer and Singer f
[42] described an algorithm implementation of multi-class
kernel functions, which can transform multi-class problems
into quadratic programming problems. Bertinetto et al. [35]
proposed an iterative solver based on ridge regression
and logical regression, viewing machine learning as a part
of deep learning. Amos et al. [24] utilized a primal-dual
interior point algorithm to solve quadratic programming
problems, which can be deployed on a GPU. Agrawal et al.
[43] described three general convex optimization models, in-
cluding maximum a posteriori models, utility maximization
models, and agent models.

While existing few-shot models have shown strong per-
formances, their application to medical datsets has primar-
ily relied on classic MAML or prototype network models.
But it is not optimized for medical datasets and has poor
performance. In this work, we propose a novel approach
using a convex optimization model as the classifier. This
approach offers the benefits of a mathematically elegant and
interpretable model that can be efficiently solved using a
primal-dual interior point algorithm, while also leveraging
the computational power of modern GPUs to enable rapid
training.

3 FRAMEWORK

In this section, we first introduce the definition of the
few-shot classification task, then introduce the MedOptNet
model in detail, mainly detailing the training of support
vector machines with multi-class kernel functions, and then
introduce various other convex optimization models, such
as SiMSVM and ridge regression.

3.1 Problem definition

The goal of few-shot classification models is to train a
classification model using a limited number of labeled sam-
ples and then use the trained model to classify unlabeled
samples. However, with only a few labeled samples, it is
far from being enough to train a neural network. Thus, this
work adopts meta-learning, an effective approach for few-
shot learning. Each classification task T includes a support
(training) set S and a query (test) set Q. In the meta-test
phase, if the support set S contains N classes, each class
has K training samples; the task is called an N -way K-shot
problem.

In this case, meta-learning is instantiated in the following
way: during the meta-learning phase, the model is trained
on multiple similar tasks to learn how to rapidly adapt
to new tasks. In each task, the model is trained using the
support set S and calculates the meta-loss based on the
query set Q. By optimizing the meta-loss, the model is able
to fine-tune itself for each new task. In the meta-test phase,
the trained meta-learner adapts to the new task using a
small number of labeled samples (i.e., the support set S).
This enables the model to perform effective classification on
unlabeled samples with limited labeled data.

3.2 MedOptNet

A few-shot classification model typically consists of two
parts: a convolutional neural network and a classifier. Fig.
1 illustrates the proposed method. During the meta-training
phase, images are passed through the convolutional neural
network fθ to obtain feature vectors, which are then fed into
the classifier. Suppose the classifier has received feature vec-
tors from the support set of 3 classes, the query set images
must belong to one of these 3 classes. In this work, a convex
optimization model is used as the classifier. The convex
optimization model classifies the images in the query set.
Then, the predicted results are compared with the true labels
to calculate the loss value. The network parameters in the
backbone are updated using backpropagation, completing
the training of one episode. This method employs a convex
optimization model to learn the classifier and calculates the
generalization error of a set of labeled training samples
during the meta-training phase.

In terms of convolutional neural networks, the most
popular ResNet-12 is used as the feature extractor. The focus
of the following content is on the forward and backward
propagation of the convex optimization model. First, we
discuss the forward propagation of the convex optimization
model, which involves solving the convex optimization
model and using the dataset D = {(xi, yi)}mi=1 to predict
the label y ∈ Y = 1, ..., k, where x ∈ X . Specifically,
we consider the model ϕ : fθ(X ) → Y , which predicts
the output y by solving a convex optimization problem
that depends on the input fθ(x). Unlike most multiclass
classification methods, the multiclass nonlinear SVM used
in the MedOptNet model [42] requires solving only one
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Fig. 1: The overall framework of the MedOptNet.

optimization problem (1).

min
W,ξ

1

2
β

k∑
r=1

∥wr∥22 + γ
m∑
i=1

ξi

subject to:
wyi ·fθ(xi) + δyi,r − wr · fθ(xi) ≥ 1− ξi ∀i, r.

(1)

W is a matrix of size k × n and wr is the rth row of W .
We define the l2-norm of wr as ∥wr∥22 =

∑
j w

2
r,j . Given

a regularization constant β > 0, the inequality constraint
for r = yi becomes ξi ≥ 0, where ξ is the slack variable
defined as ξ = γ

∑m
i=1 ξi, and δ.,. denotes the Kronecker

delta function.
Eventually, the classifier takes the form:

H(fθ(x)) = arg
k

max
r=1
{wr · fθ(x)} . (2)

To solve the optimization problem, we introduce a dual
set of variables, one for each constraint, and derive the
Lagrangian of the optimization problem.

L(W, ξ, η) =
1

2
β
∑
r

∥wr∥22 + γ
m∑
i=1

ξi

+
∑
i,r

ηi,r[wyi · fθ(xi) + δyi,r + 1− ξi]

subject to :
∀i, r ηi,r ≥ 0.

(3)

To determine the minimum for the primal variables W, ξ
and the maximum for the dual variables η, we need to
find a saddle point of the Lagrangian. In order to obtain
the minimum over the primal variables, we need to take
the partial derivatives of the Lagrangian with respect to
W and ξ, and set them equal to zero. Similarly, to obtain
the maximum over the dual variables, we need to take
the partial derivative of the Lagrangian with respect to η
and set it equal to zero. This gives us a system of equa-
tions, which can be solved using the Karush-Kuhn-Tucker
(KKT) conditions [44]. The KKT conditions provide a set
of necessary conditions for a point to be a saddle point of

the Lagrangian, and they ensure that the primal and dual
solutions are optimal. By satisfying the KKT conditions, we
can obtain the optimal solutions for the primal and dual
variables of the optimization problem.

∂

∂ξi
L = γ −

∑
r

ηi,r = 0 ⇒
∑
r

ηi,r = γ, (4)

Similarly, for wr we require,

∂

∂wr
=
∑
i

ηi,rfθ(xi)−
∑

i,yi=r

(∑
q

ηi,q

)
︸ ︷︷ ︸

=γ

fθ(xi) + βwr

=
∑
i

ηi,rfθ(xi)− γ
∑
i

δyirfθ(xi) + βwr = 0,

(5)

which results in the following form

wr = β−1

[∑
i

(γδyi,r − ηi,r) fθ(xi)

]
. (6)

Next, we can obtain the objective function of the dual
program by substituting Equations (5) and (6) into Equation
(3) to develop the Lagrangian using only the dual variables.
The resulting expression is as follows:

γ − 1

2β

∑
i,j

(fθ(xi) · fθ(xj))[
∑
r

(δyi,r − ηi,r)(δyj ,r − ηj,r)]

−
∑
i,r

ηi,rδyi,r.
(7)

We can use the notation 1i to represent the vector whose
components are all zero except for the i-th component
which is equal to one, and 1 to represent the vector whose
components are all one. With this notation, we can rewrite
the dual program in the following vector form:

max
η

− 1

2
β−1

∑
i,j

(fθ(xi) · fθ(xj))
[(
1yi − ηi

)
·
(
1yj − ηj

)]
−

∑
i

ηi · 1yi

subject to : ∀i : ηi ≥ 0 and ηi · 1 = 1.

(8)
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It can be shown that Q(η) is a concave function of
η. Since the set of constraints is convex, there exists a
unique maximum value of Q(η). To simplify the problem,
we introduce a change of variables. Specifically, we define
τi = 1yi − ηi, which represents the difference between the
point distribution 1yi that concentrates on the correct label
and the distribution ηi obtained by solving the optimization
problem. With this change of variables, the expression for
wr given in Equation (6) can be written as follows:

wr = β−1
∑
i

τi, rfθ(xi). (9)

Using Lagrange duality, the dual form of Equation (1) is
obtained as shown in Equation (10):

max
τ
− 1

2

∑
i,j

(fθ(xi) · fθ(xj)) (τi · τj) + β
∑
i

τi · 1yi

subject to : ∀i τi ≤ 1yi
and τi · 1 = 0.

(10)

Finally, in relation to the variable τ , the classifier
H(fθ(x)) is as follows:

H(fθ(x)) = arg
k

max
r=1
{wr · fθ(x)}

= arg
k

max
r=1

{∑
i

τi,r (fθ(xi) · fθ(x))
}
.

(11)

The dual form and the final classifier only rely on the
inner product to calculate (fθ(xi) · fθ(x)), so we can intro-
duce the kernel equation K(·, ·) inner product operation in
high-dimensional space to replace (fθ(xi) ·fθ(x)) . The dual
problem with kernel equation is as follows:

max
τ
−1

2

∑
i,j

K (fθ(xi), fθ(xj)) (τi · τj) + β
∑
i

τi · 1yi

subject to: ∀i τi ≤ 1yi
and τi · 1 = 1.

(12)

Classifier H(fθ(x)) has the form:

H(fθ(x)) = argmax
r=1

{∑
i

τi,rK (fθ(x), fθ(xi))

}
. (13)

The Linear Kernel is actually a linearly separable SVM,
and its expression is:

K(x, z) = x • z, (14)

In the above formula, ”•”represents the inner product of
vectors. However, for nonlinear classification problems, ker-
nel support vector machines perform better. In the follow-
ing, we introduce several commonly used kernel functions.

Polynomial Kernel,

K(x, z) = (γx • z + r)d, (15)

Among them, γ, r, d all need their own parameter definition.
Gaussian Kernel

K(x, z) = exp
(
−γ∥x− z∥2

)
, (16)

Note that γ is a positive parameter that must be defined by
researchers, and its value should be adjusted accordingly.

Sigmoid Kernel

K(x, z) = tanh(γx • z + r), (17)

Among them, γ and r all need to be defined by themselves.
To ensure end-to-end trainability of our system, it is cru-

cial that the solution of the SVM solver is differentiable with
respect to its input. The SVM objective is convex and has
a unique global minimum, which enables us to use the im-
plicit function theorem on the Karush-Kuhn-Tucker (KKT)
optimality conditions and obtain the necessary gradients.
To provide a comprehensive understanding, we present the
derivation of the theorem for convex optimization problems.

L(W, ξ, η) =
1

2
β
∑
r

∥wr∥22 + γ
m∑
i=1

ξi

+
∑
i,r

ηi,r[wyi · fθ(xi) + δyi,r + 1− ξi],

p(W, ξ) =1− ξi − {Wyi
fθ(xi) + δyi,r −Wrfθ(xi)}.

(18)
The vector fθ(xi) If and only if there are η̃ that satify, the

KKT conditions:

p(W, ξ) ⪯ 0,

η̃i ≥ 0, i = 1, . . . ,m

η̃ipi(W, ξ) = 0, i = 1, . . . ,m

∇WL(W, η̃, ξ) = 0.

(19)

We are going to reduce the KKT equations to an algebraic
equation and apply the implicit function theorem. We first
let z = (W, η) for notational convenience and then define
the function:

g(z, ξ) =

 ∇WL(W, η, ξ)
diag(η)p(W, ξ)

0

 , (20)

where diag(·) transforms a vector into a diagonal matrix.
We define the (partial) Jacobian matrix as follows:

Dzg(z̃, ξ) =

[
DW∇WL(W̃ , η̃, ξ) DW p(W̃ , ξ)T

diag(η̃)DW p(W̃ , ξ) diag(p(W̃ , ξ)).

]
(21)

If g(z̃, ξ) = 0, DW g(z̃, ξ) is non-singular, then the solu-
tion mapping has a single-valued localization s around W̃ , η̃
that is continuously differentiable in a neighborhood Q of ξ
with Jacobian satisfying:

Dξs(ξ) = −Dzg(W̃ , η̃, ξ)−1Dξg(W̃ , η̃, ξ), for every ξ ∈ Q.
(22)

The loss L(W, θ) we use to optimize the feature extractor
and the classifier is as follows:

L(W, θ) =
∑

(x,y)∈Dtest

[
−wy · fθ(x) + log

∑
k

exp (wk · fθ(x))
]
.

(23)

3.3 Other convex optimization models
The MedOptNet framework serves as a classification tool,
as previously analyzed. Researchers can select from various
convex optimization models based on the characteristics of
their datasets.

By utilizing the MedOptNet framework, researchers
can leverage the flexibility of convex optimization models
to achieve optimal results for their specific datasets. The
following section will provide further details on the specific
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Algorithm 1 MedOptNet: few-shot medical image classifi-
cation using Convex Optimization Models.

Input: D: dataset; α: learning rates; N :number of training
epochs; K :number of support examples per training
class; β, γ: regularization parameter; Q:number of query
examples per test class;

Output: Accuracy;
1: Randomly initialize θ,W
2: for the number of training iterations do
3: Sample a batch of tasksT ∼ p(T );
4: Sample a support set S = {(xi, yi)}i=1:N×K a query

setQ = {(xi, yi)}i=N×K+1:N×(K+Q) from p(T );
5: Get the embedding of samples;
6: Solve the convex optimization model and get the

prediction of the query set;
7: Envalue cross entropy loss L(W, θ)byEquation(23);
8: θ,W ←− θ,W −▽αL(W, θ);
9: end for

10: for the number of testing iterations do
11: Sample a batch of tasksT ∼ p(T );
12: Sample a support set S = {(xi, yi)}i=1:N×K a query

setQ = {(xi, yi)}i=N×K+1:N×(K+Q) from p(T );
13: Get the embedding of samples;
14: Solve the convex optimization model and get the

prediction of the query set;
15: end for

models available through the framework.

Weston and Watkins multi-class SVM The Support Vec-
tor Machine (SVM) algorithm is commonly used for binary
classification problems. However, for multi-class pattern
recognition problems, traditional methods often rely on
combining multiple binary classification decision functions
using a voting scheme. To address this issue, Weston and
Watkins [45] proposed two extensions to the SVM algorithm
that enable k-class pattern recognition problems to be solved
in a single step, without the need for multiple binary classi-
fiers.

Weston and Watkins proposed k-class SVM algorithm
offers a straightforward approach to multi-class pattern
recognition problems, as their methods do not require the
use of a voting scheme. The implications of their work are
significant for the development of SVM-based approaches
in pattern recognition. Their proposed methods should be
considered for solving k-class problems in a single step, as
neither of their methods requires the use of multiple binary
classifiers.

The classifier form of their proposed method is as fol-
lows:

H(fθ) = argmax{wi • fθ(xi) + bi}, i = 1, . . . , n. (24)

Their method generalizes the binary SVM optimization
problem to minimize and optimize k classes in a single step,
eliminating the need to combine multiple binary classifi-
cation rules. The first method is a direct generalization of
the binary classification SVM approach, and in the special
case of k = 2, it yields identical support vectors and
hyperplane. The second method involves solving a linear

program, rather than a quadratic one. Overall, the proposed
methods offer a more efficient and effective solution for k-
class pattern recognition problems.

The optimization problem for their proposed method is
given by:

min
W,ξ

1

2

k∑
r=1

∥wr∥22 + γ
m∑
i=1

∑
r ̸=yi

ξri

subjec to:
(wyi

· fθ(xi)) + byi
≥ (wr · fθ(xi)) + br + 2− ξri

ξri ≥ 0, i = 1, . . . , ℓ r ∈ {1, . . . , k}\yi.

(25)

This optimization problem minimizes and optimizes k
classes in a single step, where ∥wr∥22 represents the regular-
ization term for the r-th class and ξri is the slack variable
for the i-th instance and r-th class. The objective function
balances the trade-off between maximizing the margin be-
tween classes and minimizing the classification error. The
constraints ensure that the correct class is assigned to each
instance while allowing for a margin of error.

SimMSVM He et al. [46] proposed a simplified multi-
class SVM algorithm that directly solves a multi-class clas-
sification problem. By introducing a relaxed classification
error bound to modify Crammer and Singer’s multi-class
SVM, the proposed SimMSVM reduces the size of the dual
variables from l × k to l, where l and k are the sizes of
the training data and number of classes, respectively. More-
over, we prove that the dual formulation of the proposed
SimMSVM is exactly the same as that of Crammer and
Singer’s approach, with an additional constraint.

The optimization problem for the proposed SimMSVM
is formulated as follows:

min
W,ξ

1

2

k∑
r=1

∥wr∥22 + C
m∑
i=1

ξi

subject to: wT
yifθ(xi)−

1

k − 1

∑
m̸=yi

wT
r fθ(xi) ≥ 1− ξi,

ξi ≥ 0, i = 1, . . . , l.
(26)

The dual form is as follows:

minα∈Rl
1
2α

TGα− eTα,
subject to: 0 ≥ α ≥ Ce.

(27)

The Hession G is an l × l matrix with its entries

Gi,j =

{
k

k−1Ki,j , if yi = yj ,
−k

(k−1)2Ki,j , if yi ̸= yj ,
(28)

Ki,j is the kernel value.

Ridge regression model Bertinetto et al. [35] proposed
a novel approach to use ridge regression for classification
tasks, which traditionally has been used for regression
problems. By introducing a novel interpretation of the re-
gression model, they showed that ridge regression can be
used effectively for classification tasks. In contrast, Lee et
al. [33] conducted experiments to compare the performance
of ridge regression and linear SVMs for classification tasks.
They found that ridge regression falls short of linear SVMs
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in terms of performance. However, the quadratic program-
ming formulation of ridge regression can still be leveraged
by implementing it within the existing framework.

The model for ridge regression is expressed as follows:

wk

(
αk
)
=
∑
n

αk
nfθ (xn) ∀k

max
{αk}

[
−1

2

∑
k

∥∥∥wk

(
αk
)∥∥∥2

2
− λ

2

∑
k

∥∥∥αk
∥∥∥2
2
+
∑
n

αyn
n

]
subject to: αyn

n ≤ C, αk
n ≤ 0 ∀k ̸= yn∑

k

αk
n = 0 ∀n

(29)

4 EXPERIMENTAL RESULTS

4.1 Data description and segmentation
BreakHis dataset [17]. The BreakHis dataset of breast cancer
contains 9,109 microscopic images of breast tumor tissue,
with magnifications of 40, 100, 200, and 400. The dataset
includes 8 classes, from which we selected 5 categories for
meta-training: Duck Al Carcinoma (903 images), Fibroade-
noma (260 images), Mucinous Carcinoma (222 images), Lob-
ular Carcinoma (170 images), and Papillary Carcinoma (150
images), one-tenth of the data is used as a validation set.
In the meta-test stage, we chose three categories as meta-
test categories: Phyllostachys Tumors (142 images), Tubular
Adenoma (121 images), and Adenosis (113 images). All
images are in the RGB format and stored in PNG format.
ISIC 2018 skin lesion dataset [47]. The ISIC 2018 Skin Dam-
age datset contains 10,015 dermatoscopic images in seven
categories. For our meta-learning experiments, we selected
four categories as meta-training categories: Melanocytic
Nevus (6,705 images), Melanoma (1,133 images), Benign
Keratosis (1,099 images), and Basal Cell Carcinoma (514 im-
ages), one-tenth of the data is used as a validation set. In the
meta-test stage, we chose three categories, namely Actinic
Keratosis (327 images), Vascular Lesion (142 images), and
Dermatofibroma (115 images). All images are in RGB format
and stored as JPEG files.
Pap smear dataset [48]. The Pap-smear database comprises
two versions created by the Herlev University Hospital. The
images were prepared and analyzed by hospital staff using
the CHAMP commercial software package (Dimac). For
our meta-learning experiments, we selected four categories
as meta-training categories: Severe Dysplastic, Moderate
Dysplastic, Light Dysplastic, and Carcinoma in Situ, one-
tenth of the data is used as a validation set. These categories
contain 196, 146, 182, and 150 pictures, respectively. In the
meta-test stage, we used three categories, namely Normal
Superficial, Normal Intermediate, and Normal Columnar,
with 74, 70, and 98 pictures, respectively. All images are
RGB and stored in JPEG format.

4.2 Implementation Details
In this paper, we present a model that addresses the
challenge of processing a limited number of samples by
employing two distinct network architectures: a four-layer
Convolutional Neural Network (ConvNet) and ResNet-
12.The ConvNet is structured with four Conv-BN-ReLU
layers, featuring convolutional kernels of varying sizes: 64,

Fig. 2: Convolutional neural network structures.

(a) The validation loss on
the BreakHis 40X dataset.

(b) The validation loss
on the BreakHis 100X
dataset.

(c) The validation loss on
the ISIC2018 dataset.

(d) The validation loss on
the Pap smear dataset.

Fig. 3: The validation loss on the dataset.

96, 128, and 256. This design allows for the extraction of
diverse features from the input data. ResNet-12, on the other
hand, is a deep residual network that consists of multiple
residual blocks, which significantly improves the flow of
information and gradients through the network by utilizing
skip connections. Fig.2 provides a detailed illustration of
the network structures for both the four-layer ConvNet
with specified convolutional kernel sizes and ResNet-12,
showcasing the architectural differences and highlighting
the unique characteristics of each approach.
Meta-training. During the meta-training phase, we employ
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TABLE 1: The 3-way, 1-shot and 3-shot Classification results on BreakHis datset. Average few-shot classification accuracies
with 95% confidence intervals on BreakHis meta-test splits. ”64-96-128-256” denotes a 4-layer convolutional network with
64, 96, 128 and 256 filters in each layer. ”RR” stands for ridge regression model.

Model Backbone BreakHis 40X 3-way BreakHis 100X 3-way

1-shot 3-shot 1-shot 3-shot

MAML 64-96-128-256 49.43±0.24% 52.10±0.32% 50.42±0.46% 59.63±0.66%
Reptile 64-96-128-256 56.20±1.84% 64.11±0.27% 60.53±0.31% 66.86± 0.74%

Matching Networks 64-96-128-256 58.56±0.44% 67.21±0.42% 59.34±0.67% 67.34±0.46%
Prototypical Networks 64-96-128-256 62.42±0.33% 71.23±0.36% 62.31±0.89% 70.89±0.24%

Relation Networks 64-96-128-256 57.34±0.29% 63.32±0.31% 61.77±0.13% 67.32±0.70%
MedOptNet-KernelSVM 64-96-128-256 68.62±0.62% 72.23±0.45% 66.70±0.32% 71.47±0.47%

MAML ResNet-12 52.73±0.51% 59.16±0.72% 51.72±0.15% 58.91± 0.31%
Reptile ResNet-12 56.20±1.84% 64.11±0.27% 52.13±0.57% 58.62±0.66%

Matching Networks ResNet-12 63.46±0.62% 75.45±0.33% 59.61±0.55% 63.49±0.41%
Prototypical Networks ResNet-12 61.68±0.30% 70.20±0.66% 61.41±0.88% 72.92±0.14%

Relation Networks ResNet-12 63.41±0.82% 67.32±0.70% 63.48±0.23% 70.46±0.70%

MedOptNet-RR ResNet-12 68.72±0.21% 70.23±0.45% 66.40±0.32% 78.41±0.22%
MedOptNet-SVM-WW ResNet-12 76.45±0.53% 80.12±0.68% 68.34±0.32% 78.12±0.71%
MedOptNet-SimMSVM ResNet-12 78.32±0.10% 81.12±0.24% 69.11±0.56% 78.32±0.34%
MedOptNet-KernelSVM ResNet-12 77.41±0.67% 81.23±0.75% 70.40±0.64% 79.37±0.43%

TABLE 2: The 3-way, 1-shot and 3-shot Classification results on ISIC2018 and Pap smear. Average few-shot classification
accuracies with 95% confidence intervals on ISIC2018 and Pap smera meta-test splits. ”RR” stands for ridge regression
model.

Model Backbone ISIC2018 3-way Pap smear 3-way

1-shot 3-shot 1-shot 3-shot

MAML ResNet-12 51.37±0.41% 58.12±0.75% 63.74±0.43% 69.21± 0.34%
Reptile ResNet-12 53.20±0.75% 57.21±0.26% 61.23±0.57% 70.34±0.36%

Matching Networks ResNet-12 53.46±0.33% 60.45±0.71% 61.91±0.45% 69.31±0.41%
Prototypical Networks ResNet-12 61.58±0.38% 71.20±0.32% 65.41±0.88% 79.92±0.14%

Relation Networks ResNet-12 63.41±0.82% 67.32±0.70% 73.48±0.23% 82.46±0.70%

MedOptNet-RR ResNet-12 72.52±0.21% 79.23±0.45% 66.40±0.32% 78.41±0.22%
MedOptNet-SVM-WW ResNet-12 72.13±0.34% 79.32±0.38% 80.55±0.75% 84.17±0.78%
MedOptNet-SimMSVM ResNet-12 74.88±0.32% 81.12±0.24% 69.11±0.56% 78.32±0.34%
MedOptNet-KernelSVM ResNet-12 74.32±0.72% 83.37±0.49% 79.87±0.84% 84.32±0.43%

three data augmentation methods: RandomCrop, ColorJitter
for changing image attributes, and RandomHorizontalFlip.
For the kernel function support vector machine, we use
the Sigmoid kernel function. In the meta-learning stage,
the support set adopts a 3-way 15-shot configuration, while
the query set uses 3-way 15-shot configuration. During the
meta-testing phase, we evaluate our model using 3-way 1-
shot and 3-way 3-shot on the support set, and 3-way 15-
shot on the query set. We set the regularization parameter
of SVM to 0.1. For the prototype network, we measure
the distance between feature vectors using the square Eu-
clidean distance. Furthermore, Fig.3 displays the loss curve
of MedOptNet on the validation set. By illustrating the rela-
tionship between the number of training iterations (epochs)

and the corresponding loss values, the loss plot aids in
evaluating the performance of the machine learning model.
By analyzing the loss plot, informed decisions can be made
to adjust hyperparameters (such as learning rate, batch
size, and regularization strength) to improve the model’s
performance.

Experimental results and analysis. According to Ta-
ble 1, the models can be divided into two categories:
baseline methods (including MAML, Reptile, Match-
ing Networks, Prototypical Networks, and Relation Net-
works) and MedOptNet methods (including MedOptNet-
RR, MedOptNet-SVM-WW, MedOptNet-SimMSVM, and
MedOptNet-KernelSVM). Among the baseline methods,
Prototypical Networks and Relation Networks perform bet-
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TABLE 3: Compare different convolutional neural networks and classifiers on the Breakhis dataset. ”64-96-128-256” denotes
a 4-layer convolutional network with 64, 96, 128 and 256 filters in each layer. ”RR” stands for ridge regression model.

Model Backbone BreakHis 40X 3-way BreakHis 100X 3-way

1-shot 3-shot 1-shot 3-shot

Matching Networks 64-96-128-256 0.030(s) 0.036(s) 0.030(s) 0.037(s)
Prototypical Networks 64-96-128-256 0.016(s) 0.020(s) 0.017(s) 0.020(s)

Relation Networks 64-96-128-256 0.035(s) 0.042(s) 0.033(s) 0.044(s)
MedOptNet-KernelSVM 64-96-128-256 0.047(s) 0.051(s) 0.047(s) 0.055(s)

Matching Networks ResNet-12 0.103(s) 0.116(s) 0.110(s) 0.116(s)
Prototypical Networks ResNet-12 0.99(s) 0.102(s) 0.097(s) 0.099(s)

Relation Networks ResNet-12 0.101(s) 0.110(s) 0.102(s) 0.113(s)

MedOptNet-RR ResNet-12 0.103(s) 0.117(s) 0.103(s) 0.120(s)
MedOptNet-SVM-WW ResNet-12 0.094(s) 0.102(s) 0.096(s) 0.105(s)
MedOptNet-SimMSVM ResNet-12 0.095(s) 0.104(s) 0.097(s) 0.105(s)
MedOptNet-KernelSVM ResNet-12 0.104(s) 0.110(s) 0.107(s) 0.114(s)

TABLE 4: Compare different convolutional neural networks and classifiers on the ISIC2018 and Pap smear datasets. ”RR”
stands for ridge regression model.

Model Backbone ISIC2018 3-way Pap smear 3-way

1-shot 3-shot 1-shot 3-shot

Matching Networks ResNet-12 0.120(s) 0.132(s) 0.102(s) 0.106(s)
Prototypical Networks ResNet-12 0.098(s) 0.102(s) 0.102(s) 0.103(s)

Relation Networks ResNet-12 0.119(s) 0.125(s) 0.121(s) 0.133(s)

MedOptNet-RR ResNet-12 0.127(s) 0.133(s) 0.123(s) 0.132(s)
MedOptNet-SVM-WW ResNet-12 0.0951(s) 0.103(s) 0.097(s) 0.104(s)
MedOptNet-SimMSVM ResNet-12 0.101(s) 0.112(s) 0.104(s) 0.114(s)
MedOptNet-KernelSVM ResNet-12 0.118(s) 0.131(s) 0.128(s) 0.145(s)

ter in most cases. These methods make use of the distance
information between samples, enabling the model to better
learn discriminative features between classes. Among the
baseline methods, MAML and Reptile perform relatively
poorly. This indicates that these two methods are not suit-
able for medical small-sample classification tasks, especially
at higher magnifications (such as 100X). In all experimen-
tal settings, the MedOptNet methods generally outperform
the baseline methods. Due to the more suitable optimiza-
tion algorithm and model structure design for medical
small-sample classification tasks, MedOptNet methods have
stronger performance in medical small-sample classification
tasks. Among the MedOptNet methods, the MedOptNet-
KernelSVM model performs best in most cases. It is the
reason that there are more samples for each category in
the 3-shot setting, which requires more computation cost.
This is because it introduces a nonlinear mapping in the

feature space, allowing the model to capture more com-
plex classification boundaries. For both baseline methods
and MedOptNet methods, models using ResNet-12 as the
backbone perform better overall than models using 64-96-
128-256 as the backbone. This is because ResNet-12 has
stronger representation learning ability, enabling the model
to capture more image features. The experimental results
on the BreakHis dataset show that the MedOptNet methods
have superior performance in few-shot classification tasks,
especially when using ResNet-12 as the backbone. Among
the baseline methods, Prototypical Networks and Relation
Networks perform relatively well. In addition, the model
performance at 100X magnification is generally better than
that at 40X magnification, indicating that higher magnifica-
tions may help improve model performance on these tasks.

According to Table 2, the 3-way, 1-shot, and 3-shot
classification results of various models on the ISIC201
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and Pap smear datasets can be seen. All models use
ResNet-12 as the backbone. The models can be divided
into two categories: baseline methods (including MAML,
Reptile, Matching Networks, Prototypical Networks, and
Relation Networks) and MedOptNet methods (includ-
ing MedOptNet-RR, MedOptNet-SVM-WW, MedOptNet-
SimMSVM, and MedOptNet-KernelSVM). On the ISIC2018
3-way classification task, all MedOptNet methods outper-
form the baseline methods in 1-shot and 3-shot tasks.
Among them, MedOptNet-KernelSVM achieved an accu-
racy of 74.32±0.72% in the 1-shot task, and the highest ac-
curacy of 83.37±0.49% in the 3-shot task. On the Pap smear
3-way classification task, MedOptNet-SVM-WW achieved
the highest accuracy of 80.55±0.75% in the 1-shot task, and
MedOptNet-KernelSVM achieved the highest accuracy of
84.32±0.43% in the 3-shot task. This indicates that MedOpt-
Net methods are also superior to the baseline methods in
this task. Among the baseline methods, Prototypical Net-
works and Relation Networks perform relatively well in
the 1-shot and 3-shot tasks of both datasets. This indicates
that these two methods are relatively more competitive in
these two tasks. It can be concluded that the performance
of MedOptNet methods in the 3-way 1-shot and 3-shot
classification tasks on the ISIC2018 and Pap smear datasets
is superior to that of baseline methods, with MedOptNet-
KernelSVM performing the best.

According to Table 3, the single-episode runtime of
different convolutional neural networks and classifiers on
the Breakhis dataset can be analyzed. For the 64-96-128-
256 convolutional network structure, the Prototypical Net-
works have the shortest runtime, while the MedOptNet-
KernelSVM has the longest runtime. This indicates that Pro-
totypical Networks have an advantage in computational ef-
ficiency, while MedOptNet-KernelSVM requires more com-
putational resources. The runtime of other models falls be-
tween these two. For the ResNet-12 convolutional network
structure, the 1-shot runtime of Prototypical Networks is
the shortest, while the 3-shot runtime of MedOptNet-RR is
the longest. This implies that the computational efficiency
of different models varies on different datasets. For the
same model, the 3-shot runtime is generally slightly longer
than the 1-shot runtime. It is the reason that there are
more samples for each category in the 3-shot setting, which
requires more computation cost. When using ResNet-12 as
the backbone, the runtime of all models is longer than that
with the 64-96-128-256 structure. This is due to ResNet-12
being a more complex network structure, requiring more
computational resources.

According to Table 4, the single-episode runtime of
different models on the ISIC2018 and Pap smear datasets
can be analyzed. For the ResNet-12 structure, Prototypical
Networks have the shortest runtime on the ISIC2018 dataset,
while MedOptNet-SVM-WW has the shortest runtime on
the Pap smear dataset. This indicates that Prototypical
Networks and MedOptNet-SVM-WW have advantages in
computational efficiency. On the ISIC2018 dataset, the 3-shot
runtime of Relation Networks and MedOptNet-KernelSVM
is relatively longer, which may imply that these models
require more computational resources when processing this
dataset. For the same model, the 3-shot runtime is generally
slightly longer than the 1-shot runtime. This is because there

are more samples for each category in the 3-shot setting,
which requires more computation.

In medical few-shot classification tasks, the MedOptNet
method overall outperforms the baseline methods, espe-
cially when using ResNet-12. Among them, MedOptNet-
KernelSVM performs the best, thanks to the design of op-
timization algorithms and model structure, as well as the
introduction of non-linear mapping in the feature space to
capture more complex classification boundaries. For base-
line methods, Prototypical Networks and Relation Net-
works perform well in most cases, as they utilize distance
information between samples, allowing the model to better
learn discriminative features between classes. However, the
performance of MAML and Reptile methods on medical
few-shot classification tasks is relatively poor, suggesting
that these two methods may not be well-suited for such
tasks.Using the ResNet-12 model overall performs better
than models using simple convolutional network structures,
as ResNet-12 has stronger representation learning capabili-
ties, allowing the model to capture more image features.
In terms of computational efficiency, Prototypical Networks
and MedOptNet-SVM-WW have certain advantages on dif-
ferent datasets. Meanwhile, when each category has more
samples, the model requires more computation, and there-
fore the runtime will be relatively longer.The MedOptNet
method has strong performance on medical few-shot classi-
fication tasks, and among the baseline methods, Prototypical
Networks and Relation Networks perform well. Higher
magnification levels may help improve the model’s per-
formance on these tasks. In practical applications, suitable
methods and models can be selected according to task
requirements and computational resource constraints.
Influence of various regularization methods. As shown in
Table 5, to demonstrate the impact of the various regulariza-
tion methods on classification accuracy a 3-way, 1-shot and
a 3-way, 3-shot meta-tests were conducted on the on the
ISIC2018 datset for the classification of ablation images. In
addition, we compared the effects of linear SVM and kernel
SVM, and found that kernel SVM outperforms the simple
basic classifier in general, which proved the effectiveness of
the model.

TABLE 5: Ablation study. Various regularization techniques
improves the accuracy of 3-way experiments on ISIC2018
datset. ”Data Aug” stand for data augmentation.

Data Aug Weight Decay Kernel function 1-shot 3-shot

Yes No No 71.34 80.34
Yes Yes No 73.21 81.54
Yes Yes Yes 74.32 83.37

5 CONCLUSIONS

In this paper, we propose a convex optimization solver-
based meta-learning method (MedOptNet) applied to med-
ical datasets, using multiclassification and functional sup-
port vector machines as classifiers, with better general-
ization capability than nearest-neighbor classifiers, with a
slight increase in computational cost. We have used several
convex optimization models as classifiers and performed
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experiments on several medical datasets, and MedOpt-
Net achieves optimal performance. We also introduce var-
ious regularization methods to prevent overfitting of the
model.Potential future research directions for few-shot med-
ical image classification based on convex optimization mod-
els are as follows. Improving the model robustness and
generalization: Although the proposed model demonstrated
good performance in few-shot situations, it still has limi-
tations in complex and variable medical scenarios. There-
fore, future research can explore methods to improve the
robustness and generalization of the model by incorporating
specific factors relevant to the data, such as specialized fine-
tuning or incremental learning. Strengthening the model’s
interpretability and data visualization: Given the impor-
tance of interpretability and data visualization in medical
imaging applications, future work could investigate using
interpretable models for feature extraction or combining
image visualization to better understand the model’s clas-
sification process and improve the model’s credibility in
practical applications. Expanding to other medical imaging
analysis domains: While the proposed method focused on
medical image classification, further research could explore
expanding the method to other medical imaging analysis
domains such as medical image segmentation, registration,
and so on, to improve the practicality and efficiency of
medical imaging analysis. Overall, the few-shot medical
image classification based on convex optimization model
displays potential for future research and application. Ef-
forts in multiple areas could lead to further improvements
to the model’s performance and usability.
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