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Abstract—Time-Slotted Medium Access Control protocols bring
advantages to the scalability of LoRa networks as an alternative to
the ALOHA access method. However, such Time-Slotted protocols
require nodes synchronization and schedules dissemination under
stringent duty cycles likely resulting in improper performance
and limited scalability. One possible solution is to adopt decen-
tralized approaches where nodes autonomously determine their
schedules and other transmission parameters. Thus, this paper
proposes a novel Time-Slotted MAC protocol, named Autonomous
Adaptive Frame Size (AAFS-LoRa) protocol, that allows nodes
to individually determine their transmission parameters without
extensive downlink transmissions from the gateway. The proposed
protocol can configure nodes by maintaining information, such as
their location and the gateway location. The main contribution
of the proposed protocol is the adoption of adaptive frame
sizes that are large enough to accommodate nodes with common
transmission parameters to mitigate collisions among them. The
proposed protocol has been investigated under different operating
conditions, and the experiments demonstrates that our protocol
can effectively improve the network performance, in terms of
latency as well as the capacity.

Index Terms—LoRaWAN, IoT, TDMA, MAC protocols

I. INTRODUCTION

LoRa, which stands for Long Range, provides long transmis-
sion range while maintaining a low-power consumption profile,
enabling a wide range of Internet of Things (IoT) applications
such as smart cities, smart monitoring, and smart agriculture
[1]. Furthermore, LoRa has low deployment cost since it works
on the unlicensed ISM band and has a high resistance to
interference and massive connectivity support thanks to its
novel physical features [2].

In technical terms, LoRa is a modulation technique de-
rived from chirp spread spectrum (CSS) technology. Similar
to cellular networks, LoRa adopts the star topology where a
central hub called the gateway acts as a conduit to transmit
messages from end nodes to a network server. LoRa physical
layer provides different configurable transmission parameters
that highly affect the performance of the overall network.
Among these parameters are Channel Frequencies (CFs) and
LoRa Spreading Factors (SFs). The number of the available CFs
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mainly depends on the deployed region. In Europe, the band
assumed in this study, there are mainly eight uplink channels.
SF represents the number of symbols per bit of payload, and
it ranges from 7 to 12. Higher SFs means lower data rate
and hence higher transmission time and energy consumption.
On the other hand, higher SFs provides longer transmission
ranges as gateways have higher sensitivity levels for higher
SFs. Hence, farther nodes are obliged to use higher SFs to
ensure the delivery of their packets. Furthermore, SFs are
orthogonal [3], which means two or more packet transmissions
on the same channel and encoded with different SFs can be
received successfully at the gateway. Hence, the efficient use
of the supported different Spreading Factors (SFs) and Channel
Frequencies (CFs) could greatly enhance the capacity of LoRa
networks.

LoRaWAN, a networking protocol, is built on top of the
modulation technique of LoRa to provide networking capa-
bilities between LoRa end devices and gateways. LoRaWAN
mainly defines the Medium Access Control (MAC) based on
ALOHA medium access protocol, which is known to result in
high collisions under a large number of connected nodes, hence
limiting the scalability of LoRa networks [4].

One promising way to enhance the network capacity is by
controlling node’s channel access to the shared medium. To
this end, Time-Division Multiple Access (TDMA) has attracted
many researchers to enhance LoRa networks capacity [5]. In
other words, with appropriate combination of CF, SF, and
time-slot per node, we can achieve collision-free transmissions.
However, disseminating the schedule among nodes as well as
synchronizing nodes with gateways could add further burden to
LoRa network as nodes and gateways have limited Duty Cycle
(DC).

A. Contributions

This paper Proposes a TDMA MAC protocol that allows
nodes to autonomously determine their appropriate transmis-
sion parameters without extensive downlink traffic from the
gateway. Furthermore, the proposed protocol configures nodes
to use the minimum SF whenever it is eligible. Eligibility in
this context means using the minimum SF that ensures the
transmitted packet will not be received below the sensitivity
of the gateway. According to that, the proposed protocol has



almost zero Packet Error Rate (PER) as long as all nodes use
the appropriate SF that ensures the delivery of their packets.
The main novelty of the proposed AAFS-LoRa protocol is the
spatial partitioning of nodes to achieve S×K different group of
nodes that use different SF and Channel, where S is the number
of available SFs and K is the number of available channels.
Hence, we only need relatively small frame sizes to regulate
the channel access among the nodes of the same group. In
fact, even with a very large number of connected nodes (4000
nodes) we can get a relatively small frame size (not exceeding
140 slots).

B. Motivation and related work

Many TDMA-based approaches have been proposed in the
literature to address the main limitations of LoRaWAN [5].
The proposed solutions can be classified into three main cat-
egories: beaconic-based, synchronized-based, and autonomous.
In beaconic-based approaches, the gateway initiates the trans-
mission by sending beacons that hold control information to
nodes at the beginning of each frame. Nodes use these beacons
to set up their transmission parameters and their timeslots
[6]–[8]. In these algorithms, the time is divided into frames
and a specific duration is assigned at the beginning of each
frame for receiving beacons from the server. Nodes during
the beacon period will be in a listening mode waiting until
receiving a beacon to initiate their transmissions. According
to that, concerns regarding the limited Duty Cycle (DC) of
the server are raised especially with high number of connected
nodes and large beacon sizes. Moreover, it is not compatible
with LoRaWAN class A devices as the transmissions in the
latter are initiated by LoRa nodes not the server.

On the other hand, in synchronized-based approaches, nodes
initiate the transmissions by sending synchronization requests
during their synchronization phases, which is more compatible
with LoRaWAN class A devices [9], [10]. After a node sends
its synchronization request, it waits for a synchronization
reply from the server that includes its transmission parameters.
Possible shortages of the server’s DC may be experienced when
large number of connected nodes need to be synchronized
in short period. Similar to beaconic-based approaches, more
energy consumption is expected as nodes will be in the listening
mode to receive the synchronization replies from the server.

In autonomous approaches, nodes determine their transmis-
sion parameters independently without a dictation from the
server [11]–[13]. In [11] and TS-LoRa [12], nodes extract their
timeslot ID from their MAC addresses and DeVAddr, respec-
tively. However, both algorithms are not fully autonomous as
nodes need the frame length to calculate their slot IDs, which
is broadcast by the server. In SBTS-LoRa [13], nodes au-
tonomously determine their transmission parameters including
their timeslots with the help of their locations relative to the
gateway.

To the best of our knowledge, the existing protocols have
either fixed timeslot duration or fixed number of slots per
frame. In both cases, there will be waste duration per slot or
waste timeslots per frame due to the dynamic nature of LoRa

networks. Moreover, none of the mentioned protocols adopt a
dynamic frame size that reflects the actual need of the network.

The rest of this paper is structured as follows. Section II
describes the proposed AAFS-LoRa MAC protocol. Simulation
results are provided in Section III. Finally, Section IV concludes
the work with directions for future work.

II. PROTOCOL DESCRIPTION

Similar to LoRaWAN networks, we assume a star network
topology, where nodes are randomly distributed in a field with
radius R and a gateway that is located at the center of the
field. In LoRa networks, the access to the shared medium is
regulated by imposing Duty Cycles (DC). Duty cycle refers to
the amount of time a node or a gateway is allowed to transmit
in a period of time. Hence, if the DC is 1%, which is the case
of the Europe band that is considered in this study, and a node
transmits a packet with ToASF , which is the Time on Air of
a packet using spreading factor SF , that node should wait at
least ToASF × 99 before transmitting again to respect its DC.

In this work, nodes determine their appropriate transmission
parameters without extensive downlink transmissions from the
gateway. Indeed, allowing nodes to be aware of some charac-
teristics of their environment will greatly help to make them
smart enough to decide about their appropriate transmission
parameters. Specifically, allowing each node to acquire only
its own location and the one of the gateway will help to
determine its transmission parameters such as the appropriate
SF , frequency CF , and time-slot SID.

According to LoRa, each SF has a specific level of sen-
sitivity at the gateway. The level of sensitivity is increasing
with higher SFs. Hence, higher SFs have transmission ranges
greater than the smaller ones. However, higher SFs have longer
ToA compared to the smaller ones. Hence, using smaller SFs
whenever eligible will result in shorter ToA, and hence lower
collision rates and end-to-end delays. As a result, a higher
network throughput could be achieved. Thus, in this work,
we propose to divide the network field into six coronas that
corresponds to the number of supported SFs as shown in Fig.1.
As illustrated in Fig.1, each corona Ci is assigned a given SF
according to the distance from the gateway. The range of each
corona Ci represents the eligible range of the assigned SF . The
eligible range of a given SF refers to the maximum distance
from the gateway where nodes can securely use that SF such
that their packet transmissions will not be received below the
sensitivity level of the gateway. In other words, the radius Ri of
each corona is actually the estimated maximum distance from
the gateway where a node can use a given SF. Hence, packet
transmissions from nodes that are located on a given corona
will not be received below the sensitivity level of the gateway.
Hence, predicting SF ranges is very important to determine the
appropriate SF for each node. The following section explains
the distribution of SFs among nodes.

A. SF ranges Determinations

In this paper, we assume that SFs are orthogonal, which
means that simultaneous transmissions on the same frequency



Fig. 1. Partitioning the field into overlapped coronas with different SFs.

encoded with different SFs are successfully received at the
gateway. According to that, we divide the network field into six
coronas that corresponds to the number of the available SFs.
Each corona Ci is assigned a given SF. The closest corona to
the gateway is assigned the smallest SF, which is SF7. While we
go farther from the gateway, coronas are assigned higher SFs.
The radius Ri of a given corona Ci is actually the maximum
eligible distance for a node to use a given SF such that its
transmission is not received below the sensitivity level of the
gateway.

In order for a node to determine to which corona it belongs
and hence its appropriate SF for its transmissions, it will
compare its distance with the radius Ri of each corona Ci

starting from the smallest corona. A node n considers that it
is located on corona Ci if it satisfies the following condition:
Ri−1 < distn ≤ Ri, where distn is the distance of node n
to the gateway. In other words, a node will use the assigned
SF for corona Ci that has an Ri greater than its distance.
In order for a node to calculate its distance to the gateway,
we assume that each node knows its coordinates as well as
the ones of the associated gateway. Furthermore, each node
maintains a vector of Ri values that is used for comparison
with its distance. It is worth pointing out that, the process of
determining the corresponding corona for nodes, and hence the
appropriate SF, is done only once for static nodes during their
joining phase to the network, which is the case of most IoT
scenarios. Furthermore, SF ranges or corona radii are not fixed
values and it greatly depends on the environment. In other
words, rural environments with possible Line of Sight (LoS)
have longer SF ranges than urban environments. After a node
has recognized its corona Ci and hence its appropriate SF , it
will determine its Channel Frequency CF and timeslot SID
as explained in the following section.

B. CF and SID Determinations

In order to fairly assign nodes to the available number of
CFs K, we divide the network field into K sectors with angle

Fig. 2. Distributing CFs and slots among nodes

β and assign a channel CFj for each sector Secj . Fig.2 shows
a demonstrative example of this partitioning. All nodes located
in sector Secj will use channel CFj that is assigned for that
sector. In other words, based on node’s angle θn to the sector’s
angle β, nodes find their sector IDs Secj as follows

Secj =
θn
β

(1)

where β = 2π/K, θn is the node’s angle to the gateway, and
K is the number of the available CFs.

By doing that, the network field is partitioned into sectors
with identical areas. Hence, the traffic load is balanced among
the channels. The intersection between corona Ci and sector
Secj is called Corona − Sectorij . All nodes belonging to
the same Corona − Sectorij will use the same SFi that
is assigned to corona Ci and the same channel CFj that is
assigned to sector Secj . To regulate the channel access among
them, we further divide each Corona−Sectorij into a grid of
qij =

√
mij rows and columns, where mij is the number of

timeslots per time frame. We assume that each square, which
is the intersection between a row and a column, is labeled with
an identifier that starts from 1 till mij , which represents the
time-slot ID SID. mij is calculated as in Eq.2

mij =

{
100, if mij < 100
β
2 (R

2
i −R2

i−1)× d, ifmij ≥ 100
(2)

where Ri and Ri−1 are the radii of corona Ci and Ci−1

respectively and d is the network density. As shown in Eq.2,
the number of needed timeslots per frame or the frame size
mij mainly depends on the node density of a given Corona−
Sectorij . Hence, frame sizes are dynamic and associated to
the network density of a given area with common transmission
parameters. However, when the network density d of a given
Corona − Sectorij is not large, short frame sizes m are
resulted. If this is the case, we may get frame sizes that is
shorter than the DC limit between consecutive transmissions.
To overcome that, frame sizes mij has a lower limit, which is



100 slots per frame, to respect the duty cycle of nodes, which is
1%. In AAFS-LoRa protocol, we take advantage of the waiting
time between the successive transmissions by dividing it into
timeslots and assign them to nodes that belong to a specific
Corona−Sectorij . In order for a node to determine its timeslot
ID SID, it needs firstly to determine in which square it is
located. Hence each node calculates its rown and coln as in
Eq.3

rown =
qij(distn −Ri−1)

Ri −Ri−1

coln = θn mod
β

qij

(3)

where qij is the number of rows and columns in Corona −
Sectorij , distn is the distance between the node n and the
associated gateway, Ri and Ri−1 are the radii of corona Ci and
Ci−1 respectively . After that, time-slot SID can be retrieved
as given in Eq.4

SID = (rown − 1)× qij + coln. (4)

Algorithm 1 shows the steps a node considers to au-
tonomously determine its SF , CF , and SID. It is worth
pointing out that in AAFS-LoRa protocol, even with large
number of connected nodes, the frame size remains reasonable
and it is not proportional to the total number of the connected
nodes. This is mainly because of the efficient distribution of SFs
and CFs as there will be relatively small number of connected
nodes with the same SF and CF and hence need different
timeslots. In other words, the frame sizes are not corresponding
to the total number of connected nodes, as it is the case of
most of the related work. Alternatively, the frame sizes in the
proposed algorithm corresponds to the number of nodes that
have common transmission parameters and hence need different
timeslots to avoid collisions.

III. PERFORMANCE EVALUATION

In this section, a simulation-based assessment for AAFS-
LoRa MAC protocol is conducted using OMNET++ simulator
[14] under FLoRa framework [15]. The simulation was run
under a different number of nodes (1000 to 4000 nodes) that
are randomly distributed around the gateway with a maximum
distance corresponding to the field radius R. The radius of
the field as well as the radii of SF coronas Ri are field-
dependent, which means that they are varying depending on the
deployed environment. It is worth stating that this simulation
assumes a sub-urban environment that uses the well-known log-
distance path loss model with shadowing [16]. Table I shows the
values used in the simulation experiment for these parameters.
The proposed protocol assumes one packet transmission per
frame with a 20-byte packet length. In order to determine the
maximum eligible distance for a given SF , Ri values, we
conduct an experiment using OMNET++ simulator. Table II
shows the maximum eligible distance for each SF using a
transmission power equals 14 dBm and the sensitivity levels
that is configured at the gateway as specified in [17].

Algorithm 1 AAFS-LoRa MAC protocol
1: Input: node coordinates ( Xn,Yn), Gateway coordinates

( XG, YG), number of channels K, and node density d
2: Output: The Spreading Factor SFi, the Channel CFj , and

the timeslot SID for a given node n
3: CFs← [CF1, CF2, .., CFK ]
4: Ri ← [R1, R2, .., Ri]
5: distn ← euclideanDistance(Xn, Yn, XG, YG)
6: # Determine node’s SF SFi

7: for i← 1 to 7 do
8: if distn ≤ R[i] then
9: SFi ← (i− 1) + 7

10: break
11: end if
12: end for
13: # Calculate sector’s angle β
14: β ← 2π/K
15: # Calculate node’s theta to the gateway θn
16: θn ← arctan(Yn − YG/Xn −XG)
17: # Find node’s sector ID Secj
18: Secj ← θn/β
19: CFj ← CFs[Secj ]
20: # Calculate the frame size mij

21: mij ← (β/2)(R2
i −R2

i−1)× d
22: # Apply lower limit to mij to respect node’s DC
23: mij ← (mij < 100)?100 : mij

24: qij ←
√
mij

25: # Calculate the rown and coln ▷ Eq.3
26: SID ← (rown − 1)× qij + coln

TABLE I
SIMULATION PARAMETERS

Parameter Value Comments
CF {868.1, 868.3,

868.5, 867.1,
867.3, 867.5,
867.7, 867.9}

Carrier Frequencies
(MHz)

SF 7 to 12 Spreading factors
TP 14 dBm Transmission powers
CR 4/5 Coding rate
BW 125kHz Bandwidth
R 8921m Field radius
N 1000 - 4000 Number of nodes
Simulation time 11 Days

The following sections demonstrate the performance of
AAFS-LoRa MAC protocol compared to the legacy LoRaWAN
with Adaptive Data Rate (ADR) enabled.

A. The end-to-end delay

Fig.3 shows the end-to-end delay as a function of the number
of connected nodes. As shown in the figure, the proposed
protocol has much lower end-to-end delay compared to ADR-
LoRaWAN. In fact, the end-to-end delay is greatly affected by
the used SF. Smaller SFs have shorter ToA and hence lower
delay. Accordingly and from delay point of view, it is better to



TABLE II
MAX ELIGIBLE DISTANCE FOR EACH SPREADING FACTOR SF [17]

SF MAX eligible distance (m) Sensitivity (S)
7 2450 -124 dBm
8 3306 -127 dBm
9 4450 -130 dBm
10 5998 -133 dBm
11 7316 -135 dBm
12 8921 -137 dBm

Fig. 3. The end-to-end delay

use lower SFs whenever they are eligible. Moreover, the end-
to-end delay is only considered for the successfully received
packets by the gateway. Hence, the end-to-end delay of both
protocols is decreasing with the increased N as collisions are
increased.

B. Network throughput

Fig.4 shows the network throughput as a function of the
number of connected nodes. The network throughput is greatly
affected by the end-to-end delay and the collision rate. As
shown in the figure, the proposed protocol achieves higher
throughput than that of the ADR-LoRaWAN thanks to the
efficient distribution of the transmission parameters that allows
different parallel transmissions to be successfully received at
the gateway. In fact, the throughput of AAFS-LoRa MAC
protocol has a convex behavior as collisions increase with
the increase of N . Furthermore, since the AAFS-LoRa MAC
protocol has relatively small frame sizes with large number of
connected nodes, we get small waiting time and hence higher
throughput. In fact, with N = 4000, the maximum frame size
in AAFS-LoRa MAC protocol is only 132 timeslots.

C. AAFS-LoRa MAC protocol with different frame sizes

In this section, we investigate the performance of AAFS-
LoRa MAC protocol under different frame sizes m ranging
from 100 to 500 timeslots and under different number of
connected nodes N ranging from 1000 to 4000 nodes. Please
note that this experiment was run for 5 simulation days. The
goal of the experiment is to find the optimal frame size m

Fig. 4. The network throughput

for a given number of connected nodes N . Fig.5 shows the
performance of the AAFS-LoRa MAC protocol with different
frame sizes. As shown in the figure, the lowest collision rate
was achieved under a frame size of m = 500 and a number
of nodes of N = 1000. This is mainly because when the
number of connected nodes is relatively small, collisions are
mitigated. Furthermore, with large frame sizes, the number of
available squares per Corona − Sectorij becomes larger and
the area of each square becomes smaller. Hence, the probability
of having two or more nodes located on the same square,
and hence have the same SID is decreased. Accordingly, the
lowest end-to-end delay was achieved when N = 4000 nodes
and m = 300 timeslots since the end-to-end delay is only
calculated for the successfully received packets at the gateway.
Hence, we achieve lowest delay with this high number of
connected nodes as it has the highest collision rate. On the
other hand, the highest throughput was obtained with frame
size m = 100 timeslots and N = 3000 nodes when the traffic
rate equals almost 29 packets/s. Regarding energy efficiency,
the lowest energy consumption was obtained with m = 500
and N = 1000. As expected, with relatively few number
of connected nodes and large frame sizes, collisions will be
mitigated and hence less energy will be consumed. To sum up,
as shown in Fig.5, there is a different optimal m for each N and
performance objective. For example, large m is recommended
for applications that target to lower the collision rates and
hence the energy consumption. However, small frame sizes are
preferable when the main objective is to increase the network
throughput.

IV. CONCLUSION

This paper proposes AAFS-LoRa protocol that allows nodes
to autonomously configure their transmission parameters with-
out the need for a costly synchronization process. The paper
presents a method that allows the nodes to determine their
optimal configurations in terms of SFs, channels, and timeslots
based on the location information of the nodes and their gate-
way. Each node is configured with the minimum eligible SF that
ensure the successful delivery of their packets. Furthermore,



Fig. 5. AAFS-LoRa MAC protocol with different frame sizes (m)

AAFS-LoRa protocol ensures the load balancing among the
channels to avoid channel congestion. A novel aspect of the
proposed TDMA-based protocol is that the frame size is large
enough to accommodate only the nodes that have the same
channel and SF to mitigate collisions between them. Hence,
small frame sizes are achieved even with a large number of
connected nodes. Further investigation could be applied to
mitigate collisions by ensuring a unique slot-ID for all nodes
that use common SF and channel.
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