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Abstract: The modern digitized world is mainly dependent on online services. The availability of
online systems continues to be seriously challenged by distributed denial of service (DDoS) attacks.
The challenge in mitigating attacks is not limited to identifying DDoS attacks when they happen, but
also identifying the streams of attacks. However, existing attack detection methods cannot accurately
and efficiently detect DDoS attacks. To this end, we propose an explainable artificial intelligence
(XAI)-based novel method to identify DDoS attacks. This method detects abnormal behaviours of
network traffic flows by analysing the traffic at the network layer. Moreover, it chooses the most
influential features for each anomalous instance with influence weight and then sets a threshold value
for each feature. Hence, this DDoS attack detection method defines security policies based on each
feature threshold value for application-layer-based, volumetric-based, and transport control protocol
(TCP) state-exhaustion-based features. Since the proposed method is based on layer three traffic,
it can identify DDoS attacks on both Internet of Things (IoT) and traditional networks. Extensive
experiments were performed on the University of Sannio, Benevento Instrution Detection System
(USB-IDS) dataset, which consists of different types of DDoS attacks to test the performance of the
proposed solution. The results of the comparison show that the proposed method provides greater
detection accuracy and attack certainty than the state-of-the-art methods.

Keywords: explainable Al; DDoS attack; IoT network; feature influence; anomaly detection;
supervised learning

1. Introduction

In the current era of rapid development of the Internet, the services available are
expanding, and the Internet is now inseparable from all aspects of modern life. As a
result of this trend, users rely more and more on the Internet for everything from travel
to online shopping. By 2025, there will be over 21 billion Internet of Things devices [1].
However, despite the rapid and thorough development of the Internet, online threats are
still around and constantly changing. Internet-connected applications have been targeted
due to the wide range of purposes for which they are used. Common types of attacks are
DDoS attacks, cross-site scripting attacks, and request forgery attacks [2]. DDoS attacks
pose a serious risk to the availability and reliability of Internet services. A successful
DDoS attack uses malicious traffic from multiple sources and attempts to exhaust an
online service’s resources and prevent regular users from accessing it. According to a
North American service provider in 2018, the amount of DDoS attacks has increased at
an alarming rate. The largest known attack has a target of 1.7 Tbps, and 400 Gbps attacks
are already commonplace [3]. Most DDoS attacks since 2016 have been caused by the
Mirai botnet. Mirai attacks a large number of Internet of Things devices, primarily older
routers and closed-circuit video systems. By injecting traffic into DNS providers, Mirai
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targeted numerous well-known websites, including Shopify, SoundCloud, Twitter, and
Netflix. GitHub suffered its worst DDoS attack ever in March 2018 with 1.35 Tbps of peak
traffic. This attack suddenly stopped network services and caused significant financial
losses. DDoS attacks are considered the greatest threat to the stability of the entire Internet
and the operation of individual companies and organizations. DDoS attacks can come in a
variety of ways, ranging from mild to severe [4]. It is also difficult to defend against the
wide range of attack types, including volumetric attacks, TCP state-exhaustion attacks, and
application-layer attacks that target multiple vulnerabilities in a victim [5]. Various security
systems have been developed to detect DDoS attacks [6-8].

A number of IDS have been presented in the literature [9]. They can be categorized
into three types, signature-based, artificial intelligence-based, and hybrid IDS. Signature-
based IDS are incapable of detecting zero-day attacks, since they only analyze traffic for
predefined attack patterns. However, IDSs based on artificial intelligence are becoming
more and more attractive and continue to display exceptional performance in detecting
attacks due to their ability to identify unseen attacks. The majority of proposed Al-based
approaches are supervised learning techniques that require labeled training data showing
both malicious and benign behaviors and absolute ground truth. However, obtaining
labeled attack data is costly, and legal, ethical, and privacy concerns may prevent the
sharing of realistic data within research communities. Therefore, anomaly-based detection
methods are recommended for implementation in the security industry, as these models
may be trained using only benign data. Two strategies have been proposed to identify
attack streams: classification based on payload inspection and classification based on
machine learning [10,11]. Payload inspection depends on analyzing packet payloads (e.g.,
the content of an HTTP message) to detect the attributes of an attack [10]. Due to the
small amount of information in the packet payloads, the classification performance of
attacks targeting protocol vulnerabilities such as synchronization packets (SYN) flooding
and Internet Control Message Protocol packets (ICMP) flooding is poor. In addition, this
method causes privacy issues as it inspects the packet content. Existing machine-learning-
based methods are time-consuming because they require a large number of training features
(e.g., the long short-term memory (LSTM) network [11]). Even after the model has been
trained offline, the identification phase’s significant parameter adjustments are expensive,
especially while a victim is being attacked, and IoT devices have resource limits.

However, artificial intelligence-based IDS can detect completely unknown attacks by
detecting anomalies associated with high network latency, traffic on unusual ports, large
network volume, etc. Thus, here we try to detect the attack traffic flow in the network
level when an attacker performs an attack. Therefore, the proposed method can effectively
identify DDoS attacks. Compared to the current state of the art, the proposed method
does not depend on the packet payload and will result in protecting user privacy. The
proposed method significantly reduces the time required for attack detection and provides
more accurate results. In addition, this method is based on explainable Al, which provides
a better explanation of the anomalous behavior with the highest influencing features.
Additionally, this will provide attack certainty for the detected anomalies. We need to
address the following challenges to achieve this goal. First, we need to find a method
to detect anomalies and explain it and then to find the highly influenced features. To
solve this problem, we have developed a combined auto-encoder and XAI model for
anomaly detection and determining the most influential features and their influence. The
next challenge is identifying the most significant features which can distinguish DDoS
attack flows from benign flows. To address this challenge, we extract features in which
the attack flows exhibit anomalies from three categories: based on application layer, based
on volumetric, and based on TCP state exhaustion. Then, we define a threshold for each
feature. After that, we can map the most informative features with the most influential
features. Then, we find DDoS attacks based on common features (to informative and most
influential) that exceed the threshold. In particular, the main contributions of this paper are
the following:
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*  We propose and implemented a novel method that consists of two key components:
anomaly detection using autoencoder and XAl-based explanation of the most influen-
tial features for each anomalous instance.

*  We suggest a method for selecting features for DDoS attack flow detection. By de-
ciding which features are independent and most important for a DDoS attack, the
methodology can reduce the amount of features.

e We present a comprehensive evaluation of the proposed method on the USB-IDS
dataset and implemented a lightweight model, as it needs to deploy on IoT devices.

The rest of the paper is structured as follows: Section 2 describes background and
related work. The proposed method description is given in Section 3. Section 4 describes
the experimental setup, and Section 5 discusses the results obtained using the USB-IDs
benchmark dataset. Finally, Section 6 concludes the paper.

2. Background and Related Work

The purpose of this research was to combine deep autoencoders with XAI to produce
a DDoS attack identification mechanism for IoT networks. The work related to each area is
therefore covered separately in this section.

2.1. Explainable Artificial Intelligence

An XAl system tries to describe its behavior to make it more understandable to humans.
Several XAl concepts can be applied to create Al systems that are more effective and
understandable for humans [12]. The XAI model must be able to explain its concepts and
capabilities, what it has achieved, what it is doing, and what will happen next. It must also
be able to disclose the critical details on which it bases its actions. In the past few decades,
a number of ML-based IDSs have been presented to protect IoT networks from malicious
attackers and have shown excellent performance [13]. However, these sophisticated Al-
based solutions are usually considered “black box models” and are difficult for end users to
interpret. A single wrong prediction in security exposes systems and networks to significant
cyber risks. Consequently, Al-based security mechanisms should improve with XAI

2.2. SHapley Additive Explanation

The Shapley additive explanation (SHAP) methodology integrates previously pro-
posed explanation techniques, such as local interpretable model-agnostic explanations
(LIME) and deep learning important features (DeepLIFT), within the domain of additive
feature attribution techniques [14]. Shapley values are utilized by SHAP to explain a
particular prediction. The values of Shaply are obtained from game theory:

¢ Local accuracy;
. Missingnes;
¢  Consistency.

The SHAP framework proposes Kernel SHAP, a model-independent approximation
for SHAP values. Kernel SHAP builds a local explanation model using linear LIME and
Shapley values. The local explanation model is built on a background set and a sample of
the potential coalition of data items, and it uses weighted linear regression.

2.3. DDoS Attack

A DDoS attack uses multiple sources to attack the target system, as shown in Figure 1,
making it difficult to identify illegitimate IP addresses making a request to the system. A
DDoS attack consists of several steps. The attacker begins by acquiring multiple agent ma-
chines. This process is usually carried out automatically by checking remote workstations
for vulnerabilities that could allow subversion. The vulnerability is then exploited to gain
access to the recruited machines and infect them with malicious code. Computers that have
been infected can be used to continue recruiting new agents in the exploit/infect process,
which is typically automated [15].
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Figure 1. Visual representation of a DDoS attack. The attacker can send a large number of connection
requests using a number of PCs in a botnet.

2.4. DDoS Detection

Extensive research has been conducted on DDoS attack detection, particularly anomaly
detection and machine learning-based detection. A DDoS attack can be identified when
an abnormal deviation in a given feature exceeds a threshold, which is the purpose of
anomaly detection [16]. Yang Xiang et al. presented an extended entropy-based method to
recognize a low-rate DDos attack. On the basis of the difference between the probability
distributions of regular traffic and low-rate traffic, traffic is categorized as a low-rate attack
if the normalized entropy decreases [17]. Bhuvaneswari et al. presented a method for
anomaly detection in IoT. For learning, they applied the VCDL (vector convolutional deep
learning) approach. The convolutional neural networks used in the VCDL models have two
levels: PL (pooling layer) and CL (convolutional layer). There are two modules included
in it: VCN (vector convolutional network) and FCN (fully connected network). The first
module’s purpose is to extract the features. The function of the second module is to learn
the extracted features to identify the type of IoT traffic. The numbers of PLs, CLs, and HLs
(hidden layers) in the FCN and nodes in the HLs are the hyperparameters used to build the
VCDL structure. The BoT-IoT dataset was used to evaluate the deployed solution [18].

Liu et al. presented a multi-layer security model to defend DDoS attacks. Amplification-
based DDoS attacks are specifically stopped by the flood limiter layer. Users could impose
their own traffic management policies due to the per-user layer protecting against DDoS
attacks. This method was implemented on Linux and was able to handle large-scale attack
flows [1]. Jing Zheng et al. presented RADAR, a method based on adaptive correlation
analysis, to detect and prevent SYN flooding attacks. A SYN flooding attack is discovered
by the approach when the ratio of anomalous SYN packets to ACK packets reaches a partic-
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ular threshold [19]. Khraisat et al. developed the hybrid intrusion detection system (HIDS),
which combines a signature-based intrusion detection system (SIDS) and an anomaly-based
intrusion detection system (AIDS). The C5 decision tree classifier is used by SIDS as the
initial stage of attack detection. Pattern matching is used to handle unidentified traffic.
The request will be sent to AIDS if it is not detected as an attack. A single-class SVM is
used to train AIDS, which only learns the attributes of normal packets. It does not receive
instruction from other classes. As a result, the AIDS assumes that any anomalies that fall
outside of the usual will be recognized as zero-day attacks. For improving prediction accu-
racy, ensemble methods are used at the third stage [20]. Nagarathna Ravi et al. proposed a
learning-based detection strategy to identify and mitigate DDoS in IoT. To detect and reduce
traffic from DDoS attacks, they employed a semi-supervised machine learning method [21].
Xiaoyong Yuan et al. suggested a method for identifying DDoS attacks based on deep learn-
ing. They designed a bi-directional recurrent deep neural network to identify DDoS attacks
and learn patterns [22]. Cagatay Ates et al. presented a method for detecting DDoS attacks
based on the support vector machine (SVM) and community clustering. Two metrics were
used for analysis, namely, modularity and normalized entropy [23]. Mengmeng Ge et al.
presented a method for detecting DOS, DDOS, and reconnaissance attacks based on the
FENN (feed-forward neural network). The research focuses mostly on Message Queuing
Telemetry Transport (MQTT), an Internet of Things (IoT) communication protocol that
performs publish—subscribe functionalities between IoT devices and centralized brokers
or base stations [24]. Gaganjot Kaur et al. proposed a new hybrid approach to detecting
DDoS attacks in software define networks (SDN). They used a support vector machine
(SVM) and artificial neural networks (ANNSs). The system achieved a higher accuracy
than the KNN algorithm [25]. A stacked autoencoder (SAE) model, presented by Raja
Majid and team, is a deep-learning-based model that can efficiently detect DDoS attacks.
Adaptive polling sampling was utilized to classify benign and malicious traffic with the
SAE model after processing traffic samples [26]. Saif ur Rehman et al. evaluated a number
of classification techniques. They employed gated recurrent units (GRU), recurrent neural
networks (RNN), and Naive Bayes (NB) algorithms to detect DDoS attacks, and determined
that gated recurrent units provide the most accurate detection [27]. Jie Cui et al. presented
a novel method for DDoS attack detection based on cognitive inspired computing. The
mechanism chose a few features and applied the SVM to distinguish between legitimate
and malicious traffic [28]. Lu Zhou et al. proposed a technique for categorizing DDoS
attack flow based on feature selection. They classified based on the area under the roc curve
(AUCQ) [29].

However, since the purpose of these methods is to determine if a DDoS attack is in
progress, they are unable to identify the attackers or distinguish attack traffic from regular
traffic. In addition, a number of the approaches rely heavily on the analysis of packet
content, such as HTTP content, to determine the number of different messages, which
creates a privacy concern. Although Al-based methods have achieved great detection
accuracy, it is difficult to understand and interpret why they work so effectively, and we
cannot guarantee the decision that the Al model will make due to its black-box nature.
Consequently, evaluating anticipated results in terms of feature contribution using feature-
based impact analysis might boost the Al model’s decision confidence. However, none of
these works focus on improving the DDoS attack detection systems using the explanations
of XAl tools.

3. Methodology

We propose an XAl-based method to identify DDoS attacks based on feature influence
and mainly on explanation of unsupervised learning due to the lack of realistic attack data
for the supervised model. In this section, we present an attack detection method and an
explanation for the detected attacks. According to the engineering pipeline, we first extract
the features with the CIC flow meter from the bi-directional network traffic. Then, we
detect anomalies. Third, we explain the detected anomalies and find the most influential
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features. Then, as the purpose of the proposed research is to detect DDoS attacks, we find
the DDoS-attack-related feature set. Finally, we map the most influential features to the
DDoS-related features. Then, we identify DDoS attacks separately from each detected
attacks. Figure 2 shows the main steps of the engineering pipeline of the proposed method.
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Figure 2. The overview of the engineering pipeline.

To detect the DDoS attacks, we must first identify the attack flow over the benign
flows. A flow is a collection of packets that all contain the same five pieces of data: source
IP address, destination IP address, source port number, destination port number, and
protocol [30]. Here, presuming that there is N number of flow samples and y classes,
Equation (1) denotes X flow sample. where f; is the ith flow, d represents the original
features, and N is the number of flows. The true label of flow f; is denoted as y; = 0, 1. Our
first goal is to develop a method to predict a label y,red(i) that is exactly the true label y;.

X = [F, B, ..., Ey]eR‘N 1)

3.1. Feature Extraction from Network Traffic

The potentially useful features are extracted from the packets of each flow. We used the
CIC flow meter to extract features from the traffic flow. CICFlowMeter is a tool distributed
to create 84 different types of network traffic features. It reads a pcap file, extracts the
features, and creates a report with visuals and a CSV file [31]. We extracted bidirectional
statistical characteristics from network traffic. Min-max normalization was applied to all
features [32].

3.2. Anomaly Detection

Recent research has placed significant emphasis on anomaly-based intrusion detec-
tion security systems, as these methods outperform signature and rule-based detection
approaches to detect unknown attacks [33]. Therefore, traffic-flow-based anomaly detection
is used for software define networks (SDN) in intrusion detection [34]. Unlike most DDoS
detection methods that use supervised approaches, we employed autoencoder models to
identify anomalies. To achieve this, we used an autoencoder to identify anomalies based
on the reconstruction error (anomaly score). We define an anomaly score as the difference
between the input value and the (reconstructed) output value. Equation (2) [35] shows
the reconstruction error calculation in our work. Given an input row (A) with an array of
features (a7) and its output row (A’) with reconstructed feature values (4i’), and employing
an anomaly detection model (f), the sum of the reconstruction errors for each feature that is
specific to a certain row produces the reconstruction error for that row. If the reconstruction
error exceeds the input value, it is identified as an anomaly.

n

L(A,A") = ) (a; — a))? )

i=1
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3.3. Explain Anomalies

Then, to identify the top-R features that include a set of selected features for which the
total associated errors define a modifiable percentage of L(A, A’), the features in the error
list must be rearranged so that |al — al’| > |an — an’|. The autoencoder model uses SHAP
values to identify which top-R features contributed to each of the significant reconstruction
errors. We used Kernel SHAP to obtain the SHAP values of each feature (i.e., 4;) in the
list—i.e., the importance of each feature a4, ay, ..., a, in predicting the examined feature a;.
The pseudocode for the process is shown in Algorithm 1.

Algorithm 1 Calculate SHAP values for top-R features.

Require: X—Anomaly instance that need to explain, X1..j—instances used by kernel SHAP,
Reconstruction errorList—a ranked list of errors for each feature, f—autoencoder model
Ensure: shaptopRfeatures—SHAP values for each feature within topRfeatures
topR features <—top value from Error List
for each i€ topR features do
explainer < shap.Kernel Explainer(f, X1..j)
shaptopR features[i] < explainer.shapvalues(X, i)
end for
return shaptopR features

3.4. Most Informative Features for DDoS Attacks

Since the goal of a DDoS attacker is to reduce a target’s resources, resource exhaus-
tion techniques are generally classified into three types. These are volumetric, TCP state
exhaustion, and application layer-based [5].

3.4.1. State Exhaustion Attack Based Features

State-exhaustion attacks typically focus on shutting down the supporting infrastruc-
ture and services that deliver content to end users. These attacks attempt to overload TCP
state tables while establishing three-way handshakes with spoofed connections, disrupting
legitimate users’ connections. There are few types of state-exhaustion attacks: SYN flood,
TLS/SSL, DNS flood, etc. As an example, an SYN flood attack makes a number of half-open
TCP connections by sending SYN packets and keeping the accompanying subsequent ACK
to decrease the SYN-queue resources [36]. Therefore, we extracted five features to assess
anomalous behavior related to TCP state-exhaustion attacks. The features selected in this
study were extracted from the packet header rather than looking at the packet payload, and
we selected features listed in Table 1. Figure 3 shows extraction of features in the packet
header fields. Since none of these functions depend on packet payload inspection, users’
privacy is guaranteed.

Table 1. TCP state-exhaustion attack-based features.

Feature Details
fwd-TCP-num amount of TCP packets forwarded
fwd-ACK-num Amount of ACK flags on forwarded packets
fwd-max-ACK Maximum ACK interval for forwarded packets
fwd-SYN-num SYN flag amount for forwarded packets

fwd-SYN-rate SYN flag transmission rate of forwarded packets
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Figure 3. TCP packet header for feature extraction.

3.4.2. Application Layer-Based Attack Features

Application layer DDoS attacks analyze the vulnerability of the attack due to a spe-
cific open service port (e.g., flooding attacks) [37]. By establishing a regular connection
bypassing firewalls, an attacker could target these open ports and launch flooding attacks.
Therefore, a particular port number is used to track traffic by feature, source port, and
destination port. Additionally, we have to notice that HTTP (Hyper Text Transfer Protocol),
TCP (Transmission Control Protocol), UDP (User Datagram Protocol), and ICMP (Internet
Control Message Protocol) are the primary protocols used by the attackers. Application
layer-based Features are shown in Table 2.

Table 2. Application-layer-based attack features.

Feature Details
src-port Source port
dst-port Destination port
protocol protocol

3.4.3. Volumetric-Based Attack Features

The goal of volumetric DDoS attacks is to flood internal networks with a large amount
of malicious traffic. Still 42% of attacks are volumetric attacks [1]. Volumetric attacks
generate a large number of network layer packets. Based on packet number, packet length,
and packet time interval, we extracted the network flows’ statistical features and split
them into three groups. Extracted features are shown in Table 3. After extracting features
from all three categories need to find the threshold value for each feature. To choose the
best threshold for each chosen feature, we use a simple threshold-tuning technique. The
threshold tuning approach examines a series of thresholds. The optimal threshold can be
identified as the one that increases the F1 score as shown in Equation (3).

T = arg max(Fy) 3)



Computers 2023,12, 32

90f 16

Table 3. Volumetric-based features.

Feature

Details

flow-duration

Flow Duration

tot-fwd-pkts

Total amount of packets forwarded

tot-bwd-pkts

Total Number of back/forward packets

tot-len-bwd-pkts

Total length of backward and forward packets

fwd-pkts-len-min

The minimum forward packet length

Fwd-Packet-Length-Std

Length variation of forward packets

bwd-pkts-len-max

The maximum back-forward packet length

flow-packets/s

Packets transferred per second

bwd-IAT-tot

Total time interval of the back-forward packets

bwd-IAT-mean

Mean time interval of the back-forward packets

fwd-psh-num

Number of packets with the PSH flag in forward packets

Bwd-Packets/s

back-forward packets transferred per second

fwd-ent-int Time interval entropy of forwarded packets

3.5. Mapping the Most Influential Features with DDoS Features

The final phase of the method is to map the most influential features (top-R features)
to DDoS features (most informative features for DDoS attack detection) and find the DDoS
attack with the greatest attack certainty. If the most influential features in the SHAP
top-R features list are a1, a5...4a, for the detected anomalous instance, it matches them
with the DDoS feature list (with 21 features) day, das. . .day1 to find most influential DDoS
attack features, as shown in Algorithm 2. If the most influential DDoS features exceed the
threshold, it will be identified as a DDoS attack with an explanation, which can lead to attack
certainty instead of receiving a decision from a typical black-box detection architecture.

Algorithm 2 Finding the most influential DDoS features.

Require: shaptopRfeatures, DDoS features
Ensure: Most Influential DDoS features
for a; in shaptopRfeatures do
for da; in DDoS features do
if a; == dﬂl‘
Most Influential DDoS features + a;
end for
end for
return MostIn fluential DDoS features

4. Experimental Evaluation
4.1. Dataset

For our experimental evaluation, we used the USBIDS [38] dataset because, unlike
other potential datasets, it contains explicit feature explanations. It consists of 17 labeled
CSV files containing network traffic data. There are 16 files in total, including a benign
(unaltered by an attack) flow traffic data file with a combined denial of service (DoS)
attack and defense module. The network flows in the dataset were determined using CIC
FlowMeter2. The 16 non-normative CSV files’ naming pattern assist in identifying the
collection context. For instance, HULK-NoDefense.csv lists the flows that were received
when HULK was run without any defenses.
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4.2. Experimental Environment

We simply used benign data to train the model, and we combined benign data with
two sets of attack data to test the model’s performance. A fully connected autoencoder
model with RELU enabled was used for this. Only 2 hidden layers are used in the network
to reduce the weight of the model. The hidden layers each included 10 and 32 neurons.
Using benign data, the highest mean squared error (MSE) was selected as the anomalous
data threshold. Python, TensorFlow light, and the Keras library were used to implement
the proposed algorithm. The Adam optimizer was utilized with 40 epochs and a learning
rate of 0.01. Experiments were conducted on a 2.30 GHz Intel Core i7-equipped ASUS
ZenBook with 16 GB of RAM and a Raspberry pi model B with 4 GB of RAM.

5. Results and Discussion

In order to select the model with the lightest design and highest performance, we
tested a variety of models and evaluated their detection efficiency and accuracy. Among
the models tested, the above model showed the best results: Attack Hulk No Defense
0.98, Attack Hulk Evasive 1.0, and Attack Hulk Reqtimeout 1.0. These are superior results
compared to the current state of the art: decision tree (DT), 0.97, 0.06, and 0.97; random
forest (RF) 0.98, 0.00, and 0.98; deep neural network (DNN) 0.67, 0.05, and 0.66, respectively,
for each attack [39], as shown in Table 4. This accuracy comparison was based on the
USBIDS dataset, which is a DDoS attack dataset. We used the same dataset for other
experiments because the goal of this model is to detect a DDoS attack.

Table 4. Proposed model comparison with the current state of the art (for the HULK attack of USB-IDS
dataset) [39].

Detection Method Hulk No Defense Hulk Evasive Hulk Reqtimeout

DT [39] 0.97 0.06 0.97

RF [39] 0.98 0.00 0.98

DNN [39] 0.67 0.05 0.66

Proposed Method 0.98 1.0 1.0
Explainability

Many tools and libraries for opening black box models have been released in recent
years. To compare the effectiveness of such algorithms, there are no recognized perfor-
mance indicators. There is no single explainability technique that is better than the others.
Therefore, to further evaluate this model, we need to evaluate the explainability of this
model. For this purpose, the explainability of this model in the individual phases must be
shown. As a proof of concept, we reduced the model’s explainability for five anomalous
instances (384574, 602902, 686625, 718029, 124930). If we consider each anomalous instance,
the explainability of anomaly detection was as follows. Anomalous instance 384574 in
Figure 4, and according to the explainability of instance 384574, forward packets per sec-
ond (fwd packets/s), flow packets per second (flow packets/s), backward packets per
second (bwd packets/s), packet length max, average packet size, and backward packet
length standard (bwd packet length std) are the most influential features (features with
the highest SHAP values) for the anomalous behavior. Anomalous instance 718029, as
shown in Figure 5, showed 10 features as the most influential features: flow packets/s, bwd
packets/s, bwd packet length max, packet length max, packet length mean, bwd segment
size avg, fwd packet length std, subflow bwd bytes, bwd packet length std, and packet
length std. However, the 602902, 686625, 124930 anomalous instances shown in Figures 6-8
show 8, 7, and 4 features as the number of the most influential features for each instance.
Thus, there is no standard number of features to find anomalous behavior. It will be one or
more, but we can confirm the detected anomaly as an attack or normal anomalous behavior
based on explainability.
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Figure 7. Anomalous instance 686625.
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Figure 8. Anomalous instance 124930.

Here we discussed the explainability of the detected anomaly, and it is possible to gain
attack certainty based on the cybersecurity domain knowledge. After deploying our model,
we need to identify DDoS attacks. Thus, the next phase of the model is to map the most
influential features with the the most informative DDoS features we defined earlier. We
have defined the 21 most informative features for DDoS attacks, and after mapping these
features to the most influential features (ShaptopR features), we obtained the flow packets
per second (flow packets/s), backward packets per second (Bwd Packets/s), the maximum
length of the back-forward packets (bwd packet length maxx), and the length variance of
the forward packets (fwd packet length std) as DDoS detection features. Among them, flow
packets/s and bwd packets/s are the most influential features for identifying DDoS attacks
for the above five anomalous instances. Figure 9 shows the explanation of DDoS attack
detection related to feature impact with weights. According to the DDoS attack detection
explanation, flow packets/s and bwd packets/s are the features that exceed the DDoS
identification threshold.
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Figure 9. Explanation of DDoS detection features.

Considering these facts, we can confirm that we can effectively use explainable artificial
intelligence to detect DDoS attacks. To further confirm this method, we took advantage
of our dataset. The USBIDS dataset based on a DDoS attack and another dataset consists
of label data. As further confirmation of our method, we could analyze the labeled data
in relation to these two features, corresponding to the comparison feature values of flow
packets/s or benign and attack classes. The flow packets’ function has a value between 0
and 6000 for the benign class, but in the attack state, this feature value increases up to 15,000
per second, as shown in Figures 10 and 11. Bwd packs/s feature values vary from 0 to 3500
benign class and go up to 8000 when attacked, as shown in Figures 12 and 13. Based on the
analysis of the feature values, we can confirm that we detected an attack that our method is
designed to detect. In summary, the suggested method is suited to detecting DDoS attacks,
since it detects attack flow more effectively and efficiently than DNN, RF, and DT and
achieves greater accuracy in attack detection than other methods. In addition, the proposed
technique can provide greater security against attacks. The explanation part is more unique
than the proposed method, leading to attack certainty and reduced false positives.

WS D 0 4 4 LA L

T T T T T T T
0 1000 2000 3000 4000 5000 6000
Flow Packets/s

Figure 10. Flow packets per second—benign state feature value.
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Figure 13. Backward packets per second—attack state feature value.

6. Conclusions

Security researchers are very interested in ML-based IDSs, but due to the black-box
nature of these systems, they are not widely deployed in operational environments. Most
anomaly detection methods find the anomalies, but there is no confidence in the attack.
It is uncertain what factors influence their decisions. A system must be efficient if it is to
quickly distinguish between attack flows and benign flows. In this paper, we proposed
a method to detect DDoS attacks using anomaly detection that overcomes traditional Al-
based problems. The proposed method provides instance-by-instance explanations, local
and global explanations, and feature correlations. The outcomes help identify important
decision-making criteria that finally enable determining the certainty of a detected DDoS
attack. First, we extracted the features from the network traffic with the CIC flow meter,
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trained the model, and detected the anomalies. Then, we explained the detected anomaly
and found the most influential features for each anomaly. After that, we created the list of
most informative DDoS attack detection features and customized the threshold for each
feature. Finally, we matched both feature lists and found the most informative features for
DDoS attacks with feature impact weights. If the selected feature exceeds the threshold,
this instance will be identified as a DDoS attack. We evaluated the method with three
attack types and conducted experiments on Windows and Raspberry Pi 4. The results
of the comparison experiment show that the proposed method can identify attack flow
more effectively and quickly than the current state of the art. Currently, most DDoS attack
detection methods are implemented and tested using static datasets. In future work, we
will deploy this system with the simulated attacks in real-time IoT networks. This will lead
to finding a more accurate, reliable, and realistic method of detecting DDoS attacks.
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