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a b s t r a c t

We present taffo, a framework that automatically performs precision tuning to exploit the perfor-
mance/accuracy trade-off. In order to avoid expensive dynamic analyses, taffo leverages programmer
annotations which encapsulate domain knowledge about the conditions under which the software
being optimized will run. As a result, taffo is easy to use and provides state-of-the-art optimization
efficacy in a variety of hardware configurations and application domains. We provide guidelines for the
effective exploitation of taffo by showing a typical example of usage on a simple application, achieving
a speedup up to 60% at the price of an absolute error of 3.53×10−5. taffo is modular and based on the
solid llvm technology, which allows extensibility to improved analysis techniques, and comprehensive
support for the most common precision-reduced data types and programming languages. As a result,
the taffo technology has been selected as the precision tuning tool of the European Training Network
on Approximate Computing.
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1. Motivation and significance

Approximate Computing is an increasingly popular approach
o achieve large performance and energy improvements in error-
olerant applications [1,2]. This class of techniques aims at trading
ff computation accuracy for performance and energy. Within
pproximate Computing, a key issue is to perform each compu-
ation on the most energy and performance-efficient data type
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that allows to preserve the desired minimum accuracy. This non-
trivial task is usually performed manually by embedded systems
programmers, and in general by software developers that need
to achieve high performance with limited resources. However,
this operation is error-prone and tedious, especially when large
code bases are involved. Thus, a significant research effort has
been spent over the recent years to build compiler-based tools
to support or entirely replace the programmer effort [3].

In this work, we present taffo, an autotuning framework
that aims at optimising the selection of data types in C and C++
programs, particularly by replacing floating point operations with
equivalent ones based on other representations, including fixed
point. taffo has been proven to enable major speedups on most
error-tolerant classes of applications when targeting embedded
microcontrollers that lack hardware support for floating point
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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perations, but can also help improve performance and energy on
ore high-end platforms. taffo is implemented as a set of plug-

ns for the industry-grade llvm compiler framework, enabling its
eployment in most modern systems.

. Related works

According to the classification given by Cherubin and Agosta
n [3], in the state of the art other precision tuning tools similar
o taffo are CRAFT [4], Rosa [5] and Daisy [6]. Other tools focus
nly on one aspect of precision tuning – such as verification of
rror constraints, or the generation of a data type assignment –
nd do not provide a comprehensive applicative solution.
CRAFT is a precision tuning framework based on modifying a

ompiled binary. Through a binary search, an initial set of data
ype assignments is successively refined to produce a final rec-
mmendation. The precision/performance tradeoff is evaluated
ynamically by instrumenting the modified binary at each step
f the search. CRAFT is exclusively based on dynamic analyses,
nd is limited to applications targeting the Intel x86 processor
rchitecture. The data types supported by CRAFT are single and
ouble precision floating point.
Rosa is a source-to-source compiler that tunes a program

epending on a contract-based specification language that in-
ludes the precision requirement of each function. It is limited
o programs written in Scala, and uses the Z3 solver [7]. Daisy
s a refined version of Rosa that – among other improvements –
mploys the dReal solver [8] instead of Z3. Rosa and Daisy are
imited by the restriction to the Scala language and their usage
f a DSL for describing precision requirements. Additionally, they
upport only single and double precision floating point data types.
Amongst tools that are based on llvm, the most relevant one

s Precimonious [9]. Precimonious computes the most efficient
recision mix within an error threshold for a C program. It sup-
orts single precision, double precision and 80-bit floating point
ata types, and the search for the best precision mix is performed
ith the delta-debugging algorithm [10]. While Precimonious is
imilar to taffo in its use of llvm, it employs dynamic analyses.
dditionally, Precimonious is based on a dated version of LLVM,
hich limits its usefulness.
We can notice that most precision tuning tools target floating

oint data types, overlooking other representations. This is ap-
ropriate in the high-performance-computing context, but limits
pplicability in edge computing applications. taffo fills this gap,
roviding an increased set of supported data types – including
ixed point. Additionally, static analyses are less common than
ynamic analyses. In fact, taffo is unique amongst llvm-based
recision tuning tools in exploiting only static analyses.

. Software description

taffo tackles all the challenges of precision tuning [3], and it
oes so by using safe and deterministic static analyses.
The user is expected to annotate the source code to provide in-

ormation on the dynamic value range for the input variables and
n the scope of the optimization. In general, to achieve the best
esults, the optimization scope should be a mathematically inten-
ive computational kernel. The annotations to insert depends on
he input data to the program, therefore the typical user of taffo
s a domain expert who has access to the required information. A
tatic data flow analysis propagates the value ranges to all the
ntermediate values in the program and determines the set of
ariables that need to be changed in type. This analysis is able
o operate across function calls and loops if required.

Based on the fine-grained description of the dynamic value

anges produced by the data flow analyses, taffo performs the C

2

ata type allocation. For each dynamic value range, a constraint is
derived on the data type such instruction can use. At this point,
taffo determines the data type to assign to each variable auto-
matically. Two different approaches are available for this task. The
first one exploits a local best-fit algorithm that performs adjacent
similar type coalescing. A customisable cost function can take into
account the overhead introduced by type cast operations only,
which varies depending on the target architecture. A second more
complex algorithm [11] builds a partial mathematical model of
the program that describes the variation in execution time and
output error for a given architecture depending on the data type
selection. This model is fed into an integer-linear-programming
constraint solver to select the optimal data types for each variable
that must be optimized. This new approach requires a more
through architectural model and is more effective for embedded
platforms, while the simpler local best-fit algorithm is more
effective on superscalar architectures.

Once the data type has been decided, taffo performs the code
conversion on the llvm-ir. Whenever an equivalent instruction
(or pattern of instructions) is not immediately available — e.g. in
the case of a function call to a generic function — taffo imple-
ments a two-way best-effort approach. In case of called functions
whose definition lives within the same file, taffo creates an ad-
hoc version of the callee. In the rest of unknown cases, taffo
rejects the proposed data type and locally uses the original one.
Appropriate type-cast operations are inserted if required.

Additionally, in beta versions of taffo, in the case of well-
known functions, equivalent fixed point code can be generated
on-demand [12].

Finally, taffo performs a functional and performance estima-
tion of the conversion’s benefits via static analysis techniques. It
is worth to mention that both the cost function from the data
type allocation, and the performance estimator from this last
stage require an architectural model of the target machine. In
absence of such model, taffo uses default values which may be
suboptimal for the target architecture.

3.1. Software architecture

taffo operates during code compilation as a plug-in for the
llvm compiler infrastructure. This design decision creates several
benefits.

Portability The technique is agnostic with respect to source lan-
guage and target architecture.

Fine-Grained Data type is allocated to each individual operation
rather than declared variables.

Compatibility May be combined with other optimisation tech-
niques.

affo accepts as input llvm intermediate code representation,
nd it produces the same format as output. The llvm-ir-

equivalent version of a C/C++ program can be obtained via clang.
A plain un-modified version of the clang front-end is also able
to parse the additional annotations provided by the user in the
source code. These annotations will later be processed by the
initial stages of taffo. An example of how these annotations
appear in the source code is shown in Listing 1.

Annotations can be placed on any variable declaration, and
contain information about the value range of the variable itself,
and additional directives that affect taffo’s operation. Detailed
documentation on the syntax and the semantics of annotations is
found in the taffo project repository.1

1 https://github.com/TAFFO-org/TAFFO/blob/master/doc/
ommandLineReference.md

https://github.com/TAFFO-org/TAFFO/blob/master/doc/CommandLineReference.md
https://github.com/TAFFO-org/TAFFO/blob/master/doc/CommandLineReference.md
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1 float a __attribute((annotate("scalar(range(-10,10))"))); float b __attribute((annotate("scalar()")));

Listing 1: Example of annotated C code where the programmer is requesting the transformation of variables a and b to a fixed point
type.
Fig. 1. Outline of the compilation pipeline using the clang compiler front-end with and without taffo. We highlight with red arrows the taffo pipeline stages.
Green elements refer to source code and the compiler front-end. Brown elements refer to passes of the optimizer; yellow elements correspond to the passes inserted
by taffo. Finally, the blue element represents the compiler back-end. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
e

taffo is shipped as a set of llvm passes, i.e. elementary units
of the compiler pipeline. In particular, the execution flow runs
through five stages: Initialization, Requirement Analysis, Data Type
Allocation, Code Conversion, Delta Estimation. The outline of the
compilation pipeline with and without taffo is shown in Fig. 1.
The passes can be inserted in any point of the optimization
pipeline, but usually they are executed immediately after the
frontend. Other normalization and analysis passes are automat-
ically scheduled by llvm as required.

Initialization. The Initialization pass processes the user annota-
tions, and determines the scope of the transformation which will
be performed by later passes — in other words which instructions
are affected by the type change of the annotated variables. This
process is performed through a reverse depth-first iteration in the
data flow graph.

Requirement analysis. This pass performs a fine-grained require-
ments analysis meant to augment the existing LLVM-IR with
additional information. The most important task performed is a
Value Range Analysis (VRA) based on Interval Analysis [13], and
a simplified symbolic execution framework.

The data type allocation pass. The Data Type Allocation pass de-
cides which data type should be used for each intermediate
value. It is designed to avoid overflow. Secondarily, it attempts
to minimise accuracy loss and performance degradation due to
type cast overhead.

The data types supported by taffo are single and double
precision floating point, bfloat16 and fixed point types of arbitrary
size and point position. The set of types allowed in the optimized
program can be adjusted at compile time.

The code conversion pass. The code conversion and supplemen-
tary code generation pass modifies the program code in order to
enforce the usage of the data types determined by the previous
passes of taffo. It preserves code semantics within the given
value ranges. Whenever the conversion of an unknown external
procedure is required, the data type is retained to the original
version.

The error propagation pass. This pass performs an additional code
analysis which estimates the error in the output with respect to
the original code. The error analysis is based on affine number
theory [14,15] in order to handle cancellation errors.
3

4. Illustrative example

In order to illustrate the functionalities of taffo, we show
how to optimize an example application, whose source code is
reported in Listing 2. This application computes an optical blur
(bokeh) on a pre-existing image in ppm format. The core of the
application consists of a convolution of the source image with a
fixed-size kernel image, producing in output the blurred picture.
Similar image convolution algorithms are widespread not only
in the image editing field, but they also find application in the
machine-learning field as a pipeline for image recognition.

At a fundamental level, taffo provides an eponymous com-
mand line program, taffo, for compiling a C or C++ program by
performing precision tuning optimizations. A standard invocation
of clang or gcc can be replaced with an invocation to taffo to
nable such optimizations. However, using taffo is equivalent to

using clangwhen compiling a program without any annotations.
In general, taffo requires annotations to be placed on every

floating point variable declaration that shall be subject
to precision tuning. Therefore, the first step in modifying a pro-
gram to enable taffo’s optimizations is to identify such
variables and annotate them using an empty annotation
(__attribute__((annotate("scalar()")))). These annotations do
not need to contain any range information.

In the example program, such annotations were placed on
the kernel matrix, which stores the convolution kernel, and on
the two dynamically allocated arrays containing the input and
output images respectively. Since the kernel computation process
represents only a small fraction of the total execution time of the
tool, its floating point variables were not annotated. taffo will
take care of inserting the proper casts automatically to handle the
mixup of annotated and non-annotated variables. Typically, it is
not needed to optimize an entire program with taffo to obtain
speedups, just the main computational kernel suffices.

In addition to deciding which variables will be considered for
optimization, the programmer must specify the dynamic value
range of input variables. By input variables we intend those vari-
ables whose value at runtime depends purely on external factors.
In the example program, we position the range annotations on
the output variables of the fscanf input call.

Finally, the range and error analyses in taffo require the
user to specify one or more output variables using a target
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1 #define RADIUS (8)
2 #define K_SIDE (RADIUS*2+1)
3 float kernel[K_SIDE][K_SIDE]
4 __attribute__((annotate("scalar()")));
5 #define GET_PIX(image, w, h, x, y) \
6 ((image)+(y)*(w)*3+(x)*3)
7 #define MIN(a, b) ((a) < (b) ? (a) : (b))
8 #define MAX(a, b) ((a) > (b) ? (a) : (b))
9 #define CLAMP(min, v, max) \

10 (MAX((min), MIN((v), (max))))
11
12 void bokeh(float *res, float *image,
13 int w, int h)
14 {
15 for (int y=0; y<h; y++)
16 for (int x=0; x<w; x++)
17 for (int ky=0; ky<K_SIDE; ky++)
18 for (int kx=0; kx<K_SIDE; kx++) {
19 int oy = y - (K_SIDE-1)/2 + ky;
20 int ox = x - (K_SIDE-1)/2 + kx;
21 if (oy < 0 || oy >= h
22 || ox < 0 || ox >= w)
23 continue;
24 GET_PIX(res,w,h,ox,oy)[0]+=
25 GET_PIX(image,w,h,x,y)[0]
26 *kernel[ky][kx];
27 GET_PIX(res,w,h,ox,oy)[1]+=
28 GET_PIX(image,w,h,x,y)[1]
29 *kernel[ky][kx];
30 GET_PIX(res,w,h,ox,oy)[2]+=
31 GET_PIX(image,w,h,x,y)[2]
32 *kernel[ky][kx];
33 }
34 }
35
36 void compute_kernel(void)
37 {
38 for (int y=0; y<K_SIDE; y++)
39 for (int x=0; x<K_SIDE; x++) {
40 kernel[y][x] = 0.0;
41 }
42
43 float step = 1.0 / 32.0;
44 float mass = M_PI * RADIUS * RADIUS;
45 for (float y=0; y<K_SIDE; y+=step)
46 for (float x=0; x<K_SIDE; x+=step) {
47 float cx =
48 x - (float)(K_SIDE)/2.0 + 0.5*step;
49 float cy =
50 y - (float)(K_SIDE)/2.0 + 0.5*step;
51 if (cx*cx + cy*cy < RADIUS*RADIUS)
52 kernel[(int)y][(int)x] +=
53 (step*step) / mass;
54 }
55 }
56
57 int read_ppm(FILE *fp, float **image,
58 int *w, int *h)
59 {
60 char buf[10];
61 uint64_t max __attribute__((annotate
62 ("scalar(range(255,255)disabled)")));
63
64 fscanf(fp, "%s", buf);

65 if (strcmp(buf, "P3") != 0)
66 return 0;
67 fscanf(fp, "%d%d%"PRIu64, w, h, &max);
68 *image = calloc(sizeof(float), (*w)*(*h)*3);
69 for (int y=0; y<*h; y++) {
70 for (int x=0; x<*w; x++) {
71 for (int p=0; p<3; p++) {
72 uint64_t tmp __attribute__((annotate
73 ("scalar(range(0,255)disabled)")));
74 fscanf(fp, "%"PRIu64, &tmp);
75 GET_PIX(*image, *w, *h, x, y)[p] =
76 (float)tmp / (float)max;
77 }
78 }
79 }
80 return 1;
81 }
82
83 int write_ppm(FILE *fp, float *image,
84 int w, int h)
85 {
86 fprintf(fp, "P3\n%d%d\n%d\n",
87 w, h, 0x7FFFFFFF);
88 for (int y=0; y<h; y++) {
89 for (int x=0; x<w; x++) {
90 for (int p=0; p<3; p++) {
91 uint64_t cc = (uint64_t)(CLAMP(0.0,
92 GET_PIX(image, w, h, x, y)[p], 1.0)
93 * 0x7FFFFFFF);
94 fprintf(fp, "%"PRIu64"", cc);
95 }
96 }
97 fprintf(fp, "\n");
98 }
99 return 1;

100 }
101
102 int main(int argc, char *argv[])
103 {
104 if (argc != 3)
105 return 1;
106
107 float *image
108 __attribute__((annotate("scalar()")));
109 int w, h;
110 FILE *fp = fopen(argv[1], "r");
111 if (!read_ppm(fp, &image, &w, &h))
112 return 1;
113 fclose(fp);
114
115 float *res __attribute__
116 ((annotate("target(’res’)scalar()")));
117 res = calloc(sizeof(float), w*h*3);
118 compute_kernel();
119 bokeh(res, image, w, h);
120
121 fp = fopen(argv[2], "w");
122 write_ppm(fp, res, w, h);
123 fclose(fp);
124
125 free(image);
126 free(res);
127 return 0;
128 }

isting 2: The listing of the example program illustrated in Section 4, including the annotations required by taffo.
nnotation. We add this additional annotation on the dynamic
rray which will contain the output image.
After these simple modifications, the program is ready to be

ompiled using taffo. The command line we use is the following:
1 taffo -O3 bokeh.c -o bokeh_taffo

Once the compilation completes, the file bokeh_taffo will
ontain the executable program optimized by taffo.
4

In Fig. 2 we show an example picture as processed both by
the unmodified example program, and the same program opti-
mized by taffo. The two images appear identical. The maximum
difference between the pixel component values of the two images
is 3.53 × 10−5, which is consistent with the two images being
identical except for the quantization error introduced by the
conversion to fixed point. The execution time is also different
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Fig. 2. Output of the example program shown in Listing 2, both in its original form (left), as optimized by taffo (right), and the difference between the two images
center). The maximum difference between the pixel component values of the two images is 3.53× 10−5 , a difference that disappears completely when re-scaled to
-bit component values.
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etween the taffo optimized version and the unmodified floating
oint version. This is especially noteworthy on architectures with
low floating-point units. For instance, one run of the unmodi-
ied floating-point kernel function, as compiled by LLVM Clang
0.0.1 on a ARM1176JZ-F processor clocked at 700 MHz takes
3.4 s, while the optimized version compiled with taffo executes

in 8.4 s. This amounts to a speedup of 60%.
Additional arguments can be passed to taffo to further de-

crease the precision of the output. As an example, the argument
-Xdta -totalbits -Xdta 8 will instruct taffo to prefer 8 bit
fixed point numbers. Exhaustive documentation of these options
is found in the taffo documentation.

5. Impact

Approximate Computing is an emerging field that is quickly
gaining traction and attention from industry and research groups,
as attested by a number of very recent literature reviews [1–3,16].
Apart from taffo, current state-of-the-art tools for precision tun-
ing include Precimonious [9], Daisy [6] and CRAFT [4]. These tools
are either based on dynamic analyses (such as Precimonious and
CRAFT) or require the use of domain-specific languages (CRAFT).
As a result, taffo is unique in its ability to be both language-
independent (due to its use of llvm-ir) and fully based on static
analyses.

taffo has been developed as part of the ANTAREX project
[17,18], and is currently the only solution for precision tuning
available for the industry-standard llvm compiler [3]. Further-
more, taffo is the precision tuning tool adopted and supported
by the European Training Network on approximate computing,
APROPOS.2 This network will train the next generation of approx-
imate computing experts in Europe, and includes 14 institutions
from 9 countries. taffo is supported by the Italian National In-
teruniversity Consortium for Informatics (CINI) Workgroup on
High Performance Computing as one of its key technologies [19].
As such, taffo will be used as the precision tuning tool by the
EuroHPC TEXTAROSSA consortium [20], which aims at providing
mixed precision support in extreme-scale computing systems.
The consortium comprises, beyond CINI, three European HPC
centers, as well as the key industrial providers of HPC in Europe.
As a result, taffo is ideally positioned to become the main tool
for mixed precision tuning of applications across a wide range of
domains and platforms. In fact, since taffo is based on llvm-ir,
which is platform and language independent, it can be used in
GPU applications or as a part of an HLS toolchain. The only basic
requirement is to introduce the appropriate annotations in the
intermediate llvm-ir code, be it a shader kernel for a GPU or a
program meant for HLS synthesis.

The potential impact of taffo is reinforced by use-case ex-
plorations performed in the field of operating system sched-
ulers [21], activity classification [22] and motor field-oriented

2 https://projects.tuni.fi/apropos/
5

control [23]. Thanks to the precision tuning optimization per-
formed by taffo, the operating system scheduler state machine
update function achieved a speedup up to 80%, the activity clas-
sification workload gained a speed-up of approximately 500%,
and the algorithm for field-oriented control obtained a speedup
of approximately 250%. The effectiveness of taffo has also been
proven on well-known benchmark suites such as AxBench [24]
and PolyBench [25] in works such as [11,26]. In particular, in [12]
the usage of taffo for optimizing the implementation of trigono-
metric functions in the benchmarks of the AxBench suite resulted
in energy savings of up to 60%.

6. Conclusions

In this paper, we described the structure of taffo, a precision
tuning assistant based on compiler analyses and transformations.
We provide an overview of the key software components, and
how they tackle the precision tuning challenges. We believe
taffo represents a valuable addition to any hardware/software
co-design toolchain. Its main features — portability, fine granular-
ity, and compatibility — allow it to fit in contexts ranging from
HPC to embedded systems.

Although taffo’s main focus remains fixed point represen-
tations, its approach generalises well to new, trending numeric
representations such as bfloat16. Future releases of taffo will
explicitly support bfloat16 and an increased set of numeric rep-
esentations, parallel applications, GPU-based kernels and High-
evel-Synthesis workflows.
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