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A B S T R A C T

Linear diagrams have been shown to be an effective method of representing set-based data. Moreover, a number
of guidelines have been proven to improve the efficacy of linear diagrams. One of these guidelines is to
minimise the number of line segments appearing in a diagram. We show this problem to be NP-hard.
. Introduction

Set-based data is prevalent in a number of domains, in particular
ntologies [1] and their application to, for example medicine [2–4],
nd law [5]. These fields demand precision and accuracy with the
nterpretation of data, and thus approaches which aid the end-user with
he interpretation are beneficial. Visualisation is one such approach:
y representing information diagrammatically, it can be conveyed in a
ompact form [6].

Amongst the factors limiting the uptake of visualisations are usability
7], scalability [8], and automated support [9,10]. These factors are
elated: without adequate tool support, drawing diagrams that convey
large amount of data is difficult, but scalability is not solely reliant

n automated procedures. Similarly, the scalability of a diagrammatic
otation will affect its usability, but is not the sole contributing factor.
n this paper, we address the third factor (automated support) directly,
ith the intention of ameliorating issues with the usability and scala-
ility. For a given representation of set-based data, linear diagrams, we
rove that satisfying a key drawing guideline is NP-hard. Through the
eduction, we identify other areas which can provide effective drawing
lgorithms for linear diagrams.

This paper is structured as follows. In Section 2, we examine in
etail the objects of study: linear diagrams, whilst in Section 3 we show
he problem of minimising line segments is NP-hard. In Section 4 we
rovide a brief overview of approaches that are now available to solve
raw linear diagrams in an effective manner.

. Background and related work

Linear diagrams are the focus of this article. They were originally
ormulated by Leibniz [11], and use parallel (horizontal) lines to rep-
esent sets and their intersections. We give a brief overview of the
yntax and semantics of linear diagrams pertinent to this paper here;
he reader is directed to [12] for a more complete description.

∗ Corresponding author.
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Fig. 1 shows a linear diagram, consisting of six sets: each horizontal
space (here coloured) represents a given set. The sets are composed of
individual line segments. In Fig. 1, for example, there is one line segment
representing the set News; meanwhile, four line segments represent the
set Android. The vertical space in the diagram is divided into overlaps,
which represent the intersections between the sets. An overlap can be
encoded as a list of sets, precisely those which have a line segment
in that overlap. For example, the right-most overlap of Fig. 1 may be
encoded as [𝐵𝑜𝑜𝑘𝑠, 𝑆𝑡𝑎𝑟𝑠,𝑁𝑒𝑤𝑠].

In each overlap, the represented intersection is that which con-
tains precisely the represented sets which have a line segment in that
overlap. This example overlap then represents the set intersection:

𝐵𝑜𝑜𝑘𝑠 ∩ 𝑆𝑡𝑎𝑟𝑠 ∩𝑁𝑒𝑤𝑠 ∩ 𝐴𝑛𝑑𝑟𝑜𝑖𝑑 ∩ 𝐶𝑎𝑟𝑠 ∩𝑀𝑒𝑑𝑖𝑎

where �̄� represents the complement of the set 𝐴. We can now define a
linear diagram:

Definition 1. A linear diagram 𝑑 = (𝑆(𝑑), 𝑜(𝑑)) is a pair consisting of
a list of sets of 𝑑, 𝑆(𝑑), and a list of overlaps of 𝑑, 𝑜(𝑑). The length
of 𝑑, denoted |𝑑|, is given by the length of 𝑜(𝑑). The number of line
segments of 𝑑 is denoted 𝑠𝑒𝑔(𝑑).

This definition uses lists, an ordered structure, to define linear
diagrams. One could define the sets and overlaps of a linear diagram
as sets, in a similar fashion to the curves and zones of Euler and Venn
diagrams [13]. We would then have an abstract description of a linear
diagram, which could be instantiated by different concrete (drawn)
diagrams. For example, a different vertical ordering of the sets would
keep the abstract description unchanged, but produce a different drawn
diagram. This abstract–concrete distinction makes sense in the region-
based diagrams. For linear diagrams, however, we can define both the
underlying data, and the way in which it could be represented, at the
same time. For the purposes of this paper, we will only be concerned
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Fig. 1. Visualising sets: linear diagrams. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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with the ordering of the overlaps, and thus we require the following
definition to equate two linear diagrams which represent the same
collection of sets:

Definition 2. A pair of linear diagrams 𝑑 = (𝑆(𝑑), [𝑜1,… , 𝑜𝑛]) and
𝑑𝑝 = (𝑆(𝑑), [𝑜′1,… , 𝑜′𝑛]) are equivalent iff there exists a permutation 𝑝
such that 𝑝([𝑜1,… , 𝑜𝑛]) = [𝑜′1,… , 𝑜′𝑛]. If 𝑑 and 𝑑𝑝 are equivalent, denoted
𝑑 =𝐿𝐷 𝑑𝑝, then we say that 𝑑 is a re-arrangement of 𝑑𝑝 (and vice
versa).

This definition can easily be extended to include re-orderings of the
list of sets, but is not necessary for this work.

Linear diagrams were shown to be more effective than Euler and
Venn diagrams at representing set-based information in [14]. In [15],
meanwhile, linear diagrams performed well against Euler diagrams
when representing set-based information with cardinality, whilst in
[16] linear diagrams performed at a similar level to mosaic diagrams.
Drawing guidelines for linear diagrams were developed in [17], which
can be seen implemented in Fig. 1: vertical grey guidelines are used to
delineate one overlap from another; each set is drawn using a single
colour; the line segments are narrow; and some others.

Chiefly of interest for this paper is that one should ‘‘draw linear dia-
grams with a minimal number of line segments’’ [17]. A drawing algorithm
was given in that paper, but the question of whether more effective
drawing algorithms existed (i.e. those which produced equivalent linear
diagrams with fewer line segments) was not addressed. That a minimal
number of line segments should be used is supported by other work.
Whilst not the primary focus of [18], Stapleton et al. noted that ‘‘broken
lines were problematic’’ for users. In [19], users were given the ability
to minimise the number of line segments for particular sets of interest:
those that did were significantly more accurate, confident and quick
in answering questions relating to the sets of interest. Meanwhile, [20]
described how as line segments increased, the perceived clutter of a
diagram was found to increase as well. Perceived clutter is a measure
which is found to correlate well (inversely) with efficacy in both Euler
diagrams [21] and linear diagrams [22].

The goal of this paper is to attempt to provide solutions for the
drawing guideline of [17], namely:

Problem 1. Given a linear diagram 𝑑, which re-arrangement of 𝑑
contains the smallest number of line segments? More formally, given
a linear diagram 𝑑, find 𝑝⋆ such that 𝑠𝑒𝑔(𝑑𝑝⋆ ) = min𝑝 𝑠𝑒𝑔(𝑑𝑝), for all 𝑝
such that 𝑑 =𝐿𝐷 𝑑𝑝.

3. On complexity

Problem 1 is a combinatorial optimisation problem. It makes sense,
then, to discuss the computational complexity of Problem 1. In this

section, we show the Consecutive Block Minimisation Problem (CBMP) s

2

reduces to Problem 1. The CBMP which was shown to be NP-hard in
[23]. Even a severely restricted version was shown to be NP-hard in
[24]. We thus prove that Problem 1 is NP-hard.

Consecutive Block Minimisation Problem: (As given in [24]) Given a
binary matrix 𝐴 (of size 𝑚 × 𝑛), let 𝐴𝑝 be the matrix induced by
a permutation 𝑝 of the columns of 𝐴. The score of a permutation,
𝑠(𝐴𝑝), is the number of entries 𝑎𝑖,𝑝(𝑗) such that:

• 𝑎𝑖,𝑝(𝑗) = 1 and
• either

– 𝑎𝑖,𝑝(𝑗+1) = 0, or
– 𝑝(𝑗) = 𝑛.

Which permutation 𝑝 minimises 𝑠(𝐴𝑝)?

e begin by giving the transformation:

Algorithm 1 Transforming CBMP to Problem 1
1: procedure transform(𝐴) ⊳ 𝐴 an 𝑚 × 𝑛 binary matrix
2: 𝑆(𝑑) ← [𝑠1,… , 𝑠𝑚] ⊳ Create a list of 𝑚 distinct set names
3: 𝑜(𝑑) ← []
4: for 𝑖 = 1,… , 𝑛 do
5: 𝑜𝑖 ← []
6: for 𝑗 = 1,… , 𝑚 do
7: if 𝑎𝑖,𝑗 = 1 then
8: 𝑜𝑖 ← 𝑜𝑖 ++ [𝑠𝑗 ] ⊳ ++ appends two lists
9: end if
0: end for
1: 𝑜(𝑑) ← 𝑜(𝑑) ++ [𝑜𝑖]
2: end for
3: 𝑑 ← (𝑆(𝑑), 𝑜(𝑑))
4: end procedure

As an example, consider the binary matrix:

𝐴 =
⎛

⎜

⎜

⎝

1 0 1 0
0 0 0 1
1 1 0 0

⎞

⎟

⎟

⎠

Then, transform(A) could be:

𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖 (𝙰) = ([𝑠1, 𝑠2, 𝑠3], [[𝑠1, 𝑠3], [𝑠3], [𝑠1], [𝑠2]]).

bviously, the choice of set names is arbitrary: they need only be a
istinct set of names. This diagram would be drawn as shown in Fig. 2.

The complexity of transform is 𝑂(𝑚𝑛) (where 𝐴 has 𝑚 rows and 𝑛
olumns), hence is polynomial. We next prove that the number of line

egments in 𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴) is equal to 𝑠(𝐴).
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Fig. 2. Transforming a binary matrix.

Claim 1. Given a binary matrix 𝐴 of size 𝑚 × 𝑛:

𝑠𝑒𝑔(𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚(𝐴)) = 𝑠(𝐴)

roof. Let 𝐴 be given. We prove the claim by induction on 𝑛, the
umber of columns of 𝐴. We need only consider the case of a single row
f 𝐴: both 𝑠(𝐴) and 𝑠𝑒𝑔(𝑑) (for any 𝑑) can be calculated by counting the
locks (resp. segments) in each row (resp. set) separately, and summing
he results. In light of this, let 𝑖 ∈ {1,… , 𝑚} be given. We denote 𝑠𝑖(𝐴)
o be the block contribution of row 𝑖, and 𝑠𝑒𝑔𝑖(𝑑) to be the segment
ontribution of the 𝑖th set in 𝑑.

When 𝑛 = 1, either 𝑎𝑖,1 = 0 or 𝑎𝑖,1 = 1. In the former case,
𝑖(𝐴) = 0 and in the latter 𝑠𝑖(𝐴) = 1. Meanwhile, in the former
ase 𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴) = ([… , 𝑡𝑖,…], [𝑜]), where 𝑡𝑖 ∉ 𝑜, and thus 𝑠𝑒𝑔𝑖
𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)) = 0 = 𝑠𝑖(𝐴). In the latter case, 𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴) =
[… , 𝑡𝑖,…], [[… , 𝑡𝑖,…]]), and so there is one line segment for set 𝑡𝑖. Thus,
e have

𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)) = 1 = 𝑠𝑖(𝐴).

Assume that the claim is true for 𝑛 = 𝑘 (i.e. the induction hypothesis
s that when 𝑛 = 𝑘, 𝑠𝑖(𝐴) = 𝑠𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)), and consider 𝑛 = 𝑘 + 1.

There are four cases, depending on the values of 𝑎𝑖,𝑘 and 𝑎𝑖,𝑘+1. For
eadability, we will refer to the matrix formed from the first 𝑘 columns
f 𝐴 by 𝐴′:

1. 𝑎𝑖,𝑘 = 0, 𝑎𝑖,𝑘+1 = 1. Given the definition of 𝑠, we have 𝑠𝑖(𝐴) =
𝑠𝑖(𝐴′) + 1. Similarly, there is one new line segment in trans-
form(𝐴) in set 𝑡𝑖 compared with transform(𝐴′), and thus
𝑠𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)) = 𝑠𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴′)) + 1. Using the induc-
tion hypothesis, then 𝑠𝑖(𝐴) = 𝑠𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)).

In the remaining cases, given the definition of 𝑠(𝐴), we have that 𝑠𝑖(𝐴) =
𝑠𝑖(𝐴′). Similarly, no new line segments for the 𝑖th set are introduced
when moving from transform(𝐴′) to transform(𝐴). Thus, since the
induction hypothesis gives 𝑠𝑖(𝐴′) = 𝑠𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴′)), we have that
𝑠𝑖(𝐴) = 𝑠𝑒𝑔𝑖(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)), as required. The details are given below:

2. 𝑎𝑖,𝑘 = 0, 𝑎𝑖,𝑘+1 = 0. 𝑠𝑖(𝐴) = 𝑠𝑖(𝐴′) owing to the first clause in the
description of 𝑠. Meanwhile, 𝑡𝑖 ∉ 𝑜𝑘 and 𝑡𝑖 ∉ 𝑜𝑘+1, and thus no
new line segment is added.

3. 𝑎𝑖,𝑘 = 1, 𝑎𝑖,𝑘+1 = 0. 𝑠𝑖(𝐴) = 𝑠𝑖(𝐴′) owing to the second clause in
the description of 𝑠: in the case of 𝐴′, the last column contains
a 1; and in the case of 𝐴, the penultimate column contains a
1, followed by a 0 in the last column. Meanwhile 𝑡𝑖 ∈ 𝑜𝑘 but
𝑡𝑖 ∉ 𝑜𝑘+1, and thus no new line segment is added.

4. 𝑎𝑖,𝑘 = 1, 𝑎𝑖,𝑘+1 = 1. 𝑠𝑖(𝐴) = 𝑠𝑖(𝐴′) owing to the second clause in
the description of 𝑠: in both 𝐴′ and 𝐴, the last column contains a
1. Meanwhile, 𝑡𝑖 ∈ 𝑜𝑘 and 𝑡𝑖 ∈ 𝑜𝑘+1, and thus no new line segment
is added.

Thus, for all 𝑛, 𝑠(𝐴) = 𝑠𝑒𝑔(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴)), as required. ■

We thus have that a permutation minimises 𝑠𝑒𝑔(𝚝𝚛𝚊𝚗𝚜𝚏𝚘𝚛𝚖(𝐴𝑝)) if
and only if 𝑝 also minimises 𝑠(𝐴𝑝). Then, as a consequence of trans-
form being a polynomial time transformation, we have that Problem 1
is at least as hard as CBMP, whence:

Theorem 1. Problem 1 is NP-hard.
3

4. Conclusions and future work

One of the findings of [17] was that ‘‘linear diagrams should be
drawn with a minimal number of line segments’’. The work of this paper
has shown that this is an NP-hard problem, and through the reduction
from CBMP has demonstrated that any algorithm for minimising CBMP
will also minimise line segments in a linear diagram. Consecutive block
minimisation is an active field of research, with heuristic methods
based on iterated local search [25], transformation to the travelling
salesman problem (see e.g. [26]) and other closely related problems
(e.g. minimising the number of 0s appearing as gaps [27]) all giving
possible algorithms for drawing linear diagrams. Because the instances
on which these other algorithms are tested are generally much larger
than linear diagrams that appear in the literature, the scalability of
drawing large diagrams can be addressed using these other approaches.
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