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Abstract  

Underground hydrogen storage can store grid-scale energy for balancing both short-term and long-

term inter-seasonal supply and demand. However, there is no numerical simulator which is 

dedicated to the design and optimisation of such energy storage technology at grid scale. This study 

develops novel simulation capabilities for GPSFLOW (General Purpose Subsurface Flow Simulator) 

for modelling grid-scale hydrogen and gas mixture (e.g., H2-CO2-CH4-N2) storage in cavern, deep 

saline aquifers and depleted gas fields.  

The accuracy of GPSFLOW is verified by comparisons against the National Institute of Standard and 

Technology (NIST) online thermophysical database and reported lab experiments, over a range of 

temperatures from 20-200 oC and pressure up to 1000 bar. The simulator is benchmarked against an 

existing model for modelling pure H2 storage in a synthetic aquifer. Several underground hydrogen 

storage scenarios including H2 storage in a synthetic salt cavern, H2 injection into a CH4-saturated 

aquifer experiment, and hydrogen storage in a depleted gas field using CO2 as a cushion gas are used 

to test the GPSFLOW’s modelling capability. The results show that GPSFLOW offers a robust 

numerical tool to model underground hydrogen storage and gas mixture at grid scale on multiple 

parallel computing platforms.  

Keywords:  GPSFLOW, Underground H2 and gas mixture storage, H2 Thermodynamic model, 

Numerical simulation 
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Introduction 

To limit the rise in global temperature to 1.5 oC, a number of countries have pledged to reach net-

zero greenhouse gas emissions by mid-century. The IEA’s recent analysis suggests that in the net 

zero emissions scenario hydrogen will account for 13% (~ 510 million tonnes of H2) of global energy 

final demand in 2050, with 60% of hydrogen production coming from water electrolysis and the rest 

from natural gas in combination with carbon capture, utilization and storage [1]. The UK is the first 

major economy to set legally binding targets for achieving net-zero emissions by 2050. Hydrogen is 

identified to play a key role in achieving the UK’s net-zero goal, primarily aiding the decarbonization 

of heating and long-distance travel such as heavy goods vehicles and ships [2].  

It is estimated that by 2050 the UK will need 200-300 TWh of hydrogen use to meet the net zero 

target, with a storage capacity of at least 15 TWh (~450k tonnes of H2) storage capability to meet 

short-term and seasonal supply and demand variability [2-4]. Globally, although the total hydrogen 

storage capacity required to meet net zero emissions has not been reported in the IEA’s recent 

analysis, it is, however, generally agreed that stored hydrogen can help balance both seasonal 

fluctuations in electricity demand and imbalance between hydrogen demand and its supply by 

renewable systems (e.g., [1, 4, 5]. 

There are several different grid-scale hydrogen storage technologies including underground (e.g., 

depleted gas fields, aquifers, salt caverns, etc.) and above-ground storage facilities (e.g., pipeline and 

vessels). Each has its own advantages and constraints. Studies suggest that for seasonal large-scale 

storage, underground salt caverns and depleted gas fields are more favourable than above-ground 

storage technologies [4-6]. Although underground hydrogen storage is not a new concept, only three 

sites in the world currently store hydrogen in salt caverns in the UK and United States [7]. 

The increased use of hydrogen to meet net zero emissions will inevitably lead to an increased 

demand for hydrogen storage capacity. The limited geographical variability of salt formation is the 

main constraint for salt caverns being widely used for hydrogen storage. Therefore, the repurposing 

of existing underground gas storage facilities for grid-scale hydrogen storage would provide an 

attractive alternative. Globally, 680 underground gas storage facilities were in operation at the end 

of 2015. This represents a working natural gas capacity of 413 billion cubic metres, with 80% storage 

capacity in depleted gas/oil fields [7]. Being already established technologies for natural gas storage, 

none of these underground storage facilities have yet to be repurposed for hydrogen storage.    

The knowledge gained by underground natural gas storage seems to be easily transferred to the 

case of hydrogen storage given the similarities in design, construction and operation. However, 

challenges remain for repurposing the existing gas facilities for hydrogen storage. Being the smallest 

chemical particle known, hydrogen gas has a high penetrability. It is more than 10 times lighter than 

methane in storage facilities, and migrates and diffuses in solids several times faster [8]. This 

requires the reassessment of caprock sealing capacity which is sufficient for natural gas.  In addition, 

as natural gas is not easily dispersed as hydrogen gas, trap formation must be reviewed to ensure 

that steep anticline structures prevent lateral dispersion. Furthermore, injection of hydrogen gas 

into existing underground gas storage facilities is a multiphase and multi-component flow problem. 

The complex interactions of injected hydrogen gas with indigenous gases, minerals, dissolved 

solutes, microbial metabolisms and host rock must be assessed before field implementation. 

For other underground hydrogen storage technologies, there is active research to explore the use of 

salt caverns for storing hydrogen and natural gas mixtures [9-11], which are produced using biomass 

or coal gasification. For saline aquifers, given that the cushion gas can take up to 80% of the 
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volumetric capacity of the storage [4, 12-14], to reduce the upfront investment required, nitrogen 

has been suggested to be used as the cushion gas [14, 15]. In our opinion, CO2 would serve this 

purpose better.  All the aforementioned underground storage technologies including hydrogen and 

natural gas mixture storage in salt caverns, the use of N2 or CO2 as the cushion gas to store hydrogen 

in saline aquifers or hydrogen storage in depleted gas fields are involved in multiphase and multi-

component flow phenomena. To assess, design and optimise these technologies, a numerical tool 

capable of accounting for these processes is required.      

Currently, there is no existing model which has been designed for modelling underground hydrogen 

and gas mixture storage, and can account for thermal, multiphase and multi-component flow.  There 

are several numerical models including DuMUx, ECLIPSE, TOUGH, OpenGeoSys-ECIPSE and COMSOL 

[14-18]. Wallace et al. [4] conducted a comprehensive review of the application of these models for 

hydrogen storage, along with the advantages and constraints of each model. Overall, these 

simulators have been developed for other applications. None of them have been verified for 

underground hydrogen storage simulation, including the solubility of hydrogen and gas mixtures in 

water/saline solutions and thermodynamic models for estimating key flow parameters such as the 

density and viscosity of hydrogen and gas mixtures. For example, the study of hydrogen in porous 

rocks the ECLIPSE compositional model shows poor performance in history matching for hydrogen 

storage in a depleted gas reservoir [19].  Lysyy et al. [20] used the solvent option of the ECLIPSE 

black oil model to simulate hydrogen flow processes. TOUGH+RealGas [21] provides simulation 

capability for subsurface flow processes with a mixture of gases including hydrogen. However, there 

are no reports regarding its application in hydrogen storage and no verification either.  

The key objective of this research is to develop a novel and robust simulator, which is designed to 

model underground hydrogen and gas mixture storage at grid scale. The novel simulator considers 

non-isothermal, multiphase-multi-component flow within a heterogeneous reservoir, by solving 

equations of heat, multiphase (gas and aqueous) and multi-component (e.g., H2-CO2-CH4-N2) flow 

over a range of temperatures from 25-200 oC and pressure up to 1000 bar. With the application of 

several state-of-the-art parallel computing techniques, the simulator is capable of modelling 

hydrogen storage at grid scale on a multi-core PC, workstation, and high-performance computing 

facility. 

The numerical simulator development in this study includes: 1) the deployment of a novel non-

iterative fugacity-activity thermodynamic approach to calculate the solubility of the pure gas (e.g., 

H2, CO2, CH4 and N2) and gas mixtures (e.g., H2-CO2-CH4-N2) in water and verification of the approach 

with available laboratory-reported data;  2) The development of a thermodynamic model for 

estimating density, viscosity and enthalpy of the pure gas and gas mixture based on the real gas law.  

The thermodynamic model was calibrated and/or verified by comparisons against the national 

institute of standards and technology (NIST) online thermophysical database; 3) The simulator was 

tested/benchmarked on five case studies including hydrogen storage in an aquifer, a salt cavern, a 

CH4-saturated aquifer experiment and in a depleted gas field as well as application of CO2 as a 

cushion gas for hydrogen storage in a depleted gas field. With the efficient parallel computing 

schemes, these new developments will pave the way for extending GPSFLOW modelling capability to 

include chemical and mechanical processes. This could provide a foundation to assess the impacts of 

the biogeochemical reactions on the hydrogen loss in the storage facility, as well as impacts of the 

thermo-mechanical behaviour on caprock sealing capacity.  
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Methodology  
Governing equations 
GPSFLOW is a general purpose subsurface flow simulator developed in C++ Programming by [22]. It 

solves the governing equations for non-isothermal, multiphase, multi-component flows in porous or 

fractured media, which are similar to reservoir simulators such as TOUGH, ECLIPSE, OpenGeoSys and 

DuMUx [16, 17, 23]. This study extends the simulator for modelling gas mixtures for underground 

hydrogen storage. The governing equations are summarized in Table 1. For mass balance, the total 

sum of mass fraction (𝑋𝛽
𝑖 ) in phase 𝛽 must equal to 1. Capillary pressure (𝑃𝑐𝛽 ) and relative 

permeability (𝑘𝑟𝛽) equations are required to complete the solution of the resulting system of 

equations. GPSFLOW provides options to select different relative permeability and capillary pressure 

equations, including the Brooks-Corey model, van Genuchten model, etc. Sink and source terms are 

specified by the mass production (q<0) or injection (q>0) rates of fluids or operation pressure as well 

as heat flow. Sinks and sources can be either constant or time dependent. The wells are 

implemented either as sources/sinks or by using the virtual node approach [24]. 

Mutual solubility of H2-CH4-CO2-N2 gas mixture in water 
A non-iterative activity-fugacity thermodynamic model was implemented in GPSFLOW to consider 

the mutual solubility of H2-CH4-CO2-N2 gas mixtures in water. This model is based on local 

thermodynamic equilibrium. This means that there is equality of the chemical potential of each 

component in gas and liquid phases at equilibrium, which can be written as: 

  𝐾𝑖 =
𝑦𝑖

𝑥𝑖
=

a𝑖

𝑓𝑖
  𝑖 = 𝐻2 ,𝐶𝐻4 ,𝐶𝑂2  𝑜𝑟 𝑁2     (1) 

where 𝐾𝑖 is the equilibrium constant of component 𝑖; 𝑦𝑖 and 𝑥𝑖 are mole fractions of component 𝑖 in 

gas and liquid phases, respectively; a𝑖 is the activity of component 𝑖 in the aqueous phase and 𝑓𝑖   is 

the fugacity of component 𝑖 in the gas phase. Making use of a𝑖 ≈ 𝛾𝑖 55.508𝑥𝑖 and assuming 55.508 

moles 𝐻2𝑂 per kg of aqueous phase and 𝑓𝑖 = 𝑃𝛷𝑖 𝑦𝑖, Eq. (1) leads to: 

𝐾𝑖 =
𝑦𝑖

𝑥𝑖
=

55.508𝛾𝑖

𝑃Ø𝑖
  𝑖 = 𝐻2 ,𝐶𝐻4, 𝐶𝑂2  𝑜𝑟 𝑁2   (2) 

where 𝛾𝑖 is the activity coefficient of component 𝑖; 𝑃 is the total pressure of gas phase and Ø𝑖 is the 

fugacity of component 𝑖 in the gas phase. 

To obtain the solubility of gases or mole fractions in both aqueous and gaseous phases, one of the 

mole fractions of each gas in either the aqueous or gaseous phase must be known, which can be 

treated as primary variables and solved directly from the mass balance equations. Gas mole fraction 

of a gas component is defined as the ratio of the amount of gas (expressed in moles) to the total 

amount of all gas components in a mixture (expressed in moles) including water vapour. For a two-

phase flow system with ng gas components, the maximum number of mole fractions solved from the 

mass balance equation is ng-1. For example, for a two-phase (gas and liquid) flow with the 

components H2, CH4, CO2, N2 and water (NK = 5), the number of phases (NPH) is 2 and ng is 4. In this 

case, the total number of variables which can be solved directly from the mass balance equations for 

each grid block is 5 (the same as NK). These include pressure, phase saturation, and gas mole 

fractions of H2, CH4 and CO2. Therefore, gas mole fractions of N2 and water vapour remain unknown, 

while for single phase (gas or liquid) flow with the above four gas components, the gas mole 

fractions of H2, CH4, CO2 and N2 and pressure can be solved directly from mass balance equations as 

the phase saturation is known. Vapour mole fraction is then calculated by 1.0 minus the sum of the 

ng gas mole fractions.  
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For two-phase flow, TOUGH2/EOS7C [25] uses an iterative approach to solve the mole fractions of 

the last gas component and water vapour. This approach often suffers convergence problems in 

applications. To avoid the iteration process, a simple approach involves ignoring the water vapour in 

gas flow (such as TOUGH3/EOC7CA, [26]). However, vapour is a very important component in many 

applications, and it should be considered in the simulations.  In this study, we used the normalised 

mole fraction defined by the ratio of the amount of a gas component in moles to total amount of all 

gas components in moles except water vapour. By this approach, the mole fraction of the last gas 

component in two-phase flow can be simply calculated by 1.0 minus the sum of the ng-1 gas mole 

fractions which can be solved directly from the mass balance equations. Vapour mole fraction is 

then calculated as a function of the vapour partial pressure and temperature. Therefore, the mole 

fraction of each gas component in the gas phase can be corrected by calculating the ratio of the 

normalised mole fraction of the gas component to 1.0 plus vapour mole fraction. This gas-liquid 

equilibrium-based approach avoids the unstable iteration processes and a similar approach has been 

also used in an improved TOUGH2 module [27]. Given that vapour mole fraction in the gas phase is 

typically less than a few percentage points in most applications, the approach can provide an 

adequate accuracy.   

Fugacity coefficients are calculated using the SRK EOS [28] cubic equation, combined with standard 

simple mixing rules and binary interaction coefficients. The binary interaction coefficients among H2, 

CH4, CO2, N2 and water vapour were obtained from published data [29-32]. Activities of H2, CH4 and 

N2 were calculated using the salting out coefficients and ionic strength of the solution, using values 

of the salting out coefficients in [33]. The activity of CO2 was estimated using the correlation of [34]. 

Equilibrium constants were calculated using SUPCRT92 and the slop98 database [35]. However, for 

CO2 where the temperature was below 100 oC, the equilibrium constant was calculated using partial 

molar volumes of [36]. Compared to laboratory-reported data [30, 37-41], the estimated solubility of 

pure gas of H2, CH4, CO2 and N2 in water has less than 5% error, except for cases of high temperature 

(≥ 200 oC) of H2 and CH4 gases (Figure S1-S4). 

Thermophysical properties of the gas phase 

Density 

Densities of pure gas or gas mixtures were estimated from SRK EOS as follows: 

𝜌𝑔,𝑖 =
𝑃𝑖 𝑀𝑊𝑖

𝑍𝑔 𝑅𝑇
  𝑖 = 𝐻2 ,𝐶𝐻4 ,𝐶𝑂2 , 𝑁2 𝑜𝑟 𝑤𝑎𝑡𝑒𝑟 𝑣𝑎𝑝𝑜𝑟   (3) 

And  

𝜌𝑔 = ∑ 𝜌𝑔,𝑖
𝑁𝐾+1
𝑖=1       (4) 

where 𝜌𝑔,𝑖 is the gas density of component 𝑖; 𝑃𝑖 is the partial pressure of component 𝑖; 𝑀𝑊𝑖 is the 

molecular weight of component 𝑖; 𝑍𝑔 is the gas compressibility factor; 𝑅 is the gas constant; 𝑇 is 

temperature and 𝜌𝑔  is the gas density of gas mixtures.  

The model provides accurate density estimations against NIST values for the single gas of H2, CH4 and 

N2 [8], with the maximum error of less than 1%. However, the model generally underestimates CO2 

density for low-temperature (< 100 oC) cases, with the maximum error up to 30% at a pressure of 

around 100 bar (Figures S1-S4). 
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Viscosity  

Viscosities of the pure gas or gas mixtures were calculated from the correlation developed from the 

friction theory in conjunction with the SRK EOS [42-44], as follows:   

𝜂 = 𝜂0 +  𝜂𝑓       (5) 

where 𝜂0  is the dilute gas viscosity term and 𝜂𝑓  is a residual fraction viscosity term. The dilute gas 

viscosity term is calculated by Chung et al.’s model [45] as: 

𝜂0,𝑖 = 40.785
√𝑀𝑊𝑖𝑇

𝑣
𝑐,𝑖
2/3

𝛺𝑖
∗

𝐹𝑐,𝑖     (6) 

where 𝜂0,𝑖 is the dilute gas term of component 𝑖, and 𝑣𝑐,𝑖 is the critical volume of component 𝑖, and 

𝐹𝑐,𝑖  for a nonpolar gas is: 

𝐹𝑐,𝑖 = 1 − 0.2756𝜔𝑖      (7) 

where 𝜔𝑖 is the acentric factor of component 𝑖. The reduced collision integral 𝛺𝑖
∗ of component 𝑖 

corresponds to 

𝛺𝑖
∗ =

1.16145

𝑇𝑖
∗ 0.14874 +  

0.52487

exp(0.7732𝑇𝑖
∗)

+  
2.16178

exp(2.43787𝑇𝑖
∗)

 

                                      −6.435 × 10−4𝑇𝑖
∗ 0.14874sin (18.0323𝑇𝑖

∗−0.7683 − 7.27371) (8) 

with  

𝑇𝑖
∗ =

1.2593𝑇

𝑇𝑐,𝑖
     (9) 

where 𝑇𝑐,𝑖  is the critical temperature of component 𝑖. For gas mixtures, the dilute gas viscosity term 

is calculated using the Wilke mixing rule [46] as 

𝜂0 = ∑
𝑦𝑖𝜂0,𝑖

∑ 𝑦𝑖 𝛷𝑖,𝑗
𝑁𝐾
𝑗= 1

𝑁𝐾
𝑖=1      (10) 

with 

𝛷𝑖 ,𝑗 =

[1+(
𝜂0 ,𝑖

𝜂0,𝑗
)

0.5

(
𝑀𝑊𝑗

𝑀𝑊𝑖
)

0.5

]

2

4

√2
[1+

𝑀𝑊𝑖
𝑀𝑊𝑗

]
0.5     (11) 

According to the friction theory, the residual friction term of an NK-component can be estimated as 

𝜂𝑓 = 𝑘𝑟𝑝𝑟 + 𝑘a 𝑝a + 𝑘𝑟𝑟𝑝𝑟
2    (12) 

where 𝑝𝑎 and 𝑝𝑟 are the repulsive and attractive pressures that are calculated using SKR EOS. For 

light gas mixtures, friction constants 𝑘𝑟 𝑘a and 𝑘𝑟𝑟can be estimated using the linear mixing rules 

𝑘𝑟 = ∑ 𝑦𝑖𝜅𝑟,𝑖
𝑁𝐾
𝑖=1 , 𝑘a = ∑ 𝑦𝑖𝜅a,𝑖

𝑁𝐾
𝑖=1  𝑎𝑛𝑑 𝑘𝑟𝑟 = ∑ 𝑦𝑖 𝜅𝑟𝑟,𝑖

𝑁𝐾
𝑖=1   (13) 

where 𝜅𝑟,𝑖 , 𝜅a,𝑖, and 𝜅𝑟𝑟,𝑖  are the friction coefficients of the pure component 𝑖. The friction 

coefficients of H2, CH4 and N2 were calculated using friction constants through the regression [44, 

47]. For CO2, the friction coefficients were estimated from the general one-parameter model [42]. 
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Compared to NIST values, the model underestimates the dynamic viscosity of H2, CH4, N2 and CO2 in 

high-pressure cases, by using the friction coefficient values of each pure component provided by 

[44]. Model calibration, by adjusting the friction coefficient values and by increasing the dilute gas 

term by 11%, gives less than 1% error for pure CH4, N2 and CO2 gases. However, higher errors up to 

5% were found for pure H2 gas in the case of high temperature and pressure (e.g., T ≥ 150 oC and P 

= 1000 bar) (Figures S1-S4). Further verification of the model against lab measurements of H2-CH4 

gas mixtures resulted in accurate viscosity estimations, with the maximum error of 2% (Figure 1).  

Enthalpy  

Enthalpy of a single gas or a gas mixture (𝐻𝑔
𝑇,𝑝

) was calculated as the summation of three quantities 

[48], as below: 

𝐻𝑔
𝑇,𝑝

= [𝐻𝑔(𝑇,𝑝) − 𝐻𝑔 (𝑇, 𝑝0)] + ∑ 𝑦𝑖 {[𝐻𝑔
𝑖 (𝑇, 𝑝0) − 𝐻𝑔

𝑖 (𝑇0,𝑝0)]+ 𝐻𝑔
𝑖 (𝑇0 ,𝑝0)}𝑁𝐾

𝑖=1  (14) 

where [𝐻𝑔(𝑇,𝑝) − 𝐻𝑔 (𝑇,𝑝0)] is the enthalpy departure at the reference pressure (𝑝0) for a single 

gas or a gas mixture; 𝑋𝑖  is the mass fraction for component 𝑖;  [𝐻𝑔
𝑖 (𝑇,𝑝0)− 𝐻𝑔

𝑖 (𝑇0 ,𝑝0)] is the ideal 

gas enthalpy difference for the reference temperature (𝑇0) for component 𝑖; 𝐻𝑔
𝑖 (𝑇0,𝑝0) is the 

enthalpy at the reference state for component 𝑖.  

The enthalpy departure of the gas phase can be calculated using the SRK EOS:  

[𝐻𝑔(𝑇, 𝑝) − 𝐻𝑔 (𝑇, 𝑝0)] = 𝑅𝑇 {(𝑍𝑔 − 1) −
𝐴

𝐵
[1 +

𝑇

𝛼
(𝑑𝛼

𝑑𝑇
)] ln (1 +

𝐵

𝑍𝑔
)}  (15) 

For a single gas phase of component 𝑖 

𝑇

𝛼
(𝑑𝛼

𝑑𝑇
) = 1 + 𝑚𝑖 √

𝑇

𝑇𝑐,𝑖𝛼𝑖
     (16) 

With 

𝑚𝑖 = 0.48508+ 1.55171𝜔𝑖 − 0.15613𝜔𝑖
2   (17) 

𝛼𝑖 = [1 + 𝑚𝑖 (1 − √
𝑇

𝑇𝑐,𝑖

)]
2

    (18) 

For a gas mixture of NK components 

𝑇

𝛼
(𝑑𝛼

𝑑𝑇
) =

∑ ∑ 𝑦𝑖 𝑦𝑗 𝑚𝑗 (1−𝑘𝑖𝑗_𝑆𝑅𝐾)𝑁𝐾
𝑗=1

𝑁𝐾
𝑖=1 √𝑎𝑖𝛼𝑖𝑎𝑗

𝑇

𝑇𝑐,𝑗

∑ ∑ 𝑦𝑖 𝑦𝑗 (1−𝑘𝑖𝑗_𝑆𝑅𝐾)𝑎𝑖 𝛼𝑖
𝑁𝐾
𝑗=1

𝑁𝐾
𝑖=1 𝑎𝑗𝛼𝑗

   (19)  

With  

𝑎𝑖 = 0.42747
𝑅2𝑇𝑐.𝑖

2

𝑝𝑐,𝑖
    (20) 

where 𝑘𝑖𝑗_𝑆𝑅𝐾 is the binary interaction coefficient for SRK EOS. Details of the calculations of A and B 

can be found in [28]. 

The ideal gas enthalpy difference for the reference temperature (𝑇0) for component 𝑖 was 

calculated by integrating the specific heat capacity (𝐶𝑔 ): 

[𝐻𝑔
𝑖 (𝑇,𝑝0) − ℎ𝑔

𝑖 (𝑇0,𝑝0)] = 𝑅 ∫ 𝐶𝑔
𝑖 𝑑𝑇

𝑇

𝑇0     (21) 
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where 𝐶𝑔
𝑖 is a function of the temperature of component 𝑖 according to the following fourth order 

polynomial equation: 

 𝐶𝑔
𝑖 = 𝐶𝑔,1

𝑖 + 𝐶𝑔,2
𝑖 𝑇 + 𝐶𝑔,3

𝑖 𝑇2 + 𝐶𝑔,4
𝑖 𝑇3 + 𝐶𝑔,5

𝑖 𝑇4  (22) 

where 𝐶𝑔,1
𝑖  to 𝐶𝑔,5

𝑖  are coefficients [49]. The temperature of the triple point of water (𝑇0=273.16 and 

𝑝0=611.73 Pa) was considered as the reference state. The enthalpy at the reference state for 

component 𝑖 was obtained from the NIST website[8]. The model provides accurate enthalpy 

estimations against NIST values for the single gas of H2, CH4, N2 and CO2, with the maximum error of 

less than 1% (Figures S1-S4). 

Numerical schemes 
GPSGLOW uses the conventional integrated finite difference method to discretize the conservation 

of mass and energy equations (Table 1) in space. Time is discretized as a first-order finite difference. 

These result in strong coupled and non-linear algebraic equations. To obtain the numerical stability 

for solving these non-linear algebraic equations, three numerical approaches can be chosen 

according to the grid blocks: 1) The fully implicit method (FIM) uses Newton-Raphson iterations to 

solve pressure and saturation simultaneously which is similar to TOUGH3 [17]; 2) The implicit 

pressure explicit saturation (IMPES) method solves pressure implicitly and then calculates saturation 

based on pressure solutions; 3) The adaptive implicit method (AIM) solves saturation and pressure 

implicitly in the regions where large variations in the saturation occur and uses IMPES for other 

regions [50]. Each time step involves the calculation of a Jacobian matrix and the solution of a set of 

linear equations, with automatic adjustment of the size of each time step according to the 

convergence rate of the iteration process. 

GPSFLOW assumes that locally all phases are in thermodynamic equilibrium. Pressure, temperature, 

gas saturation (if two-phase) and non-water components are used as the primary variables, which 

represent the unknowns to be calculated in each time step. Therefore, the equation of the pressure 

is not specified but is instead introduced in the mass balance equation via Darcy’s law. For single 

flow, the continuity of the existing phase determines the pressure. For two-phase flow, the gas 

phase determines the pressure. In addition, the liquid is treated as incompressible.  

Numerical solvers 

Solving linear equations is the most time-consuming task for a numerical model. GPSGLOW uses a 

standard distributed compressed sparse row format for storage of a Jacobian matrix and right-hand 

side vector. This provides great flexibility for calling third-party linear solvers. Currently, GPSFLOW 

has an interface with the solver packages including AMGCL-best for FIM, shared memory and GPU or 

hybrid parallel computing [51], PETSC-best for extremely large-scale simulation with MPI parallel 

computing [52, 53]), TRILINOs-best for large-scale model simulation with hybrid parallel computing 

[54],  AMGX-best for huge models on super computers equipped with multiple CUDA GPUs [55], 

rocAlution-best for running on super-computers with AMD type GPUs for huge models [56], etc.  

Parallel computing schemes 

GPSFLOW uses the domain decomposition method together with OPENMP for the implementation 

of hybrid parallel computing simulations. This is done by using ParMETIS for parallel modelling 

domain partition to achieve the balance of computational tasks, memory requirement and 

communication volume among the participating CPUs [57]. An advanced local and global variables 

communication scheme was designed using MPI. This also ensures thread-safe in OPENMP multi-

thread parallel computing, which is implemented by using a large loop for the assembly of a Jacobian 

matrix and EOS computation. In addition, the GPU parallelization for solving linear equations can 
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also be done through using GPU-supported linear solvers. These advanced parallel computing 

techniques enable the simulation to be run on a multi-core PC, workstation, and high-performance 

computing facility.    

Verification, evaluations and application 
Verification: 1D non-isothermal radial flow of H2 in a synthetic aquifer 
To verify the accuracy of GPSFLOW, a 1D radial flow of H2 in a synthetic aquifer was run using both 

GPSFLOW and TOUGH/ EWAGS module [17]. TOUGH/ EWAGS module is capable of modelling H2 

single gas flow in an aquifer based on the ideal gas law and has been recently used for assessing H2 

injection and withdrawal at a deep aquifer in Poland [13].  In this 1 D radial model of infinite extent 

with 20 grid blocks in total, H2 is injected for 100 days at a constant rate of 0.24 kg/s. The aquifer is 

homogeneous with a permeability of 10-12 m2 and porosity of 0.35 and has a thickness of 10 m. The 

initial pressure of the aquifer is 150 bar and initial temperature is 65 oC.  Figure 2 compares the 

pressure, gas saturation, mass fraction of H2 and H2 density in the gas phase obtained from two 

simulators. GPSFLOW yields the same results for gas saturation and mass fraction of H2 as the 

TOUGH/EWAGS module. However, there are some discrepancies for gas pressure and density. This is 

expected, as TOUGH/EWAGS uses the ideal gas law to calculate the thermophysical property 

(density, viscosity, etc.) but GPSFLOW uses the real gas law. In high-pressure cases, H2 gas does not 

completely obey the ideal gas law. This inevitably leads to slight differences between these two 

simulators. Overall, the comparison with TOUGH/EWAGS verifies the accuracy of GPSFLOW in 

modelling pure hydrogen storage in deep aquifers. A single core was used for the simulation, with 79 

time steps (the elapsed time: 0.13 seconds). 

Evaluations 

H2 storage in salt caverns 
To evaluate non-isothermal gas storage in salt caverns, GPSFLOW was used to simulate H2 

injection/withdrawal in a synthetic cavern. The synthetic cavern had a roof depth of 600 m below 

ground surface, which is similar to the caverns at the Huntorf compressed air energy storage used 

for modelling by [58] and the salt cavern at Teesside, England currently used for H2 storage [9]. The 

cavern was set up as a cylinder with a diameter of ~9 m and a height of 100 m with a total volume of 

~7200 m3. The salt cavern was treated as a homogenous porous media with a permeability of 10-12 

m2, porosity of 0.99, thermal conductivity of 0.18 W m-1 K-1 and specific heat of 14.6 kJ kg-1 K-1. The 

model lateral boundary in the salt formation was 15 m from the cavern with no flow boundary. The 

salt rock was assumed to be homogenous, with a permeability of 10-16 m2, porosity of 0.2, thermal 

conductivity of 2.1 W m-1 K-1 and specific heat of 1 kJ kg-1 K-1. Hydrostatic pressure (60-70 bar) was 

assigned as initial pressure of the cavern and salt rock, with an initial temperature of ~35 oC. The salt 

cavern was initially saturated with H2 gas. A daily injection and production cycle was used for the 

simulation, with 12-hour H2 injection of 0.1 kg s-1, 3.5-hour shut-in and 3-hour production of 0.4 kg s-

1. The cavern and surrounding rock were discretized into 1,200 grid blocks with 12 vertical layers. 

The simulation was run for 10 cycles (days). In this evaluation, the Darcy model was used to estimate 

the gas velocity within the cavern. This is because, with the injection and production rates above, 

the normalised hydrogen mass change rate to total hydrogen mass in the cavern is small and 

insignificant (~5 X10-5 s-1). A similar approach has also been used to model compressed air energy 

storage in caverns at Huntrof [58]. 

Figure 3 shows the injection/production cycle and its corresponding pressure and temperature 

within the synthetic cavern as well as temperature, pressure and gas saturation along the radial 

distance at the end of the simulation. The simulation results show that pressure and temperature 
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within the cavern correspond to the injection and production cycle, with increased pressure and 

temperature during the injection period and vice versa during the production period (Figure 3a). Gas 

saturation, temperature and pressures profiles along the radial distance at the end of the simulation 

suggest that the increased gas pressure and temperature in the cavern might have an impact on the 

surrounding rock but that migration of H2 gas within the salt formation is limited (Figure 3b). As the 

stability of salt caverns and the mechanical behaviour of the surrounding rock material are sensitive 

to pressure and temperature fluctuations during periods of gas import and export, the modelling 

results suggest that GPSFLOW can be used to assess how the operating regime of H2 storage will 

impact the cavern integrity over its predicted lifetime. This could help to design an optimal operating 

regime to meet the storage demand and minimize the impact on cavern integrity. The simulation 

was run on a multi-core PC. Four cores were used in the simulation with 1,070 time steps (the 

elapsed time: 34.09 seconds). 

H2 injection in a 1D CH4 saturated aquifer experiment 
To evaluate GPSFLOW modelling capacity for the gas mixture system, the model was applied to 

model each H2 and CO2 injection into a methane-saturated aquifer. The methane-saturated aquifer 

was a 0.3048 m (1 foot wide) by 0.3048 m (1 foot high) by 61 m (200 feet long), which was originally 

constructed to investigate CO2 injection in a methane-saturated horizontal column [59]. The 

experiment was discretized into 122 grid blocks (0.5 m for each grid block in the horizontal 

direction). Dry CO2 was injected into the column from the left and gas and liquid exited from the 

right at constant pressure. The experiment has also been used for modelling by [60] and the 

parameters of the problem are listed in Table 2.  In this evaluation, GPSFLOW was used to simulate 

dry H2 injection in the methane-saturated aquifer with an injection rate of 9.4X10-4 kg s-1 and 2.16 x 

10-5 kg s-1. The smaller H2 injection rate of the later was used to ensure a similar volumetric injection 

rate as the experimental CO2 injection rate of 9.4 X 10-4 kg s-1. For comparison, GPSFLOW was also 

used to simulate the laboratory CO2 injection. 

Figure 4 shows pressure, gas saturation and density as well as mass fractions of H2, CO2, CH4 and 

water vapour along the horizontal column at a simulation time of 1 day. The results indicate that, 

with the H2 injection rate of 9.4 x 10-4 kg s-1 the same as CO2 in the experiment, H2 displaces CH4-

saturated water and produces a bank of H2 gas in the whole column. However, when H2 injection at 

a volumetric injection rate (2.16 x 10-5 kg s-1 as the CO2 density is 53.5 times greater than H2 at P = 

200 bar and T = 91.8 oC, NIST, 2021) similar to the CO2 rate, H2 displaces CH4-saturated water and 

produces a bank of H2 gas at the gas-phase front at the column distance of ~23 m but CO2 at ~18 m 

(Figure 4a).  As expected, GPSFLOW shows that H2 is more mobile than CO2. This is because the 

viscosity of H2 is ~4 times less than that of CO2 under these experimental conditions. Meanwhile, 

lighter density and lower viscosity of H2 gas also formed an over 10 m H2-CH4 gas mixture at the H2 

injection front, while a less than 5 m H2-CO2 mixture was found for CO2 injection (Figure 4b). Gas 

densities of H2 and CO2 estimated by GPSLOW match the NIST data well (<5%). In addition, the 

model estimated a mass fraction of water vapour in the gas phase of about 2% for H2, which is much 

higher than ~0.2% in the CO2 gas phase (Figure 4c). This is mainly due to the low density of H2. 

Overall, the evaluation of GPSFLOW against the experimental injection shows that the model is 

capable of modelling H2 and/or CO2 injection in CH4-saturated aquifers, which is similar to the 

conditions in depleted gas fields. A single core was used for these simulations, with ~25 time steps 

for each simulation (the elapsed time: 0.07 seconds).     
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Application: H2 storage in a depleted gas field using CO2 as a cushion gas 

H2 injection 

To evaluate the applicability of GPSLOW in relation to reservoir conditions, simulations of H2 and CO2 

injections were conducted at the Rio Vista Gas Field. Rio Vista was the largest gas field in California 

and has produced over 9.3 x 1010 m3 of natural gas since 1936 (under standard conditions of 1 bar 

and 15.5 oC) [61]. Rio Vista is located approximately 75 km northeast of San Francisco. It has an 

elongated dome-shaped structure extending over an area of 12 km by 15 km. The most productive 

pool in the Domengine formation occurs at an average depth of 1,150 to 1,310 m with an average 

net thickness of 15 to 100 m. The initial reservoir pressure and temperature were approximately 120 

bar and 65 oC. A simplified 2-D model system based on the Rio Vista and corresponding to 1/16 of 

the actual length of the reservoir was constructed. The TOUGH/EOS7C module was used to simulate 

the withdrawal of CH4 at the historical rate first. The end of the production was then used as initial 

conditions for CO2 injection simulation [62]. The model system was a 1-km-wide cross-section with 

vertical dimensions of 100 m and horizontal extent of 6,600 m of the western flank of the dome. The 

model reservoir has a roof sloping at 0.78 degrees to the west and is discretized into 660 grid blocks 

(33 in the horizontal direction and 20 in the vertical direction). The properties of the formation and 

other parameters have been detailed in [62]. 

Figure 5 shows the mass fraction in the gas phase for three gas injection scenarios simulated by 

GPSFLOW. Scenario 1 assumed H2 injection of 0.33 kg H2/s, which is similar to a volumetric injection 

rate of CO2 in 8.2 kg CO2 s-1 applied by Oldenburg et al. [62] using the end of CH4 withdrawal as initial 

conditions. H2 gas mass fractions after 1 year and 10 years of injection are shown in Figure 5a & 5b, 

respectively. Scenario 2 assumed a H2 mass injection rate (8.2 kg H2/s) which is the same as the CO2 

mass injection rate for 1 year (Figure 5c). Scenario 3 simulated the same CO2 mass injection rate as 

that conducted by [62] for comparison (Figure 5d).  Modelled results show that, with the same 

volumetric injection as CO2 for 10 years, H2 occupies less space of the gas field than CO2 and high H2 

gas mass fraction mainly distributes close to the caprock due to the buoyancy of CH4 (higher density 

of CH4 than H2). In Scenario 2, H2 almost occupied the entire reservoir and depressed the water table 

below the injection point after one year of injection. This is because H2 density is an order of 

magnitude less than CO2 but the same H2 mass injection rate as CO2 was applied for the 

investigation.  In Scenario 3, the simulation of the CO2 injection produced a contour of CO2 mass 

fraction in the gas phase, which is similar to the results simulated by TOUGH/EOS7C [17, 60]. Overall, 

the simulations show that GPSFLOW is capable of modelling H2 injection in depleted gas fields. A 

single core was used for these simulations, with ~430 time steps for each simulation (the elapsed 

time: 12.3 seconds). 

H2 storage using CO2 as cushion gas 

To further evaluate GPSFLOW modelling capability, the 2-D simplified Rio Vista model was extended 

to the right-hand side symmetrically to form a synthetic anticline with 1,320 grid blocks. We 

simulated CO2 injection at two points: Point one 15 m below the top of the reservoir at the 

horizontal distance of 2,000 m as in the previous tests and Point two at the same depth but at the 

horizontal distance of 11,000 m. In addition, a third point (Point three) 38 m below the top of the 

reservoir at the horizontal distance of 6,600 m was used for CH4 withdrawal and H2 

injection/production (Figure 7a).  

The simulation of CO2 injection as a cushion gas and enhanced CH4 recovery, H2 bubble development 

and annual H2 injection and production cycle are shown in Figure 6a. The timeline of the simulation 

was: 1) Years 1-10: CO2 injection at a rate of 8.2 kg/s at Points one and two; 2) Years 7-10: CH4 

production at a rate of 8.2 kg/s at Point three. The selection of the CO2 injection and subsequent CH4 
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production mode, instead of the simultaneous CO2 injection and CH4 production mode, was to 

minimize CO2 in the production well as suggested by [60]; 3) Year 11: H2 bubble development with 

H2 injection at a rate of 4 kg/s for 9 months followed by 3-month production at a rate of 1 kg/s at 

Point three; 4) Years 12-20: H2 injection/production cycle with H2 injection at a rate of 1 kg/s for 6 

months, shut-in for 3 months and a production rate of 1 kg/s for 3 months each year; 5) Years 21-30: 

the gas storage shut-ins for 10 year.  

The simulation results show that CO2 injection repressurizes the reservoir while CH4 production 

depressurizes the reservoir. H2 bubble development then repressurizes the gas reservoir. During the 

H2 injection/production cycle, the pressure in the reservoir slightly increases but remains stable 

during the shut-in period from Years 21 to 30. There is no CO2 in the production well.  However, 

there is an increase of CH4 mass fraction in the production well with the production time and the 

increased number of cycles. The CH4 mass fraction in the production well is less than 10% in the first 

cycle rising to ~40% at the last cycle (Figure 6b). This is due to the increased H2-CH4 mixture at the 

end of the production period. Overall, there are over 5 million tonnes of CO2 storage in the gas 

reservoir, about 1 million tonnes of CH4 production and over 125,000 tonnes of H2 storage in the 

reservoir by the end of the H2 injection and production cycle (Figure 6c).    

Pressure and mass fraction distributions of CO2, CH4 and H2 by the end of Year 11 show that the CO2 

injection from both sides pushes the CH4 to the centre of the domain, and there is a H2 bubble 

surrounded by CH4 at the centre of the domain (Figure 7). This confirms that the CO2 injection 

repressurizes the reservoir to enhance CH4 recovery and H2 injection at the centre of the domain 

which can ensure that CH4 acts as a cushion gas for H2 storage and prevents CO2-H2 mixture during 

the gas production. Comparisons of mass fractions of CO2, CH4 and H2 by the end of Year 11 and Year 

20 indicate that, due to the density stratification as driven by density and pressure gradients, CO2 at 

both sides of the domain migrates downward as does CH4 at the centre of the domain. In addition, 

the buoyancy of CH4 drives H2 bubbles to migrate upward, which leads to an increase of CH4 mass 

fraction in the production point (Figure 8). A single core was used for the simulations, with ~880 

time steps (the elapsed time: 75.9 seconds). 

Conclusion 
Modelling capability for the robust simulator (GPSLOW) has been extended for modelling grid-scale 

hydrogen and gas mixture (H2-CO2-CH4-N2) subsurface storage. With the new non-iterative activity-

fugacity thermodynamic model, estimated solubility, density, viscosity, and enthalpy of pure gas or 

gas mixtures by GPSFLOW are in good agreement with NIST thermophysical data and reported 

experimental data, over a range of temperatures from 20-200 oC and pressure up to 1000 bar. 

GPSFLOW has been benchmarked with a single gas model of TOUGH2/EWASG for hydrogen storage 

in a synthetic aquifer experiment, as well as with TOUGH2/EOS7c for CO2 storage in a depleted gas 

field.  Applications of GPSFLOW for simulating H2 storage in a salt cavern, H2 injection into a CH4-

saturated aquifer experiment, and hydrogen storage in a depleted gas field using CO2 as a cushion 

gas and for enhanced natural gas recovery demonstrate its capability of simulating different 

underground hydrogen storage scenarios. The results show that GPSFLOW is capable of modelling 

non-isothermal, multiphase and multicomponent flow in H2-water, H2-CH4-water, and H2-CH4-CO2-

water systems at high pressure and temperature. With the application of advanced parallel 

computing techniques, GPSFLOW offers a robust numerical tool to model subsurface hydrogen 

storage and gas mixture at reservoir scale on a multi-core PC, workstation, and high-performance 

computing facility. The simulator is available for evaluation upon request.  
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Table 1 The mass and energy balance equations solved in GPSFLOW. 

Description Equation Notions 
 
Conservation of 
mass and energy 

 

𝑑

𝑑𝑡
∫ 𝑀𝑖 𝑑𝑉𝑛 = ∫ 𝐹𝑖 ∙ 𝑛𝑑Г𝑛 + ∫ 𝑞 𝑖𝑑𝑉𝑛

𝑉𝑛Г𝑛𝑉𝑛

 

𝑉𝑛: an arbitrary subdomain bounded by the closed surface Г𝑛 ; 𝑀𝑖: mass or 
energy accumulation term of component 𝑖 per volume; 𝐹: mass or heat flux; 𝑛: 
normal vector on the surface element 𝑑Г𝑛  pointing toward to 𝑉𝑛; 𝑞: 
sink/source term of mass or energy. 

 
Mass accumulation 

 

𝑀𝑖 = 𝛷 ∑ 𝑆𝛽𝜌𝛽𝑋𝛽
𝑖 , 𝑖 = 1,𝑁𝐾;𝛽 = 1, 𝑁𝑃𝐻

𝑁𝑃𝐻

𝛽=1
 

𝛷: porosity; 𝛽: phase index (e.g., 𝛽= gas, aqueous phase); 𝑆𝛽 : saturation of 

phase 𝛽(the volume fractions of the pore space occupied by each phase); 𝜌𝛽 : 

density of phase 𝛽; 𝑋𝛽
𝑖 : mass fraction of component 𝑖 in phase 𝛽; 𝑁𝐾: number 

of components; 𝑁𝑃𝐻: number of phases. 
Energy 
accumulation 

𝑀𝑁𝐾+1 = 𝛷 ∑ 𝑆𝛽𝜌𝛽𝑈𝛽 + (1 − 𝛷)𝜌𝑅 𝐶𝑅 𝑇 
𝑁𝑃𝐻

𝛽=1
 

𝑈𝛽 : specific internal energy of phase 𝛽; 𝜌𝑅 : rock density; 𝐶𝑅: rock specific heat; 

T: temperature. 

Mass flux  
𝐹𝑖 = ∑ 𝑋𝛽

𝑖 𝜌𝛽

𝑁𝑃𝐻

𝛽=1
𝑢𝛽 

𝑢𝛽: Darcy’s velocity (volume flux) of component 𝑖 in phase 𝛽. Diffusive mass 

flux is ignored as it is smaller compared with advective mass flux. 

 
Phase velocity  

 

𝑢𝛽 = −𝑘
𝑘𝑟𝛽

𝜇 𝛽
(∇𝑃𝛽 − 𝜌𝛽𝑔) 

𝑘: absolute permeability; 𝑘𝑟𝛽 : relative permeability to phase 𝛽; 𝜇 𝛽: dynamic 

viscosity of phase 𝛽; 𝑃𝛽 : pressure in phase 𝛽 (𝑃𝛽 = 𝑃 + 𝑃𝑐𝛽 , 𝑃: pressure of 

gas phase; 𝑃𝑐𝛽 (≤ 0): capillary pressure; 𝑔: gravitational acceleration 

Energy flux  
𝐹𝑁𝐾+1 = −𝜆∇𝑇 + 𝜑 ∑ ℎ𝛽𝜌𝛽𝑢𝛽

𝑁𝑃𝐻

𝛽=1

 
𝜆: thermal conductivity, ℎ𝛽 : specific enthalpy in phase 𝛽.  
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Table 2 Paremeter values of 1D displacement column experiment [59, 60] 

Property  Value 

Porosity  0.25 

Permeability  1.0 x 10-12 m2 

Capillary Pressure  0.0 Pa 

Relative Permeability  Power-law, power = 2, Slr= 0.15 and Sgr=0 

Pressure (initial and right-hand side 
boundary condition) 

2.04 x 107 Pa  

Temperature (isothermal) 91.8 oC 

Initial aqueous phase saturation Sl =1.0 

Grid spacing  0.5 m 
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Figure 1 Comparisons of modelled and observed viscosity of H2-CH4 gas mixtures from [63].  
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Figure 2. Comparison of the simulation result of H2 injection into a 1D non-isothermal 

aquifer by GPSFLOW and TOUGH2/EWASG: (a) Gas saturation and reservoir pressure and (b) 

H2 mass fraction (𝑋𝑔𝑎𝑠
𝐻2 ) and H2 gas density. The simulation time was 100 days.  
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Figure 3. GPSFLOW for the modelling of daily H2 storage cycle in a salt cavern: (a) H2 

injection and production cycle and its corresponding temperature and pressure within the 

cavern; (b) Gas saturation, temperature and pressure within the cavern and its surrounding 

rock after 10 daily cycles.  
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Figure 4. GPSFLOW for modelling H2 and CO2 single gas injection into a CH4-saturated 

aquifer experiment: (a) gas saturation and pressure along the distance; (b) mass fraction of 

H2 and CO2 in the gas phase; (c) gas density and water vapour mass fraction in the gas 

phase. The simulation time was 1 day. 
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Figure 5. Mass fraction in the gas phase with no CH4 production: a) & b) H2 mass fraction 

with the injection rate of 0.33 kg H2/s after 1 and 10 years, respectively; c) H2 mass fraction 

with the injection rate of 8.2 kg H2/s after 1 year; d) CO2 mass fraction with the injection 

rate of 8.2 kg CO2/s after 10 years.  
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Figure 6. Simulation of CO2 as cushion gas for H2 storage in a depleted gas field: a) CO2 

injection, gas production, H2 bubble development and H2 injection/production cycle; 2) 

mass fraction of production gas mixture and pressure at the injection/production well; c) 

cumulative CO2 injection and extraction, H2 storage and CH4 production. 
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Figure 7. Pressure, mass fractions of CO2, CH4 and H2 in the gas phase after the H2 bubble 

development and H2 production at the end of Year 11. 
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Figure 8. Pressure, mass fractions of CO2, CH4 and H2 in the gas phase after the 9th H2 

injection and production at the end of Year 20. 
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Supplementary materials 

 

 

 

Figure S1. Comparisons of modelled results of pure H2 gas against: a) laboratory-reported 

solubility in pure water [30, 37]; b) density obtained from the NIST database; c) viscosity 

obtained from the NIST database; d) enthalpy obtained from the NIST database. 

  



 

28 
 

 

 

Figure S2. Comparisons of modelled results of pure CH4 gas against: a) laboratory-reported 

solubility in pure water [41]; b) density obtained from the NIST database; c) viscosity 

obtained from the NIST database; d) enthalpy obtained from the NIST database. 

  



 

29 
 

 

 

Figure S3. Comparisons of modelled results of pure CO2 gas against: a) laboratory-reported 

solubility in pure water [39]; b) density obtained from the NIST database; c) viscosity 

obtained from the NIST database; d) enthalpy obtained from the NIST database.  
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Figure S4. Comparisons of modelled results of pure N2 gas against: a) laboratory-reported 

solubility in pure water [38, 40]; b) density obtained from the NIST database; c) viscosity 

obtained from the NIST database; d) enthalpy obtained from the NIST database. 


