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Abstract

The IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) was standardised by the IETF ROLL Working
Group to address the routing issue in the Internet of Things (IoT) Low-Power and Lossy Networks (LLNs). However,
RPL-based LLNs are vulnerable to various attacks because of the resource-constrained nature of LLNs, the lack of
tamper resistance, and the security features of RPL. DODAG Information Solicitation (DIS) are ICMPv6 control
messages sent by a node intending to join the Destination-Oriented Directed Acyclic Graph (DODAG). Malicious
nodes can exploit this mechanism to trigger an attack, named DIS attack against RPL. The DIS attack can have severe
consequences on RPL networks, especially on control packets overhead and power consumption. In this paper, we
use the Cooja-Contiki simulator to assess the DIS attack’s effects on both static and dynamic PRL networks. A novel
approach to mitigate RPL against DIS Multicast, namely RPL-MRC, is proposed and implemented. RPL-MRC aims
to reduce the response to Multicast messages. Simulation results demonstrated how the attack could damage the
network performance by significantly increasing the control packets overhead and power consumption. On the other
hand, the proposed mechanism showed a significant enhancement in reducing the control overhead and the power
consumption for different scenarios.

Keywords: RPL, RPL Security, Internet of Things, DIS Attack, Routing Attacks, Low Power and Lossy Networks.

1. Introduction

In the Internet of Things (IoT) concept, all physical
objects are identifiable, addressable, and interconnected
with each other based on standard communication pro-
tocol operating the worldwide network [1][2][3]. One
of the main building blocks of the IoT is the Low-
power and Lossy Networks (LLNs). LLNs are made
of a collection of interconnected embedded resource-
constrained devices, such as RFID and sensor nodes
with low computational and storage capabilities and
are often battery operated. In addition, communication
technologies are subject to high packet loss, frame size
limitations, low data rates, short communication ranges,
and dynamically changing network topologies. Such
limitations render the development of efficient routing
solutions for LLNs crucial [4] [5] [6]. Several attempts
have been proposed to handle these issues, like CTP [7],
and Hydro [8]. Ultimately, the ROLL IETF Working
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Group has designed and standardised the Routing Pro-
tocol for LLNs, namely the Routing Protocol for Low-
Power and Lossy Networks (RPL) [9] [10]. These last
years, several studies reported that RPL suffers from se-
curity limitations that harm its performances [11] [12].

1.1. RPL Overview

RPL [10] is a distance vector routing protocol that
organises the physical network into a logical repre-
sentation as a Directed Acyclic Graph (DAG) to route
data packets. The DAG comprises one or multiple
DODAGSs (Destination Oriented DAGs) with one root
per DODAG. Each root, called a border router (BR),
is connected to the Internet, and other potential roots
(BRs) via a backbone. Each node in the DODAG has
many attributes such as an IPv6 address (ID), a list of
parents with one preferred-parent, a list of discovered
neighbours and a Rank. The Rank of a node identi-
fies the node’s position relative to the BR, respecting the
rule that the parent has a lower Rank than the node it-
self. Specifically, the Rank values should increase from
the BR towards the leaf nodes and decrease from the
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leaf nodes towards the BR. RPL introduces the follow-
ing ICMPvV6 control messages to construct and maintain
the network topology and routing paths.

e The DODAG Information Object (DIO) messages
convey the relevant information and configuration
parameters that enable a node to join a DODAG,
select a set of candidate parents, construct and
maintain the DODAG. Hence, DIO messages con-
vey node and link metrics and constraints (e.g.,
node energy, hop count, throughput, latency, link
colour, and ETX; Expected Transmission Count)
[13], and the Objective Function (OF) [14] [15] to
use to optimise the path construction and to calcu-
late the node Rank.

e The DODAG Destination Advertisement Object
(DAO) messages allow nodes to propagate their
destination information upward along the DODAG
to the BR. Consequently, the downward routes
from the BR to its associated nodes can be con-
structed and updated. RPL-DAO messages are
transmitted using the end-to-end approach from the
nodes to the BR.

e The Destination Advertisement Object Acknowl-
edgement (DAO-ACK) may be unicast by a node
to the DAO sender to acknowledge that DAO’s re-
ception.

e The DODAG Information Solicitation (DIS) mes-
sages aim to discover the neighbourhood and net-
work topology. Precisely, nodes seeking to join a
DODAG use DIS messages to solicit a DIO from
their neighbours.

RPL uses a Trickle algorithm that regulates DIO con-
trol messages’ transmission rate according to the current
network conditions [16]. Trickle increases the trans-
mission rate when a change in routing information is
detected (i.e., an inconsistency) to update the network
rapidly with new information [16]. In a steady case,
Trickle exponentially reduces the transmission rate to
limit the number of transmissions when there is no up-
date to propagate. On the other hand, Trickle main-
tains a suppression mechanism in which a node limits
redundant transmissions. Hence, the node suppresses
the scheduled control packets if it detects that enough
of its neighbours have transmitted the same piece of in-
formation [16].

1.2. RPL Security

The current RPL specification includes a few self-
healing mechanisms, like loop detection and avoidance,

global and local repair mechanisms. Furthermore, it de-
fines security features like cryptographic security modes
that are presented in the following subsections.

1.2.1. Self-healing Mechanisms

Loop Detection and Avoidance. Data packets must be
transmitted upward from a child to its parent, where the
parent has a lower Rank value than its child. Hence,
nodes could use the packet direction and Rank informa-
tion conveyed in control messages to detect inconsis-
tency between the packet’s path and the Rank rule be-
tween the sender and receiver nodes and discover possi-
ble loops [10].

Global and Local Repairs. RPL provides global repair
and local repair mechanisms to fix links and node fail-
ures, and detect loops and other inconsistencies. Global
repair is instituted by incrementing the DODAG Version
Number field within the DIO message. Only the BR
(DODAG root) could trigger this mechanism. However,
any non-root node that detects an inconsistency (e.g.,
loop or link failure) can start a local repair. The node
should poison its routes by announcing a rank of INFI-
NITE RANK. Thus, it detaches itself from the DODAG
and then re-attaches to the DODAG as a new joining
node using a DIS message [10]. Malicious nodes could
exploit both global and local repairs to trigger specific
attacks against RPL networks.

1.2.2. Security Features

The self-organising, self-healing, and resource-
constrained, as well as unreliable links, limited physical
security, and dynamic topology of RPL networks, ex-
pose them to various internal and external threats. The
RFC 6550 [10] states that RPL could use link-layer se-
curity mechanisms when they are available to secure
message transmission. Furthermore, the RPL specifica-
tion defines the following optional cryptographic secu-
rity modes that nodes within an RPL network can adopt
to ensure communication security.

Unsecure Mode. In this mode, RPL control messages
are transmitted without any additional security features
[10]. In this case, RPL relies on other layer security
primitives, such as the MAC layer, to satisfy the net-
work’s security requirements [10].

Pre-installed Security Mode. In this mode, the nodes
have pre-installed keys to generate and process RPL se-
cured messages [10].



Authenticated Security Mode. Like the pre-installed
mode, the nodes have pre-installed keys; nevertheless,
they may only use the keys to join the network as a leaf.
A router that needs to enter an RPL network requires
another key from an authentication authority [10].

Despite the modes mentioned above, RPL networks
remain vulnerable to existing and newly designed
threats that have been extensively studied in the liter-
ature. Precisely, Rank attacks, Neighbour attack, DAO
attacks, DIS attack, Version number attack, Local re-
pair attack, Hello Flooding attacks, DIS attacks, Selec-
tive forwarding attack, Sinkhole and Blackhole attacks,
Wormhole attack, and Sybil and ClonelD attacks [12]
[17] [18].

1.3. Contribution

We first introduced a solution to mitigate the Multi-
cast DIS attack (M-DIS) effect on the RPL protocol in
real-time in our previous work [19]. In the present pa-
per, we give more details on the implementation and the
evaluation of our solution that we called RPL-MRC. We
evaluate RPL-MRC and its efficiency compared to the
unsecured version of RPL. RPL-MRC is implemented
on each node within the RPL-based LLN. We also eval-
uate the proposed solution under mobility using com-
prehensive Cooja-Contiki [20] experiments. The ob-
tained results demonstrated that RPL-MRC is very ef-
fective in reducing the effects of M-DIS attack. As a
result, it upgrades the RPL network performance signif-
icantly with respect to control overhead, packet delivery
and power consumption. The concept of RPL-MRC can
be used to detect similar attacks that use Multicast phi-
losophy.

1.4. Paper Organisation

The rest of the paper is organised as follows. Section
2 presents an overview of the M-DIS attack. Section
3 sketches related work on the DIS attacks effects and
countermeasures. Section 4 introduces the proposed so-
lution and gives details on the mitigation mechanisms.
Section 5 evaluates the performance of RPL-LLNs un-
der M-DIS attack under various scenarios and presents
the results. Finally, Section 6 rises conclusions and
gives future works.

2. The Multicast DIS Attack (M-DIS)

RPL is based on IPv6 Neighbour Discovery mech-
anism. It relies on Multicast operations to set
up the network topology. As presented above, a

node within an RPL network sends a DIS mes-
sage to solicit DIO messages from neighbouring
nodes and join the DODAG. The DIS transmis-
sion interval varies from one RPL’s implementation
to another. In RPL Cooja-Contiki simulator [20],
it is handled using RPL_CONF_DIS_START_DELAY
and RPL_CONF_DIS_INTERVAL constants. After a
node starts (i.e., after booting), it delays the trans-
mission of its first DIS message according to the
RPL_CONF_DIS_START_DELAY value. A node aim-
ing to join the network continuously transmits DIS mes-
sages within the RPL_CONF_DIS_INTERVAL fixed in-
terval until it receives a DIO message from its neigh-
bours. Upon receiving a DIO message, it stops trans-
mitting DIS messages and joins the network by sending
a DAO message to its selected parent.

LLNs are not tamper-resistant, and nodes do not have
a significant security defence. Hence, an adversary
can compromise some nodes, reprogram and redeploy
them into the network. As a consequence, even in the
case of a secure RPL (See Section 1.2.2), the compro-
mised nodes can use the pre-configured group key [10],
and can normally participate in the network operations,
and thus trigger attacks. In the M-DIS attack, the at-
tacker exploits the RPL features mentioned above and
frequently sends multiple Multicast DIS messages to its
neighbours. Upon receiving a Multicast DIS message,
the neighbouring nodes reset their DIO (Trickle) timers
to the minimal value defined in the RPL implementa-
tion (2'2 seconds) and send Multicast DIO messages
containing the up-to-date routing information [10], as
illustrated in Figure 1.

3. Related Work

RPL routing attacks have been widely studied in the
literature, and many countering solutions have been pro-
posed [17] [18] [21] [22]. This section focuses on the
works around DIS attack, also known as Hello Flooding
attack. Currently, there are a few works only to mitigate
DIS attack.

The authors in [23] proposed a lightweight
specification-based intrusion detection system (IDS) to
detect the neighbour and DIS attacks. The IDS uses
Extended Finite State Machine to define a profile of
RPL (i.e., normal behaviour) and detect anomalies.
The authors partitioned the network into clusters. Each
cluster head requests its members to record a set of
topology information periodically and report it, such
as the DIS sequence and the number of received DIS.
If the number of DIS messages received from a node
is more than a threshold, the node is considered as
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Figure 1: Multicast DIS Attack Illustration

an attacker. This solution introduces communication
overhead and is less accurate when it works for a long
time. Besides, it is designed for static networks.

The authors in [24] conducted extensive simulation
experiments to evaluate the performance of RPL under
DIS attack. According to their results, the attack sig-
nificantly increases energy consumption and decreases
the node lifetime. They concluded that the DIS attack
is an extremely severe Denial of Service (DoS) attack
for RPL-based LLNs. In addition, the authors in [25]
implemented the DIS attack. They demonstrated that
this attack negatively impacts the usage of nodes’ re-
sources with a decrease of 2% in LPM and an increase
of 226%, 1275%, 81%, and 171% in the CPU Time, TX
(transmitting) Time, RX (receiving) Time, and battery
consumption, respectively.

As a follow-up to their work, the authors proposed
a hybrid threshold-based IDS that uses the packet rate
(i.e., DIS message sending rate) and the packet interval
to detect the attack. In addition, the nodes’ traffic is for-
warded to the border router that will decide on the stat of
a node (i.e., malicious or not) [26]. The solution in un-
stable as the results depend on the number of detectors
within the network. Furthermore, it introduces commu-
nication overhead and is designed for static networks.

An anomaly-based lightweight IDS using threshold
values has been proposed for dealing with the neighbour
and DIS attacks in [27]. Unlike the work cited above
[23], the IDS is fully distributed in every node of the

RPL network where each node monitors its neighbours
to detect the attacks. The authors defined a profile of
normal behaviour for networks with different sizes (i.e.,
20, 30, and 40 nodes). Every node stores the number
of DIS messages received from its neighbours at spe-
cific time intervals. Afterwards, the maximum number
of DIS messages received in all networks is calculated
as the threshold to use. If the number of DIS messages
received from a neighbour at specific time intervals is
more than the threshold, that neighbour is considered as
an attacker. The proposed IDS deals with the DIS attack
within a static network only.

The authors in [28] proposed a solution, named
Secure-RPL, to mitigate the effect of DIS flooding
attacks.  Secure-RPL approach suggests discarding
all DIS messages received before the expiry of the
RPL_CONF_DIS_INTERVAL from a particular neigh-
bour. Many Information such as sender IP address, pre-
vious DIS message receiving time, and the total num-
ber of DIS messages received since the last reset are
collected and used to detect the intruder. This solu-
tion has several drawbacks. A Sybil attacker can use
different identities to divert the mitigation mechanism.
Moreover, even though all non-attacker nodes are con-
figured with the same DIS interval, they need to be syn-
chronised to detect the DIS attack (in which malicious
node sends DIS after the expiry of DIS interval). Fur-
thermore, the authors tested their solution for small net-
works of 8 and 16 nodes with one attacker.



In another work [29], the authors examined the DIS
attack’s effects on energy efficiency and the DODAG
construction. They demonstrated with simulations that
the malicious node’s neighbours are highly affected by
the attack in terms of power consumption, then the
nodes present at extreme boundaries. Indeed, the in-
terference increases for all nodes with the presence of
a malicious node. Accordingly, the ON and transmis-
sion periods increase, especially for the neighbours of
the malicious node. Furthermore, they concluded that
the attack affects the DODAG construction in the mali-
cious node’s transmission range.

In the field of machine learning-based IDSs, a com-
pression header analyser based IDS (CHA-IDS) to de-
tect Hello Flood, Sinkhole, and Wormhole attacks in an
RPL network has been introduced [30]. The authors
generated a dataset of 77 features and compared MLP,
SVM, J48, NB, Logistic, and RF classifiers. The re-
sults showed that J48 performed better than the other
classifiers for that specific configuration. Even though
this approach presents a good background for IoT ML-
based IDS, the authors considered one topology and a
small network of eight nodes. In [31], the authors ap-
plied a deep-learning approach with five hidden layers
to detect RPL routing attacks. The authors generated
datasets for decreased Rank, Hello Flooding, and ver-
sion number attacks relaying on different topologies.
The obtained performance results in terms of F1-score
for each dataset have been 94.7%, 99%, and 95%, re-
spectively.

One drawback for the solutions that use a threshold
parameter to detect the DIS attack is how to set a thresh-
old for different configurations and topologies, espe-
cially for a dynamic network? In this case, we suppose
that machine learning-based solutions are more appro-
priate. The second one is that several solutions assume
that the attack is triggered after the DODAG stabil-
ity; however, an attacker can start the attack before the
setup of the DODAG like a zero-day attack. While the
nodes count the number of DIS messages to compare it
with a threshold, the malicious nodes affect the perfor-
mance of the network, which is another disadvantage for
such solutions. Otherwise, the detection time (related to
the counting and the threshold) will be higher with the
growing size and the network’s dynamicity, which neg-
atively influences the network’s performance.

4. The Proposed Approach: RPL-MRC

Two complementary mitigation mechanisms have
been proposed to address the M-DIS attack: Response

Delay and Timer Readjustment. We integrated Re-
sponse Delay into the dis_input function of the RPL
implementation, whereas the Timer Readjustment has
been integrated into the new_dio_interval function re-
sponsible for the timer’s reset.

4.1. Response Delay

In the present work, we propose to reduce the im-
pact of the M-DIS attack on RPL-based LLNs. In RPL-
MRC, RPL itself is adapted to reduce the response to
Multicast messages. M-IDS is inspired by the Multi-
cast Listener Queries (LMQ) principle described in the
RFC 3810 [32]. Multicast routers send MLQ massages
in Querier State to query the multicast listening state of
neighbouring interfaces. In the Queries format, a two-
bytes field named the Maximum Response Code (MRC)
specifies the maximum time allowed before sending a
responding Report. It represents a floating-point value.
The actual permitted time to respond is called the Max-
imum Response Delay (MRD). MRD is expressed in
units of milliseconds and is derived from the MRC.

As the MLQ massages presented in RFC 3810, RPL-
MRC uses a Maximum Response Code (MRC) field
to reduce responses to DIS messages Multicast. To
this end, we redefined the DIO Base Object as fol-
lows. We use the one-byte Reserved field as an MRC
field set by the border router, as depicted in Figure 2.
The MRC value must be greater than the I, value of
the Trickle timer and smaller than the I, value (i.e.,
Imin plus the redundancy value k), as defined in Sec-
tion 4.2. On receiving a Multicast DIS message, in-
stead of responding immediately with a Multicast DIO
message, the legitimate node delays its response by a
random amount of time in the range [MRD/2, MRD],
where the MRD value is calculated as in equation 1.
In addition, we restricted the number of Multicast re-
sponses as follows. While delaying the response, every
node tracks the number of DIO messages responding
to the DIS Multicast. Suppose their number exceeds
a pre-specified threshold less than the one allowed by
the Trickle timer (i.e., the redundancy variable defined
in Section 4.2). In that case, the node cancels its pre-
programmed response.

OMRC if [ < MRC < L + k, and k > 3

MRD =
{21mf"+3 else.

ey

4.2. Timer Readjustment

The Trickle algorithm involves three configuration
parameters: i) the maximum interval size (I,x); 1i) the



RPLInstancelD Version Number Rank
G| O| MoP | prf DTSN Flags | € Reserved D
DODAGID
OPtON(S) wemmennre
RPUnstancelD Version Number Rank L4
G| O | MOP | Prf DTSN Flags [ C mrc O
DODAGID
Option(s) .-

Figure 2: New DIO Message

minimum interval size (I,); iii) the redundancy con-
stant (k). Furthermore, it maintains three variables: 1)
the size of the current interval (I); 2) a counter (¢); 3) a
specific time within the current interval (t) [16]. Each
node is responsible for handling its own interval. The
interval boundaries are [Iin, Imax]. This interval is di-
vided into sub-intervals (periods). The first sub-interval
starts with I, = I, and ends with Ig = I %2. Each
time the first sub-interval is finished, a new sub-interval
starts until reaching the end of the primary interval (i.e.,
Imax) [16], as illustrated in Figure 3. In the case of RPL,
whenever a node hears a consistent DIO transmission
from its neighbours, it increments the counter 'c’. At
time t, the node transmits Multicast DIO if the counter
’¢’ is less than the redundancy constant ’k’. If not, the
node suppresses the scheduled DIO transmission, waits
until the current sub-interval "I’ has expired, and then
doubles the sub-interval length [16]. Each time the node
needs to check if it reaches the maximum of the inter-
val I.x [16]. When a node receives a Multicast DIS

First sub interval:

suppress or transit depends on (1) value

Listen only period

t: random value

After doubling on the second sub interval :

suppress or transit depends on (1) falue

Luin O | H-

Listen only period

Figure 3: The Trickle Algorithm for a Node [33]

message, and I’ is greater than I,, it terminates (sup-

presses) the scheduled transmission of DIO messages
(i.e., at the current sub-interval). It reinitialises the DIO
Trickle timer from a sub-interval of a minimum length
(i.e., sets I to Ijnax), as shown in Figure 4. If 'I” is equal
to I,,;n» when the node hears the Multicast DIS transmis-
sion, it does nothing (i.e., it waits for the scheduled DIO
at time t) [16]. In RPL-MRC approach, the node reini-
tialises the Trickle timer following the MRD value, as
in Equation 2. Indeed, the aim is to reduce the number
of exchanged DIO messages and stabilise the network.

Reset to MRD if MRD < Current-time

Timer =
Do not reset else.

@)

The pseudocode in Algorithm 1 summarises the pro-
posed approach.

Algorithm 1 HelloFlooding and DIS Attacks Preven-
tion
Require: MRC
Calculate Maximum Response Delay (MRD) using
MRC as defined in Equation 1
if a node receives a multicast DIS message then
It delays the response (sending a Multicast DIO)
by a random amount of time in the range [MRD/2,
MRD]
if the number of response from its neighbours
reaches the threshold defined by the border router
then
It cancels the pre-programmed response
else
once the delay has expired, it reinitialises the
trickle timer and sends back a DIO
end if
end if
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Figure 4: The Trickle Timer on Receiving Multicast DIS Message

5. Approach Evaluation

5.1. Performance metrics

As presented in the literature [23] [24] [29], the DIS
attack influences significantly the control overhead, es-
pecially the number of DIO messages and energy con-
sumption. Hence, the performance metrics used to eval-
uate RPL-MRC are as follows.

o Control packer overhead: It is the total number of
DIO messages transmitted during the simulation.

e Power consumption (mW): It is the average power
consumed by all the nodes in the network during
the simulation. The calculation of the power con-
sumption of each node is done by adding up the
energy consumed on CPU (listening state), LPM
(low power idle state), RX (radio listen state), and
TX (radio transmit state).

In addition to the control overhead and power consump-
tion metrics, we evaluated the data packets overhead.

e Data packets overhead: It is the total number of
data packets received by the border router during
the simulation. We also recorded the number of
duplicated data packets to highlight the instability
of the network.

5.2. Simulation Settings

Using the Cooja-Contiki simulator, we simulated
three topologies of 30 nodes each, with one border
router. We set up three main scenarios: (1) RPL without
attack, (2) RPL under attack, and (3) RPL with RPL-
MRC. We implemented sub-scenarios, where we var-
ied the number of attackers. We also varied the fre-
quency of the attack and the value of MRC. We used
Tmote sky nodes and the radio protocol UDGM (Unit

Disk Graph Radio Medium) with distance loss as a link
failure model as it provides a real-world emulation of
the lossy links and shared media collision among RPL’s
nodes. Additionally, we used the CSMA/CA for the
link layer and the ContikiMAC as the radio duty cycling
(RDC) protocol.

We run every simulation for 15 minutes. The nodes
were distributed in an area of 300m x 250m. We used
the RPL-collect package for packets generation, where
each node sends one packet of 46 bytes every 60 sec-
onds. For the performance metrics, we used radio mes-
sages and collect-view tools. Five runs were conducted
for each scenario, and values were averaged. Besides,
the proposed solution has been evaluated for the SybM
attack defined in [19]. Table 1 summarises the parame-
ters used for the simulations.

Table 1: Simulation Parameters

Parameter Value

Simulator Cooja-Contiki 3.0

Simulation time (mn) 15

Network area 300x250m2

Node type Tmote Sky (telosB)

Number of nodes 30

Number of malicious 2, 5, 10

nodes

Attack frequency (s) 3,6, 10, 15, 30

MRC Values 13, 14, 15, 16, 17

Transmission range 70m

Interference range 60m

TX, RX 70%, 100%

MAC ContikiMAC

Link failure model UDGM with Distance Loss

Traffic rate One packet sent every 10
seconds

Packet size 46 bytes




5.3. The Effect of the M-DIS Attack Frequency

To evaluate the effect of the attack frequency on the
RPL performance, five malicious nodes were distributed
uniformly in the network to ensure covering the vast
majority of benign nodes and maximise the network’s
damage. MRC is set to 15 (which is equivalent to MRD
equal to 32,768 seconds). We selected MRC=15 be-
cause it gives the best results as it can be seen in Sec-
tion 5.5. The attack is triggered in intervals of 3, 6,
10, 25, and 30 seconds. Native RPL (RPL), RPL under
M-DIS attack (RPL-DIS), and RPL under M-DIS attack
with MRC countermeasure (RPL-MRC) were evaluated
in terms of the metrics in Section 5.1.

Control Overhead. Figure 5 shows the performance of
the network in terms of DIO messages overhead follow-
ing different attacking intervals. It is noticed that the
number of DIO messages sent in RPL-DIS scenario is
very high compared to the native RPL and RPL-MRC
regardless of the frequency of the attack. Nevertheless,
we can observe that in RPL-MRC scenario, the DIO
overhead has been decreased by 86%, 84%, 84%, 81%,
and 79% for 3, 6, 10, 15, and 30 seconds intervals, when
compared to RPL-DIS scenario. Indeed, RPL-MRC has
performed very well, reducing the overhead to almost
the one generated in the native, RPL. This is because
RPL-MRC is executed every time a Multicast DIS mes-
sage is received, even from legitimate nodes. We ob-
serve that in some cases (e.g., 10s and 30s intervals) the
overhead is lower than native RPL. This could be be-
cause the nodes did not reset their timers according to
the rule in equation 2 (i.e., the current time is less than
MRD), in addition to the execution of RPL-MRC that
reduces DIOs response to legitimate DIS Multicast.

RPL ERPL-DIS

RPL-MRC
4500
4000
3500
3000
2500
2000
1500
1000

500

DIO Overhead

3 4] 10 15 30
M-DIS Frequency (s)

Figure 5: Control Overhead Vs Attack Frequency.

Power Consumption. As observed in Figure 6, the
RPL-DIS network suffers heavily in terms of power
consumption due to the attackers being able to flood the
network with many DIS and DIO messages. However,
following the RPL-MRC mitigation mechanism, the av-
erage power consumption has been reduced by 53%,
48.5%, 48%, 41%, and 34% for attack frequency of 3, 6,
10, 15, and 30 seconds, respectively. Indeed, the decline
in the number of transmitted DIOs has resulted in lower
power consumption. Both results (i.e., control overhead
and power consumption) are justified by executing the
RPL-MRC mechanism that redefines how to respond to
a DIS Multicast.

RPL  ERPL-DIS

RPL-MRC

Average Power Consumption (mw)
=]
w

3 4] 10 15 30
DIS Attack Frequency (seconds)

Figure 6: Power Consumption Vs Attack Frequency.

Data Packets Overhead. The results in Figure 7
demonstrate that the data packets overhead increases
under the M-DIS attack. This is due to the increase of
DIO overhead, which suppresses communication chan-
nel availability, forms a locally unstable network, and
thus induces generating duplicate data packets. We no-
tice that both the number of duplicate data packets and
the number of delivered packets have been reduced us-
ing RPL-MRC countermeasure. In fact, under RPL-
MRC, the network is more stable because the DIO over-
head is reduced significantly.

5.4. The Effect of the Number of Attackers

To evaluate how RPL-MDS performs according to
the number of attackers present in the network, we im-
plemented the M-DIS attack with different numbers of
malicious nodes (2, 5, and 10) and an MRC set to 15.

Control Overhead. Figure 8 shows the impact of vary-
ing the number of malicious nodes on the amount of
control message exchanged in the network. In RPL-DIS
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Figure 7: Delivered and Duplicate Data Packets Vs Attack Frequency.

scenario, the control overhead increases when the num-
ber of attackers grows because the attackers were dis-
tributed uniformly in the network. Thus, a large number
of legitimate nodes are infected by the attack. In RPL-
DIS, all nodes in a malicious node’s radio range reset
their Trickle timers every time they receive a DIS Mul-
ticast, and hence, send frequently DIO messages that are
propagated in the network. However, RPL-MRC mech-
anism regulates the reset of the Trickle timer and the
transmission of DIO messages in a way to reduce the
overhead in the network. As a result, the overhead was
decreased by 79%, 98.7%, and 90% in the presence of
2, 5, and 10 attackers, when compared to RPL-DIS.

EIRPL ERPL-DIS RPL-MRC
5000
4000
3000

2000

DIO Overhead

1000

N N

2 5 10
Number of Attackers

Figure 8: Control Overhead Vs. Number of Attackers.

Power Consumption. By analysing Figure 9, we realise
that as the number of malicious nodes increases, the
energy consumption increases significantly in the RPL-
DIS scenario. Considering that more attackers exist in
the network, more legitimate nodes respond to the attack
by Multicast more DIO messages, resulting in larger

power consumption. Albeit the energy consumption un-
der RPL-MRC scenario is more than the native network
(RPL scenario), it remains very good compared to the
network under attack (RPL-DIS scenario). RPL-MRC
mechanism was able to decrease the control overhead
for a different number of attackers and, consequently,
the network’s overall power consumption. Although the
number of DIOs has decreased, we notice that the en-
ergy increases as the number of attackers increases. In-
deed, malicious nodes consume more energy on trans-
mitting DIS messages (frequency of 3 seconds per at-
tacker), which means that the network’s average power
consumption increases.

ERPL ERPL-DIS RPL-MRC

0

2 5 10

Average Power Consumption (mw)
w

Number of Attackers

Figure 9: Power Consumption Vs Number of Attackers

Data Packets Overhead. Under M-DIS attack (for both
RPL-DIS and RPL-MRC scenarios), the border router
receives a larger number of original and duplicate data
packets, as shown in Figure 10. When the node does not
receive the acknowledgement, it schedules retransmis-
sion, leading to a duplicate packet. It is evident that data
packets may be correctly received, and the correspond-
ing acknowledgement may be lost or even may collide
due to transmissions unreliability resulted from the in-
crease of control overhead. However, regardless of the
number of malicious nodes, RPL-MRC makes the net-
work more stable. As a result, the number of duplicate
packets is reduced.

5.5. The Effect of the MRC Parameter

This section investigates the MRC parameter setting’s
effect on the RPL network performance by increasing
the MRC value, starting with 13 and incrementing it by
one to a maximum of 17 (i.e., 13, 14, 15, 16, and 17).
The MRC values correspond to MRD values of 213 214,
215 216 and 217, respectively).
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Control Overhead. 1tis clear from Figure 11 that RPL-
MRC reduces the control overhead significantly, what-
ever the MRC value. Indeed, the control overhead has
been decreased by 56%, 74%, and 86% for MRC equal
to 13, 14, and 15, respectively. We notice that setting
a small value for MRC getting closer (approximates)
to the Trickle timer minimum interval (i.e., 13 and 14)
induces more control overhead. Whereas, MRC val-
ues from 15 give approximately the same results and
an overhead close to the native RPL one.
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Figure 11: Number of DIO under Different MRC Values.

Power Consumption. Similarly to all of the above
cases, the decrease in power consumption under RPL-
MRC is a logical consequence of reducing control mes-
sage overload. It is evident from Figure 12 that the
MRC values from 15 give better results in terms of en-
ergy consumption. The following points can explain the
results for both control messages overhead and energy
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consumption:

e The nodes reset their timers but suppress the de-
layed DIOs because the threshold of transmissions
is reached.

e The nodes do not reset their timers because the cur-
rent interval (period) is less than the response delay
value. It could occur for MRC values of 15, 16, and
17.

o The nodes reset their timer to a value greater than
the I, defined by the Trickle timer.

As in Section 5.4, malicious nodes consume more en-
ergy on transmitting DIS messages, which implies an
increase in the overall network’s average power con-
sumption. However, the results remain satisfactory with
a decrease between 35% and 53% compared to RPL-
DIS.

RPL

ERPL-DIS RPL-MRC

G

Average Power Consumption (mw)
]
o
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Figure 12: Power Consumption under Different MRC Values.

Data Packets Overhead. The results from Figure 13
have also demonstrated that the DIS attack may mod-
erately affect data packets’ delivery. RPL-MRC has im-
proved the network’s stability for all MRC values and
consequently decreased the data packets overhead.

5.6. The Effect of Mobility

In our previous work [19], we introduced the SybM
attack, which is a combination of Sybil and M-DIS at-
tacks where malicious nodes are mobile. Figure 14
represents an illustrative example of the SybM attack
model. Initially, each attacker is placed at a random lo-
cation and sends data packets periodically to the bor-
der router as a legitimate node. Afterwards, the mali-
cious nodes trigger the attack following a time interval.
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Each adversary node involves a set of its Sybil identi-
ties alternately and periodically while moving through
the network to the border router. Just after moving to
a new location, the attackers send Multicast DIS mes-
sages to their new neighbours within the network using
new Sybil identities. As a result, neighbourhood con-
nectivity will change, and obviously, more DIO mes-
sages will be exchanged. We demonstrated with exten-
sive simulations that the harmful effects of the SybM
attack (dynamic case) on RPL networks performance
surpass the impact of the DIS attack (static case) [19]
vastly. In this section, we study the effect of the pro-

Moves
DIS —>
BR (]
Maliciousnede O
Legitimatenode @

Figure 14: SybM Attack Illustration.

posed solution (RPL-MRC) on RPL under SybM at-
tack. We simulated a network of 50 TelosB nodes (Sky
motes) with one border router and 49 senders. Table 2
highlights the simulation parameters specific for SybM
attack.

Control Overhead. Figure 15 demonstrates that the
overhead generated in all scenarios exceeds the one gen-
erated in previous sections, even if the simulation du-
ration is 5 minutes. In fact, we used a larger network
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Table 2: Simulation Parameters for Mobility Scenario

Parameter Value
Simulation time (s) 330

Network area 300x200m?2
Number of nodes 50

Number of malicious nodes 10

Attack frequency (s) 3

Number of moves (identities) 5 per attacker
MRC Value 15

of 50 nodes that generate more traffic to construct and
maintain the RPL topology. As depicted in the figure,
SybM attack caused an extra overhead of 55.7%, which
is more than the double compared to the one generated
from native RPL. Nonetheless, RPL-MRC behaves like
in the static case (RPL-DIS) and reduces the attack’s
effect (RPL-SybM) on control overhead by 55%. In
conclusion, RPL-MRC is very efficient to reduce the re-
sponse to a DIS Multicast in a dynamic (mobile) net-
work.

ReL-viRC - I
ReLsybv
ReL I

0 500 1000 1500 2000

DIO Overhead

Figure 15: Control Overhead under SybM Attack.

Power Consumption. The power consumption in-
creases with the size of the network following the in-
crease in control overhead. The Figure 6, Figure 9, Fig-
ure 12, and Figure 16 reveal that the power consumption
for native RPL with 50 nodes and 5 minutes simulation
time increased by 21% compared to 30 nodes and 15
minutes simulation time. RPL-SybM generated an ex-
tra power consumption of 42%, and RPL-MRC reduced
it by 33.6%. Hence, RPL-MRC additional overhead is
about 8.4%, which is acceptable as the first line of de-
fence.

Data Packets Overhead. As shown in Figure 17, in the
presence of SybM attack, the duplicate data packets in-
crease, hence increasing the delivered ones. This can be
explained by the mobility of the attackers and the Multi-
cast of DIS messages that render the network unstable.
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Figure 16: Power Consumption under SybM Attack.

RPL-MRC succeeds in reducing the number of dupli-
cate packets by 91%.
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Figure 17: Data Packets Overhead under SybM Attack.

6. Conclusion

A node aiming to join the RPL DODAG sends a
DIS message to solicit topology information. On re-
ceiving a DIS Multicast, neighbouring nodes reset their
trickle timer to its minimum value and replay by DIO
Multicast. Indeed, a simple DIS Multicast can signifi-
cantly increase the number of exchanged control mes-
sages. The abrupt increase of control overhead in-
creases the overall power consumption of the network
and further reduces the network lifetime. This study
proposed a solution to deal with the DIS Multicast is-
sue that an intruder can use to harm the network. The
results highlighted the efficiency of RPL-MRC mech-
anism for reducing control overhead, power consump-
tion, and data packet overhead. We studied the effect of
the approach on different scenarios (e.g., varying the at-
tack frequency, varying the number of attackers, varying
the proposed parameter MRC, and under mobility). We
concluded that RPL-MRC achieves high performance
in all cases. We demonstrated the RPL-MRC scalabil-
ity as it presented good fulfilment for a larger network.

We suggest that our solution could be combined with
other detection methods, such as the threshold-based to
protect RPL-LLNs. Indeed, RPL-MRC can reduce the
attack’s effect before the attackers are detected and dis-
carded from the network.

We intend to validate the proposed solution’s effi-
ciency in real testbeds and a fully dynamic network in
our future work. Furthermore, it is interesting to explore
the integration of RPL-MRC to an intrusion detection
system.
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