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Abstract

Performance and scalability testing and measurements of cloud-based software services are necessary for future
optimizations and growth of cloud computing. Scalability, elasticity, and efficiency are interrelated aspects of cloud-
based software services' performance requirements. In this work, we use a technical measurement of the scalability
of cloud-based software services. Our technical scalability metrics are inspired by metrics of elasticity. We used two
cloud-based systems to demonstrate the usefulness of our metrics and compare their scalability performance in
two cloud platforms: Amazon EC2 and Microsoft Azure. Our experimental analysis considers three sets of comparisons:
first we compare the same cloud-based software service hosted on two different public cloud platforms; second we
compare two different cloud-based software services hosted on the same cloud platform; finally, we compare between
the same cloud-based software service hosted on the same cloud platform with two different auto-scaling policies. We

scalability. We discuss the implications of our work.

note that our technical scalability metrics can be integrated into a previously proposed utility oriented metric of
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Introduction

Cloud-based applications are increasing rapidly as host-
ing cost have been reduced and computing resources be-
come more available and efficient. In order to maximize
the scalability and performance of any software system,
it is essential to incorporate performance and scalability
testing and assessment into the development lifecycle.
This will provide an important foundation for future
optimization and will support the Service Level Agree-
ment (SLA) compliant quality of cloud services [1, 2].
There are three typical requirements that are associated
with the performance of cloud-based applications: scal-
ability, elasticity, and efficiency [3, 4].

In this study, we adopt technical definitions of these
performance features, which were identified by Lehrig et
al. [5]. Scalability is the ability of the cloud layer to increase
the capacity of the software service delivery by expanding
the quantity of the software service that is provided. Elasti-
city is the level of autonomous adaptation provided by the
cloud layer in response to variable demand for the software
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service. Efficiency is the measure of matching the quantity
of software service available for delivery with the quantity
of demand for the software service. However, we note that
alternative, utility-oriented (i.e. economic cost/benefit fo-
cused) approaches are also used in the literature for the
conceptualization and measurement of these performance
aspects of cloud-based services [6, 7]. Technical scalability
measurements and testing is key to assessing and measur-
ing the performance of cloud-based software services [1, 8].
Both elasticity and efficiency aspects depend on scalability
performance.

Cloud Computing, auto-scaling and load-balancing
features provide the support for cloud-based applications
to be more scalable, which allows such applications to
be able to deal with sudden workload by adding more of
instance(s) at runtime. Furthermore, as cloud-based ap-
plications are being offered as Software as a Services
(SaaS), and the use of multi-tenancy architectures [9];
emphasizes the need for scalability that supports the
availability and productivity of the services and on-de-
mand resources.

A relevant systematic literature review reports, only a
few research works (e.g. project reports, MSc theses)
which try to address the assessment of technical
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scalability of cloud-based software services [5]. However,
recently a number of publications addressed the tech-
nical measurement of the elasticity of cloud-based
provision of software services [5, 10]. On the other hand,
other recent publications address the scalability of
cloud-based software services from utility perspective
[5-7, 11].

In order to try to improve the scalability of any software
system, we need to understand the system’s components
that effect and contribute to scalability performance of the
service. This could help to design suitable test scenarios,
and provides a basis for future opportunities aiming to
maximize the services scalability performance. Assessing
scalability from utility perspective is insufficient for the
above purpose, as it works from an abstract perspective
which is not necessarily closely related to the technical com-
ponents and features of the system.

In this paper, we use technical scalability measurements
and metrics for scalability [12] of cloud-based software ser-
vices, inspired by earlier technical measures of cloud elasti-
city [13—-15], this work is extended from previous works [12,
16]. We demonstrate the metrics application using two
cloud-based software services (OrangeHRM and/or Media-
Wiki) run through the Amazon EC2 and Microsoft Azure
clouds. We perform three comparisons, the first one be-
tween the same cloud-based software service hosted on two
different public cloud platforms. The second comparison is
between two different cloud-based software services hosted
on the same cloud platform. The third comparison is be-
tween the same cloud-based software service hosted on the
same cloud platform with different auto-scaling policies.
We show how the metrics can be used to show differences
in the system behavior based on different scaling scenarios.
We discuss how we can use these metrics for measuring
and testing the scalability of cloud-based software services.

The rest of the paper is organized as follows: Related
work section presents related works. A description of our
approach to measuring the scalability of cloud-based soft-
ware services and our metrics based on this measurement
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approach are presented in Scalability performance meas-
urement section. Experimental setup and results Section
presents our experiments and analyses using two different
usage scenarios, and three sets of comparisons to demon-
strate the measurement approach and metrics results. Next,
we discuss the implications and importance of the ap-
proach and metrics in Discussion section. Finally, we
present our conclusions and future works in Conclusions
and future work section.

Related work

Related reviews [17, 18] highlight scalability and perform-
ance testing and assessment for cloud-based software ser-
vices, as promising research challenges and directions.
Another related mapping study [19] highlights that the
majority of the studies in software cloud testing present
early results, which indicates growing interests across the
field and also the potential for much more research to fol-
low the early results.

A relevant systematic literature review [5] covers cloud
performance assessments and metrics in terms of scaling,
elasticity, and efficiency. Highlights of their key findings
are: most of the reviewed papers focus on elasticity, and in
the term of scalability, they report that the papers were ei-
ther early and preliminary result or initial ideas of research
students. The review [5] provides the definitions of the
key performance aspects (scalability, elasticity, and effi-
ciency) which have been adopted in this study. Other
similar recent surveys [20, 21] focus primarily on cloud
service elasticity.

The majority of the studies focus on measuring the
elasticity of cloud services from a technical perspective
[4, 10, 15, 22-26]. For example, Herbst et al. [4] sets a
number of key concepts that allows measuring cloud
service elasticity in technical term (see Fig. 1) such as
the quantity and time extents for periods of time when
the service provision is either below or above what is
required by the service demand. Elasticity measures
defined by [4, 22] is: the timeshares and average time

Resources

== Actual Demand

== Capacity

wsm Over-provisioned

Under-provisioned

Time

Fig. 1 Key concepts for measuring elasticity
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lengths in under-provisioned and over-provisioned states;
the amounts of the over-provisioned and under-provi-
sioned resources per time unit; the averages of the excess
and lacking resources; and the jitter, which is the number
of resource adaptations during a specific time of provi-
sioning the service. The up-elasticity and the down-elasti-
city metrics are defined as the reciprocal value of the
product of the average under-provisioned/over-provi-
sioned time length and average lack of resources. Further
elaboration [23] that extended the above metrics intro-
duced other factors and ways such as reconfiguration
time, functions of resource inaccuracy, and scalability.

From the utility-oriented perspective of measuring and
quantifying scalability, we note the work of Hwang et al.
[7, 11]. Their production-driven scalability metric in-
cludes the measurement of a quality-of-service (QoS)
and the cost of that service, in addition to the perform-
ance metric from a technical perspective [7, 11]. This
approach is useful from a utility perspective, as it de-
pends on multiple facets of the system (including cost
measures), it is improbable to be able to provide useful
and specific information in terms of contribution of sys-
tem components to scalability in a technical perspective.

Technical-oriented measurements or metrics for cloud-
based software scalability research are limited. Such as [4]
provides a technical scalability metric, however, this is a
rather elasticity driven metric which measures the sum of
over- and under-provisioned resources over the total
length of time of service provision. While, Jayasinghe et al.
[13, 14] provides a technical scalability measure in terms
of throughput and CPU utilization of the virtual machines,
but the work does not provide a metric or measure. Jamal
et al. [27] describe practical measurements of systems
throughput with and without multiple virtual machines
(VMs), without clearly formulating specific measurements
or metric of scalability. Gao et al. [15] evaluate software as
services (SaaS) performance and scalability from the cap-
acity of the system perspective, by using the system load
and capacity as measurements for scalability. Another
recent work [28] focuses on building a model that helps to
measure and compare different deployment configura-
tions in terms of costs, capacity, and elasticity. Brataas et
al. [29] offered two scalability metrics, one based on the
relationship between the capacity of cloud software ser-
vices and its use of cloud resources; the second is the cost
scalability metric function that replaces cloud resources
with cost, in order to demonstrate the metrics, they used
CloudStore application hosted in Amazon EC2 with dif-
ferent configurations. In an earlier work, [30] provides a
theoretical framework of scalability for mobile multi-agent
systems, however, which remains limited to theory and
modeling results.

In terms of comparisons, we note that [13, 14] com-
pared the performance and scalability of two
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applications (RUBBoS and/or Cloudstone) on three pub-
lic clouds (Amazon, Open Cirrus, and Emulab), and
three private clouds that have been built using the three
mainstream hypervisors (XEN, KVM and CVM). As we
mentioned above the comparison were based on CPU
utilization and throughput without providing any metric
or measure. Similarly, Hwang et al. [7, 11] introduces a
set of experiments involving five benchmarks, three
clouds, and set of different workload generators. Only
three benchmarks were considered for scalability mea-
surements, the comparison was based on the scaling
scenarios, and what the effect on performance and scal-
ability. Gao et al. [15] run the same experiments in two
different AWS EC2 instance types, one with load-balan-
cing and one without. While Vasar et al. [31] introduces
a framework for testing web application scalability on
the cloud, run the same experiments settings to measure
response time on three different EC2 instance types.

Scalability performance measurement
Scalability is the ability of the cloud-based system to
increase the capacity of the software service delivery by
expanding the quantity of the software service that is
provided when such increase is required by increased
demand for the service over a period of time during
which the service is exposed to a certain variation in
demand for the service (i.e. a demand scenario) [5]. Our
focus is whether the system can expand in terms of
quantity (scalability) when required by demand over a
sustained period of service provision, according to a cer-
tain demand scenario. We are not concerned with short-
term flexible provision of the resources (elasticity of the
service provision) [22]. The purpose of elasticity is to
match the service provision with actual amount of the
needed resources at any point in time [22]. Scalability is
the ability of handling the changing needs of an applica-
tion within the confines of the infrastructure by adding
resources to meet application demands as required, in a
given time interval [5, 32]. Therefore, the elasticity is
scaling up or down at a specific time, and scalability is
scaling up by adding resources in the context of a given
time frame. The scalability is an integral measurement
of the behavior of the service over a period of time,
while elasticity is the measurement of the instantaneous
behavior of the service in response to changes in service
demand. Furthermore, we are not concerned with the ef-
ficiency of the cloud-based software services delivery,
which is usually measured by the consumption of re-
sources (i.e. cost and power consumption) required to
complete the desired workload [5].

The increase of cloud capacity usually happens by
expanding the volume of service demands served by one
instance of the software or by providing a lower volume
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of service through multiple instances of the same soft-
ware, or a combination of these two approaches. Gener-
ally, we expect that if a service scales up the increase in
demand for service should be matched by the propor-
tional increase in the service’s provision without degrad-
ation in terms of quality. In this work, the quality of the
service may be seen for example in terms of response
time.

The ideal scaling behavior of the service system
should be substantial over a sufficiently long time-
scale, in contrast with cloud elasticity that looks at
short-term mismatches between provision and de-
mand. If the system does not show ideal scaling be-
havior, it will increase the volume of the service
without changing the quality of that service. Ordinar-
ily, real systems are expected to behave below the
level of the ideal scaling and the aim of scalability
testing and measurements is to quantify the extent to
which the real system behavior differs from the ideal
behavior.

To match the ideal scaling behavior, we expect that
the system will increase the quantity of the software
instances proportionately with the rise in demand for
the software services, ie. if the demand is doubled, we
would ideally expect the base number of software
instances to also double. We also expect that the system
maintains quality of service in terms of maintaining the
same average response time irrespective of the volume
of service requests, i.e. if demand was increased by 25%,
we would ideally expect no increase in average response
time. Formally, let us assume that D and D’ are two ser-
vice demand volumes, D’ >D. Let I and I' be the corre-
sponding number of software instances that are
deployed to deliver the service, and let t, and t’, be the
corresponding average response times. If the system
scales ideally we expect that for any levels of service de-
mand D and D’ we have that

D'/D =1/ (1)
t, =t (2)

Equation (1) means that the volume of software in-
stances providing the service scale up linearly with the
service demand. Equation (2) means that the quality of
service, in terms of average response time, remains the
same for any level of service demand.

In order to measure the values of I and t, the system
must perform the delivery of the service over a period of
time, such that short-term variations corresponding to
system elasticity do not influence the measurements.
This means that the measurements should be based on
an average number of software instances and average re-
sponse time measured regularly (e.g. every second) dur-
ing the execution of a demand scenario following a
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particular pattern of demand variation. The same demand
pattern should be executed multiple times to get reliable
averages.

Demand scenarios may follow certain patterns ex-
pected to test the scalability of the system in specific
ways. Two kinds of demand patterns that appear as nat-
ural and typical choices are the steady increase followed
by a steady decrease of the demand with a set level of
the peak, and the stepped increase and decrease, again
with a set peak level of demand. The second scenario is
a stepped increase and decrease, again with a set peak
level of demand; with this scenario, we schedule to start
with 10% of the demand size, then stepped increase 10%
through time, while stepped down 10% through time.
These two demand scenarios are shown in Fig. 2. The
purpose of having two scenarios is to see how the auto-
scaling service (services that automatically help to
ensure that an application has the proper number of
ainstances dynamically, can handle the workload during
runtime [33, 34]) handles cloud-based software services
with different patterns of growth of workloads and to
verify that the cloud resources covers the target system’s
needs without experiencing a drop in performance. A
demand scenario is characterized by a summary measure
of the demand level, which may be the peak level or the
average or total demand level. This characteristic of a
demand scenario is denoted as D.

A

A)

Demand

A 4

Time

Demand

Time

Fig. 2 Demand scenarios: a Steady rise and fall of demand; b

Stepped rise and fall of demand
A\
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In general, real-world cloud-based systems are unlikely
to deliver the ideal scaling behavior. Given the difference
between the ideal and the actual system scaling behavior,
it makes sense to measure technical scalability metrics
for cloud-based software services using as reference the
ideal scalability behavior defined in (Egs. 1 and 2).

In terms of provision of software instances for the de-
livery of the services, the scaling is deficient if the num-
ber of actual instances is lower than the ideally expected
number of scaling instances. To quantify the level of
deficiency we pick a demand scenario and start with a
low level of characteristic demand D, and measure the
corresponding volume of software instances Ip. Then we
measure the number of software instances I, corre-
sponding to a number (n) of increasing demand levels
Dy following the same demand scenario, we can then
calculate how close are the I, values to the ideal I’y
values (in general we expect I; < I). Following the ideal
scalability assumption of Eq. (1) we get for the ideal I
values:

I" = (Di/Dy) - Iy (3)

Considering the ratio between the area defined by the
(Dw L) values, k=0,...,n, and the area defined by the
(D, I'}) values we get the metric of service volume scal-
ability of the system ny:

AT = Zk:l..“,n (Dk - Dk_l) ’ (I*k + I*k—l)/z (4')

A= Zk:l,m,n (D = Dic1) - (I + Leer ) /2 (5)
n = A/A" (6)

where A and A’ are the areas under the curves evaluated
piecewise as shown in Fig. 3a calculated for actual and
ideal I values and 1) is the volume scalability performance
metric of the system. The system is close to the ideal vol-
ume scalability if n; is close to 1. If the opposite is the case
and n; is close to 0, then the volume scalability of the sys-
tem is much less than ideal.

We define the system quality scalability in a similar
manner by measuring the service average response times
t, corresponding to the demand levels Dy. Here, the sys-
tem average response time measures as the average time
that the system takes to process a request once it was
received. We approximate the ideal average response
time as to, following the ideal assumption of Eq. (2). The
system quality scalability is less than ideal if the average
response times for increasing demand levels increase, i.e.
ty>to. By considering the ratio between the areas
defined by the (D, ti) values, k=0,...,n, and the area
defined by the (Dy, to) values we get a ratio that defines
a metric of service quality scalability for the system n;:
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Fig. 3 The calculation of the scalability performance metrics: a the
volume scalability metric is n,, which is the ratio between the areas
Aand A" - see Eqg. (6); b the quality scalability metric is n,, which is
the ratio between the areas B” and B — see Eq. (9). The red lines
indicate the ideal scaling behavior and the blue curves show the
actual scaling behavior

B* = Zkzl,...m (Dx — D) - to

= (Dn — Do) - to (7)
B= Zk:l,...,n (Dk o Dk_l) ’ <tk + tk‘l)/z (8)
ne=B"/B 9)

where B and B’ are the areas under the curves evaluated
piecewise as shown in Fig. 3b calculated for actual and
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ideal t values and n; is the quality scalability perform-
ance metric of the system. If n, is close to 1 the system
is close to ideal quality scalability. On the other hand, if
Nt is close to 0 the quality scalability of the system is far
from the ideal.

Figure 3 illustrates the calculation of the two scalabil-
ity performance metrics. In Fig. 3a, A" is the area under
the red line showing the ideal expectation about the
scaling behavior (see Eq. (1)) and A is the shaded area
under the blue curve, which corresponds to the actual
volume scaling behavior of the system. The blue curve is
expected in general to be under the ideal red line, indi-
cating that the volume scaling is less efficient than the
ideal scaling. In Fig. 3b, B is the shaded area under the
red line indicating the expected ideal behavior (see Eq.
(2)) and B is the area under the blue curve, showing the
actual quality scaling behavior of the system. Again, in
general, we expect that the blue curve is above the ideal
red line, indicating that the quality scaling is below the
ideal. We chose nonlinear curves for the examples of
actual scaling behavior (blue curves in Fig. 3) to indicate
that the practical scaling of the system is likely to re-
spond in a nonlinear manner to changing demand.

The above-defined scalability metrics allow the effect-
ive measurement of technical scalability of cloud-based
software services. These metrics do not depend on other
utility factors such as cost and non-technical quality
aspects. This allows us to utilize these metrics in tech-
nically focused scalability tests that aim to spot compo-
nents of the system that have a vital impact on the
technical measurability, and additionally the testing of
the impact of any change in the system on the technical
system scalability. The scalability performance refers to
the service volume and service quality scalability of the
software service; these two technical measurements
reflect to the performance of the scalability of the cloud-
based software services.

Applying these metrics to different demand scenarios
allows the testing and tuning of the system for particular
usage scenarios and the understanding of how system
performance can be expected to change as the pattern of
demand varies. Such application of these metrics may
highlight trade-offs between volume scaling and quality
scaling of the system that characterize certain kinds of
demand pattern variation (e.g. the impact of the transi-
tion from low-frequency peak demands to high-frequency

Table 1 Hardware configrations for cloud platforms
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peak demands or to seasonal change of the demand). Un-
derstanding such trade-offs can help in tailoring the sys-
tem to its expected or actual usage.

Experimental setup and results

To validate the volume and quality metrics, we performed
experiments on Amazon AWS and Microsoft Azure cloud
platforms, we used OrangeHRM and Mediawiki as cloud-
based software services. Mediawiki is an open-source wiki
software system available from https://www.mediawiki.
org, OrangeHRM is an open source human resource man-
agement software system available from https://www.
orangehrm.com. The reason for using these two cloud-
based software services (OrangeHRM and MediaWiki) is
based on the REST-based nature of the applications,
which is highly adopted by cloud and application pro-
viders. As the architecture of these applications support
REST caching to improve performance and scalability; by
caching the data and the code, which will reduce the
amount of time required to execute each HTTP request
and therefor improving response times by serving data
more quickly [35, 36].

The purpose is to check the scalability performance of
cloud-based applications using different cloud environ-
ments, configuration settings, and demand scenarios.
We applied the similar experimental settings for the
same cloud-based system (OrangeHRM) in two different
cloud environments (EC2 and Azure). We have changed
the parameters for Mediawiki, which runs a different
type of instance on AWS EC2 environment. Table 1 il-
lustrates the hardware configurations for both cloud
platforms.

To provide the scaling of the services we relied on the
Auto-Scaling and Load-Balancer services provided by
both Amazon AWS and Microsoft Azure. Furthermore,
Amazon CloudWatch and Azure Monitor services have
been configured in order to monitor the parameters.
The Auto-scaling polices (the default policies that are of-
fers by the cloud providers when setting up an auto-scal-
ing group) that have been used for the first two set of
experiments are given in Table 2.

In this study, we perform three kinds of comparisons,
one between the same cloud-based software hosted on
two different cloud platforms (EC2 and Azure). The sec-
ond comparison is between two different cloud-based
software services hosted on the same cloud platform

Platform Type CPU Credits/hr V-CPU(s) RAM Price (§/ Hr)

Amazon EC2 (London) t2.micro (Linux) 6 1 1 0.0132
t2.medium (Linux) 24 2 4 0.052

MS Azure (UK South) Standard A1 (Linux) 6 1 1.75 0.06
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Table 2 Auto-Scaling polices

Auto-Scaling Policies

Add Instance When 80% > = CPUUtilization < +infinity

Remove Instance When 30% < = CPUUtilization > — infinity

(EC2). The third is between the same cloud-based soft-
ware service hosted on the same cloud platform (EC2)
with different Auto-scaling polices. The parameters of
these experiments are listed in Table 3.

For OrangeHRM experiments (hosted on EC2 and
Azure), we simulate the workload using an Apache JMe-
ter script (http://jmeter.apache.org/) and run through
Redlinel3 services after connecting our cloud accounts
to the service (https://www.redlinel3.com).

We used Redlinel3 services by uploading the test
script into our account; which allows us to easily deploy
JMeter test plans inside our cloud domain and repeat
the tests without the need to reset the test parameters
again. This allows efficient extraction of the data. The
experimental data has been collected through both Red-
linel3 management portal and the monitoring services
from EC2 and Azure. The service requests consisted of
an HTTP request to all pages and links of OrangeHRM
by gaining login access using the following steps via the
Apache JMeter:

e DPath =/.
e Method = GET.
e Parameters = username, password and login button.

We used the Redlinel3 Pro services to test Mediawiki,
which allows us to test the targeted application by cover-
ing HTTP requests for all pages and links, including get-
ting authentication (log in) to the application’s admin
page. In this paper, we report the behavior of the service
software in response to the most basic service request,
i.e. a generic HTTP request. The JMeter script allows us
to send an HTTP/HTTPS request to the targeted appli-
cation, and parses HTML files for images and other em-
bedded resources (i.e. applets, stylesheets (CSS), external
scripts, frames, iframes, background images...etc.), and

Table 3 Cloud-based services, workload, and cloud platform

System service Cloud provider /

Instance type

Workload generator

OrangeHRM Amazon EC2 / JMeter script run
t2.micro by Redline13 services.
OrangeHRM Microsoft Azure / JMeter script run
Standard A1 by Redline13 services.
Mediawiki Amazon EC2 / Redline13
t2medium
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sends HTTP retrieval requests [37]. For our purposes it
was sufficient to issue the simplest HTTP Request, i.e.
logging in to the software service and getting in response
an acceptance of the login request. Figure 4 illustrates
our way to test the scalability of cloud-based software
services.

Experimental process

The cloud resources must be adequately configured to
measure up to the workload in order to achieve efficient
performance and scalability. We considered two demand
scenarios as shown in Fig. 2. The first scenario follows
the steady rise and fall of demand pattern (see Fig. 2a).
The second scenario consists of a series of stepwise
increases and falls in demand as shown in Fig. 2b. Exam-
ples of the two kinds of experimental demand patterns
(users running) are shown in Fig. 5. Figure 5a is an ex-
ample of experiments on Mediawiki in AWS EC2 and
Fig. 4b is an example of experiments on OrangeHRM in
Microsoft Azure. We varied the volume of demand and
experimented with four demand scenarios: 100, 200, 400
and 800 service requests in total.

All experimental settings were repeated 20 times, in
total 640 experimental were conducted. The average
number of simultaneously active software instances and
the average response time for all service requests for
each experimental run has been calculated. In this study,
the system average response time was measured as the
average time that the targeted system takes to process
an HTTP request once it was received. The averages and
standard deviations of simultaneously active software
instances and average response times over the 20 experi-
mental runs have been calculated. The standard devia-
tions are included alongside the averages in the results
graphs.

Measured cloud-based software services result

Results for the same cloud-based software system on EC2
and Azure

To achieve fair comparisons between two public clouds,
we used similar software configurations, hardware set-
tings, and a workload generator in the experiments. To
measure the scalability for the proposed demand scenar-
ios for the first cloud-based software service (Oran-
geHRM) hosted in EC2 and Azure. The average number
of OrangeHRM instances for both scenarios and for the
four demand workloads are shown in Fig. 6. The average
response times for both scenarios and four demand
workloads are shown in Fig. 7. In both figures, the ‘Ideal’
lines show the expected value of average response time,
assuming that the scaling of the software service works
perfectly. The ‘Real’ curves show the actual measured
average response times.
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We note that there are variations in average response
times for the same cloud-based application hosted on
two different cloud platforms (EC2 and Azure). So we
checked all configurations for instances, Auto-Scaling,
and Load-Balancer services for both cloud accounts, to
make sure that all settings match. We re-ran a number
of tests to make sure that the variations in results are
not caused by configuration differences.

We note that there have been other investigations about
variations in average response times for cloud-based appli-
cations by [38, 39]. There are a number of factors that
could cause variations such as: bursty workload, software
component management strategies, bursts in system con-
sumption of hardware resources, and network latency.
However, all software configurations, hardware settings,
and workload generator are similar in our experiments.

The observed average response time values for Azure
for the stepped rise and fall of demand scenario are

A A)

Demand

v

Time

A B)

Demand
N

A 4

Time
Fig. 5 Typical experimental demand patterns: a Mediawiki/EC2 -

Steady rise and fall of demand; b OrangeHRM/Microsoft Azure -
Series of step-wise increases and decreases of demand

shown in Fig. 7d. Starting from the demand size of 200
the response time increases significantly. Once the de-
mand size reached 800 the average response time began
to decline significantly. In contrast, response time values
for EC2 for the same scenario which shown in Fig. 7c,
have increased gradually with less variation.

We calculated the scalability metrics n; and n, for the
two demand scenarios for the cloud-based application
for both cloud platforms. The values of the scalability
metrics are shown in Table 4. The calculated metrics for
EC2 show that in terms of volume scalability the two
scenarios are similar, the scaling being slightly better in
the context of the step-wise increase and decrease of de-
mand scenario. In contrast, Azure shows better volume
scaling in the first scenario (Steady rise and fall) with
around 0.65, while in the second scenario the volume
scaling performance for the Azure is slightly less than
the corresponding performance for the EC2.

In terms of quality scalability, the EC2 hosted system
scales much better in the context of the first scenario,
steady rise and fall of demand, than in the case of the
second scenario with step-wise increase and decrease of
demand. In contrast, Azure shows lower quality scalabil-
ity than EC2 in this respect, with the metric being 0.45
in the first scenario, and 0.23 for the second scenario.

We note from the values of both metrics n; and n; for
both clouds that software system performed better with
respect to both volume and quality in the first scenario,
steady rise and fall of demand, which is more realistic
and simpler demand scenario for many cloud-based soft-
ware services. In general, we conclude that OrangeHRM
performed better in Amazon EC2, in the terms of quality
scalability, while performed slightly better in Azure in
the terms of volume scalability for the steady rise and
fall demand scenario. In the case of the variable rise and
fall of demand, the OrangeHRM performs considerably
better on the EC2 than on the Azure.

The big difference in the average response times for
the software system running on the two cloud platforms
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Table 4 Scalability metrics values

Cloud Provider Scenario Metric
Ni Nt
Amazon EC2 Steady rise and fall 0.5687  0.9041
Step-wise increase and decrease  0.5882  0.5201
Microsoft Azure  Steady rise and fall 06532 04526
Step-wise increase and decrease 05592  0.2372

indicates that either the software system is tailored bet-
ter to the provisions of the EC2 system or that the Azure
might have issues with the speed of service delivery for
the kind of service software systems like the Oran-
geHRM (or for some particular kind of technical aspect
of this software system). Both options raise interesting
questions and opportunities for further investigation of
the technical match between a software system and the
cloud platforms on which it may run.

Results for different cloud-based software systems on EC2
We used different software configurations, hardware set-
tings, and workload generator in this set of experiments
to measure the scalability of the two scenarios for both
cloud-based software services that have been hosted in
EC2. We changed the instance type and the workload
generator in order to see the changes in scalability per-
formance when using different and larger experimental
settings. The purpose of this kind of comparison is to
see the effects on the scalability performance using the
same cloud platform while using different types of
instances and workload generators. The average number
of OrangeHRM instances for both scenarios and for the
four demand workload levels are shown in Fig. 6a and c.
The average numbers of MediaWiki instances for both
scenarios and for the four workload levels are shown in
Fig. 8a and b. The average response times of Oran-
geHRM for both scenarios and four demand workload
levels are shown in Fig. 7a and c. The average response
times of MediaWiki for both scenarios and for the four
workload levels are shown in Fig. 8c and Fig. 6d.

We note that in the case of the MediaWiki we found a
case of over-provisioning of software instances, i.e. when
the measured average number of software instances is
larger than what would be expected as ideal perform-
ance according to Eq. (1) — see Fig. 8b. Given that we
found this for the scenario with many stepwise up and
down changes of the demand, a possible reason for this
is the slow or delayed down-elastic response of the cloud
platform. Our volume performance metric does not ac-
count for over-provision as it assumes by default under-
provision. Consequently, the over-provision, in this case,
distorts somewhat the performance metric (increases it).
One way to correct for this is to include a penalty for
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over-provisioning. Considering the symmetric nature of
the deviation from the idea (downward or upward) in
terms of its impact on the performance and on the geo-
metric calculations in Eq. (5), we can modify this equa-
tion as follows:

..... n (Dx = Dyr) - (e — 2+ [ I = Iy ],
+Ik—1 -2 [Il<+1 _ I*k+1]+)/2
(10)

where [x], represents the value of x if it is positive and 0
otherwise. This change of the calculation avoids the dis-
tortion of the metric caused by potential over-provision.

Table 5 shows the calculated values for the scalability
metrics 1; and 1, for the two demand scenarios for both
OrangeHRM and MediaWiki cloud-based systems. The
corrected volume scalability performance metric, ac-
cording to Eq. (10), for the MediaWiki for the second
scenario is reported in Table 5 in italics.

The calculated metrics show that in terms of volume
scaling the two scenarios give similar performance met-
rics for both systems. The scaling is slightly better in the
context of the scenario with step-wise increase and
decrease of demand for OrangeHRM. In contrast, for
MediaWiki, the performance metrics indicate that the
software performs slightly better in the first scenario,
steady rise and fall of demand than in the second sce-
nario. In terms of quality scalability, both systems scale
much better in the context of the first scenario, steady rise
and fall of demand, than in the case of the second scenario
with step-wise increase and decrease of demand.

Comparing the two software systems running on the
EC2, the metrics show that the MediaWiki runs at a
considerably higher volume scalability performance than
the OrangeHRM in both demand scenarios. The quality
scalability metrics show at the MediaWiki has higher
performance than the OrangeHRM in this respect in the
first scenario and the performances are relatively close
in this sense in the case of the second scenario. One pos-
sible factor behind the different volume scalability perform-
ance is that we ran the MediaWiki on t2.medium virtual
machines, while the OrangeHRM was run on t2.micro vir-
tual machines. Interestingly this difference in the virtual
machines made no major difference to the quality scaling
of the two software systems. In principle, the difference in
the volume scalability performance may point to the pos-
sibility that technical solutions in the MediaWiki system
support more the volume scaling of the system than the
corresponding solutions in the OrangeHRM. A deeper
insight and investigation into the components of these
systems responsible for the performance difference could
deliver potentially significant improvements to the system
with the weaker scalability performance metrics.
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Table 5 Scalability metrics values

Cloud- Scenario Metric

Based

System M Mt

OrangeHRM Steady rise and fall 0.5687 0.9041
Step-wise increase 0.5882 0.5201
and decrease

MediaWiki Steady rise and fall 0.7556 0.9664
Step-wise increase 0.7421 0.5012
and decrease 0.7183

Results for the same cloud-based software system on EC2
with different auto-scaling policies

We used the same software configurations, hardware
settings, and workload generator in this set of experi-
ments to measure the scalability of the two scenarios for
the same cloud-based software services that have been
hosted in EC2, with different Auto-Scaling policies. The
first set of policies are the default policies that are pro-
vided by EC2 cloud when setting up an Auto-Scaling
group (option 1). We pick out random scaling policies
for the second set of experiments (option 2). The Auto-
scaling policies that have been used for this set of exper-
iments are given in Table 6.

The purpose of this kind of comparison is to see the
effects on the scalability performance using the same
cloud platform while using same types of instances and
workload generators, with different auto-scaling policies.
The average number of MediaWiki instances (Option 2)
for both scenarios are shown in Fig. 9a, b. The average
response times of MediaWiki (Option 2) for both sce-
narios shown in Fig. 9 ¢, d. The average response times
and number of software instances for MediaWiki in EC2
(Option 1) - see Fig. 8.

We note two cases of over-provisioning of MediaWiki
software instances for both 200 and 400 demand size,
when we used new set of auto-scaling policies — see Fig.
8b. Table 7 shows the calculated values for the scalability
metrics ny and n, for the two demand scenarios for Med-
iaWiki cloud-based systems for both auto-scaling pol-
icies options. The corrected volume scalability
performance metric, according to Eq. (10), for the sec-
ond scenario is reported in Table 7 in italics.

In the term of average response time, we note that
there are big differences in the average of response times
for the second scenario as it gradually from 2.035s for

Table 6 Auto-Scaling polices

Auto-Scaling Policies

Option 1 Add Instance When 80% > = CPUUtilization < +infinity
Remove Instance  When 30% < = CPUUtilization > — infinity
Option 2 Add Instance When 70% > = CPUUtilization < +infinity

Remove Instance  When 10% < = CPUUtilization > — infinity
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demand size 100 to 9.24 s for demand size 800. While it
graduates from 1.02s for demand size 100 to 3.06 s for
demand size 800, for the second scenario- Step-wise
increase and decrease.

We note in term of volume scaling that the experi-
ments of MediaWiki with the second option of auto-
scaling policies, increased 4% and 11% for the first and
second scenarios respectively. While in term of quality
scaling the the values has decresed 4.5% and 10% for the
first and second scenarios respectively. If we draw a
comparison between the two options of auto-scaling pol-
icies, we note that efficiency is increased when we used
the default auto-scaling policies (option 1).

Discussion

The scalability metrics [12] address both volume and
quality scaling of cloud-based software services and pro-
vide a practical measure of these features of such sys-
tems. This is important in order to support effective
measurement and testing the scalability of cloud-based
software systems. These metrics are distinct from elasti-
city oriented metrics [4].

We used two demand scenarios to demonstrate the ef-
fect of demands patterns on scaling metrics. Using more
than one scenario can be used to improve cloud-based
software services to fit specified demand scenario expec-
tations. This can be useful, to track changes in such sce-
narios that trigger interventions in terms of systems
upgrade or maintenance or direct investment of software
engineering resources in the development of focused up-
grades for the system. Demand scenarios combined with
multi-aspects of quality scaling metric can also be used
to determine rational QoS expectations and likely varia-
tions depending on changes in demand scenarios.

Here we use the quality scalability metric defined by
considering the system average response time. Alterna-
tive quality scaling metrics may be defined by consider-
ing other quality aspects of the system such as system
throughput or recovery rate [11]. Expanding the range
of quality measurements provides a multiple factor view
of quality scalability to support the trade-off options in
the context of QoS offerings in the case of service
scaling.

We understand the importance and need for utility-
perspective scalability metric and measurements. There-
fore, our proposed metrics can be integrated into the
utility-oriented scalability metric proposed by Hwang et
al. [11], by combining our metrics as the performance
and/or quality components of their utility-oriented scal-
ability metric. This will allow the analysis of the scalabil-
ity of cloud-based software services from both technical
and production-driven perspectives. The utility oriented
productivity metric (P(A)) is given as [11]:
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Table 7 Scalability metrics values

Cloud-Based System Scenario Metric
Ni Ne
MediaWiki (Auto-Scaling Steady rise and fall 0.7556 0.9664
policies option 1) Step-wise increase 07421 05012
and decrease 07183
MediaWiki (Auto-Scaling Steady rise and fall 0.7923 0.9202
policies option 2) Step-wise increase 0.8510 04060
and decrease 08217
P(A) = p(A) - o(A)/c(A) (11)

where A is the system configuration, p(A) is the per-
formance component of the metric — in our case this is
the volume scalability metric, w(A) is the quality compo-
nent of the metric — in our case this is the quality scal-
ing metric, and c(A) is the cost component of the
metric. This leads to a re-definition of the utility-ori-
ented metric as:

P(A) = n (A) -0, (A)/c(A)

We calculated the integrated scalability metric (see
costs in Table 1) for the two demand scenarios for all
cloud-based applications for both cloud platforms. The
values of the utility-oriented scalability metrics are
shown in Table 8 — note that the MediaWiki experi-
ments used more powerful and more expensive virtual
machines than the experiments with the OrangeHRM
on the EC2. Our utility oriented scalability calculations
show that in the case of the systems that we compared
the best choice is to use smaller and cheaper virtual ma-
chines on the EC2. The corrected integrated scalability
metric, based on Eq. (10), for the MediaWiki for the sec-
ond scenario, is reported in Table 8 in italics.

The technical scalability metrics that we used in this
paper allow exploring in more detail the contribution to

(12)

Table 8 Integrated scalability metric values

Cloud-Based System / Scenario Integrated
Cloud provider Metrics
OrangeHRM / EC2 Steady rise and fall 3895
Step-wise increase 2318
and decrease
OrangeHRM / Azure Steadly rise and fall 493
Step-wise increase 2.21
and decrease
MediaWiki (Auto-Scaling Steady rise and fall 14.04
policies option 1) Step-wise increase 715 692
and decrease
MediaWiki (Auto-Scaling policies  Steady rise and fall 14.02
option 2) Step-wise increase and 6.64 642

decrease
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the system scalability of various components and tech-
niques used in software systems. By instrumenting the
software system [40] it becomes possible to determine
these contributions and using this information to im-
prove the system. Potentially, different components,
technologies or technical solutions may fit different
degree with the cloud platform’s provisions. The tech-
nical scalability metrics that we used here combined
with instrumentation could allow the identification of
best matches that can improve the system scalability.

Conclusions and future work

In this paper, we demonstrate the use of two technical
scalability metrics for cloud-based software services for
the comparison of software services running on the
same and also on different cloud platforms. The under-
lying principles of the metrics are conceptually very sim-
ple and they address both the volume and quality scaling
performance and are defined using the differences
between the real and ideal scaling carves. We used two
demand scenarios, two cloud-based open source soft-
ware services (OrangeHRM and MediaWiki) and two
public cloud platforms (Amazon AWS and Microsoft
Azure). Our experimental results and analysis show that
the metrics allow clear assessments of the impact of de-
mand scenarios on the systems, and quantify explicitly
the technical scalability performance of the cloud-based
software services. The results show that the metrics can
be used effectively to compare the scalability of software
on cloud environments and consequently to support de-
ployment decisions with technical arguments.

Some interesting scalability behavior has been noted
through the analysis, such as big variations in average
response time for similar experimental settings hosted in
different clouds. A case of over provision state has been
accrued when using higher capacity hardware configura-
tions in the EC2 cloud.

We believe that the technical-based scalability metrics
can be used in designing and performing scalability test-
ing of cloud-based software systems, in order to identify
system components that critically contribute to the tech-
nical scaling performance. We have shown the integra-
tion of our technical scalability metrics into a previously
proposed utility oriented metric. Our metrics can also
be extended, by considering multiple service quality as-
pects and combined with a range of demand scenarios
to support the fine-tuning of the system. Such things
can help the identification of QoS trade-offs, and estima-
tion of genuine scalability performance expectations
about the system depending on demand scenarios.

Future work will include the consideration of other
cloud platforms (e.g. Google Cloud, IBM), demand
workload generators, and other cloud-based software
services, in order to extend the practical validity of the
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work. We also aim to consider further demand patterns
(such as variable width sudden peaks in demand, sea-
sonal demand) to see the impact of these scenarios on
the scalability performance of cloud-based software ser-
vices. Another aspect of future work will focus on using
whole code instrumentation technique in order to iden-
tify the software system or cloud platform components
that contribute critically to variations in average re-
sponse times for the same cloud-based application with
the similar experimental settings in different clouds.

Abbreviations

D and D" Service demand volumes; | and I" The corresponding number of
software instances; QoS: Quality of service; SaaS: Software as services;
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times; VMs: Virtual machines; n;: Volume scalability metric; nt: Quality
scalability metric
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