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Abstract. 

In the vehicle routing problem with time windows VRPTW, there arc two main 

objectives. The primary objective is to reduce the number of vehicles, the secondary 

one is to minimise the total distance travelled by all vehicles. This thesis describes 

some experiments with multiple ant colony and deterministic approaches. For that, 

it starts explaining how a double ant colony system called DACS 01 with two colonies 

has the advantage of using the pheromone trails and the XCHNG local search and 

the ability of tackling multiple objectives problems like VRPTW. Also, it shows how 

such DACS system lacks vital components that make the performance as comparable 

and competitive with that of the well-known VRPTW algorithms. Therefore, the 

inclusions of components, like a triple move local search, a push-forward and push

backward strategy PFPBS, a hybrid local search HLS and a variant of a 2-0pt move, 

improve the results very significantly, compared to not using them. Furthermore, 

it draws the attention to an interesting discovery, which suggests that if a DACS 

system uses ants that arc more deterministic, then that system has the ability to 

bring performance that is better than that of another DACS system with pheromone 

ants. Consequently, the interesting discovery has motivated the author to investigate 

a number of SI1-Like deterministic approaches, which most of them depend on 

capturing under-constrained tours and removing them using a removing heuristic 

that uses the hybrid local search HLS. Some of these SI1-Like approaches show 

signs of the ability of improving the average, best and worst case performances of 

DACS systems on some problem set cases, if they are merged with such systems. 

Of course, this casts some doubt on whether the usc of pheromone trails, which 

is a distinctive feature of multiple ant-colony systems in the research literature, is 

really so advantageous as is sometimes claimed. Experiments are conducted on the 

176 problem instances with 100, 200 and 400 customers of Solomon [1], Ghering 

and Homberger [2] and [3]. The results shown in this thesis are comparable and 

competitive to those obtained by other state-of-the-art approaches. 
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Chapter 1 

Introduction 

The vehicle routing problem with time windows VRPTW is an NP-hard problem 

in which several vehicles are to be used to deliver quantities of goods to a number 

of customers. In vehicle routing problems, some companies in the real world pursue 

the objective of reducing the number of vehicles that are used to pick up items or 

to deliver products while other companies seek to minimise the travelled distances 

could be done by the vehicles. 

Of course, the first example, where the objective is to reduce the number of 

vehicles, is an indication that the companies are interested in saving the labour, 

in this case the vehicles, in order to use such labour in other activities that would 

return more profits to the companies involved. However when the objective is to 

minimise the travelled distances as in the second example mentioned above, then 

the companies involved are more interested in saving money in the form of fuel costs 

and driver wages. Also, making the objective of minimising the travelled distances, 

as a primary goal, rather than the objective of reducing the number of vehicles may 

lead into having extra used vehicles with low fuel costs and driver wages that service 

the customers. 

In operations research OR, researchers in vehicle routing problems try to do both 

objectives but the major goal is to bring the number of vehicles down and then to 

look afterwards for minimising the travelled distances. For that, the general theme 

in this thesis in all the algorithms or approaches used is to consider the reduction of 

the number of vehicles as a primary goal and then the minimisation of the travelled 

distances comes as a secondary goal. 

This thesis starts reviewing the literature of the VRPTW problem as in Chap-
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tel' 2. Then, it begins this research in Chapter 3 by describing critically how very-well 

known techniques such as Ant Colony Optimisation ACO and local search and their 

results are presented in the VRPTW literature and how they should be introduced. 

In Chapter 4, it studies and investigates different kinds of multiple ant colony sys

tems after discovering that the success and the ability of a double ant colony system, 

called DACS Ol, rely on the usage of the pheromone trails and the XCHNG local 

search and its handling to multiple-objective problems like VRPTW. For that, the 

thesis tries, here, to know which ingredients are behind that success. Are they the 

pheromone trails, the local searches or both of them? Also, it explores more things 

about the scalability of such systems in solving problem groups with customers more 

than 100 - like 200 and 400 customers. Later, it discovers that if a double ant colony 

system lacks a number of significant components like a triple move local search, a 

push-forward and push-backward strategy PFPBS, a hybrid local search HLS and 

a variant of a 2-0pt move, then that thing is going to make the performance a lot 

worse and result in finding very poor quality solutions. 

At a later stage, the thesis finds out that a DACS system that uses more deter

ministic ants and does not consider the pheromone trails in the computation could 

bring very good quality performance and solutions compared with the performance 

and the solutions computed by another DACS system that depends mainly on the 

pheromone ants. For that in Chapter 5, it looks into a number of deterministic 

approaches that are named 'SIl-Like' and derived originally from one of Solomon's 

insertion heuristics [1]. Most of these SIl-like deterministic approaches try to re

move under-constrained tours in order to see if such SIl-Like approaches at some 

stage can be merged with DACS systems that use the pheromone ants in a way that 

results in improving the performance of such DACS systems. Afterwards on some 

problem set cases, this thesis recognises that some of these SIl-Like approaches show 

signs of the ability of improving the average, best and worst case performances of 

DACS systems that are using the pheromone ants if they are hybridised together. 

In this introductory chapter, Section 1.1 starts talking about routing problems 

in general and how they are related together. Then in Section 1.2, the VRPTW 

problem is defined and the motivations from this research are described. Later, the 

contributions of this thesis are summarized in Section 1.3 and the thesis itself in 

Section 1.4 is outlined. 
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1.1 Routing Problems 

Routing problems are studied massively in the field of operations research OR and 

are considered as very hard problems to tackle. Like many other types of real world 

problems, routing problems vary from those that involve single objectives to those 

that have two or more conflicting objectives that make them even harder. Also, the 

more constraints and limitations are provided for such problems the more difficult 

and challenging they become. 

The most simplistic form of a single-objective routing problem is the travelling 

salesman problem TSP. In this problem, a travelling salesman tries to find the 

shortest path in terms of distance to visit a number of cities and each city must be 

visited just once. In the literature, the TSP problem is where the distance between 

any two cities, like Ci and Cj, is the same in two directions, Ci to Cj and Cj to Ci. 

For that in the literature, TSP is called the symmetric TSP as well. In the case 

where the distance between any two cities in its two directions is not the same, the 

problem is called ATSP, asymmetric travelling salesman problem. 

Now, if there are a number of m salesmen to visit a number of cities, the routing 

problem becomes m-TSP. Of course in the case of m-TSP, an extra care has to be 

made into how to distribute the m salesmen between the cities in order to serve 

them in the shortest possible way. Now if a city or a customer is attached with a 

demand then the problem will be a vehicle routing problem VRP with a limitation 

on the capacity of each of the vehicles available to solve such a problem. The VRP 

problem is a perfect example of the problem that has two conflicting objectives. 

When the following two limitations are added to the VRP problem, then in this 

case VRP is considered as the vehicle routing problem with time windows, which is 

going to be defined in Section 1.2. 

L1- The customers should be served within the time limits of their ready times 

and due dates. 

L2- The vehicles should start servicing in a way that depends on the ready time 

of a depot and such vehicles should return on time to the depot according to 

the depot's due date. 

11 



1.2 VRPTW and Motivations 

The vehicle routing problem with time windows VRPTW is the problem where a 

collection of customers must be visited by a number of vehicles such that a number of 

constraints are observed. The time-windows of customers in vehicle routing problems 

are of genuine practical interest and not just an academic complication because 

customers, like groceries and supermarkets for example, often arrange to hire staff 

for just two hours in order to help unload a large vehicle with items. So, the vehicle 

must arrive near the start of the time window of a customer or else the customer 

will have to pay those extra staff more money. 

In VRPTW, each customer has a demand of goods and a time window in which 

to be serviced by one of the vehicles available at the depot. The vehicles have a 

limited capacity, and cannot be loaded beyond this capacity. Furthermore, there are 

time limits concerning the window in which a customer can be serviced. The earliest 

time the servicing may start is known as the "ready time"; the latest time is known 

as the "due date". A vehicle can arrive at a customer before that customer's ready 

time but in this case the vehicle has to wait before starting to serve the customer. 

The vehicle might arrive at any time within the time limits of the time window of 

a customer but in this case the customer has to wait for some time before being 

serviced. Also, a vehicle should return back to the depot on time without violating 

the due date limit of the depot. 

The problem is to minimise the number of vehicles used to service all the cus

tomers, and also to minimise the total distance travelled by those vehicles. There 

are many aims out of this research, which are summarized as follows: 

A1- First, to have the results and the performance of the multiple ant colony 

and deterministic approaches used in a way to be comparable, similar as or 

competitive with the results and performance published of the MACS-VRPTW 

and RVNS systems in [4] and [5] respectively on a classical set of 56 Solomon 

benchmark problem instances that has 100 customer nodes each. 

A2- Second, to study and investigate about research ideas of our own or mentioned 

in existing methods and heuristics (like ACS+NN [6], ACS+I1 [6], RVNS [5], 

ES [2], ES4 [2], ES4C [2], TLOL [7], VGA1 [7], VGA2 [7] and many others) 

and whether using them would let the DACS system scale up in solving larger 
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problem instances with a number of customers greater than 100 like problem 

instances with 200 and 400 customers. 

A3- Third, to discover and explore the effects of using different types of route 

construction and improvement heuristics in the decision making of the mul

tiple ant colony and deterministic algorithms when searching for very good 

solutions. 

A4- Finally, to improve on the multiple ant colony and deterministic approaches 

by getting better results, being faster in terms of elapsed CPU time or being 

more reliable. 

1.3 Summary of Contributions 

The work reported in this thesis demonstrates a number of points, summarised 

briefly here: 

P1- Any metaheuristic algorithm that uses only static heuristics in building the 

solutions and tackles a multiple-objective problem like VRPTW as a single

objective problem and does not differentiate between attractive and unattrac

tive edges and lacks a local search component does not lead necessarily into 

having a good outcome. 

P2- A multiple ant colony system, like DACS 01 in Section 4.5, that is using 

and updating the pheromone trails to differentiate between attractive and 

~nattractive edges and tackles VRPTW as a multiple objective problem and 

uses the local search is able to get a good outcome but it does not mean that 

the system is able to get the competitive or even the comparable outcome that 

is expected. 

P3- The local search ingredients of a multiple ant colony system, like DACS 02 in 

Section 4.6, rather than the way of using and updating the pheromone trails, 

seem to be very important parts to get right in order to get a better outcome 

but it does not mean that such ingredients are enough in making the system 

output the comparable or the competitive outcome wanted. 

13 



P4- Evolutionary algorithms, mUltiple ant colony systems and local searches with

out a push forward and push backward strategy PFPBS as in Section 4.7.1 

that stores, uses and updates information necessary to the nodes visited in 

solutions mean that the metaheuristic systems and the local searches involved 

are not going to have the ability of getting out the comparable outcome wished 

for during the amount of CPU time allocated. 

P5- Modifying the local search that uses the push-forward and push backward 

strategy PFPBS with new ingredients, as in the hybrid local search HLS in 

Section 4.7.3 or as the variant of 2-0pt in Section 4.7.4, rather than the way 

of using and updating the pheromone trails leads into making multiple ant 

colony systems produce the competitive performance in the CPU time amount 

defined. 

P6- A multiple ant colony system that uses ants, which are more deterministic as 

in Section 4.7.8, rather than the pheromone ants are able to get good results 

during the CPU time amount assigned. Therefore, pheromone trails are not 

always necessary for having good outcomes. 

P7- A deterministic approach that captures and removes under-constrained tours 

as in Chapter 5 could have the ability of improving on some problem set cases 

the average, best and worst case performances of DACS systems that use the 

pheromone ants. 

P8- An experimental work using 64 multiple ant colony systems and 20 determin

istic approaches on 176 problem instances with 100, 200 and 400 customers. 

1.4 Outline of the thesis 

The rest of the thesis is divided into five chapters and they are as follows: 

Chapter 2: Literature Review. This chapter provides a review to 

the literature of VRPTW that is related to the research in this thesis. 

Chapter 3: Presentations of techniques and results. This chapter 

describes critically how Ant Colony Optimisation ACO techniques and 
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local searches and their results are presented in the VRPTW literature 

and how they should be introduced. 

Chapter 4: Multiple Ant Colonies. This chapter investigates many 

different variants of multiple ant colony approaches. 

Chapter 5: Deterministic Approaches. This chapter studies differ

ent types of deterministic approaches .. 

Chapter 6: Conclusions and Future Research. This chapter ends 

up talking about the conclusions and future research. . 

15 



Chapter 2 

Literature Review 

Chapter 2 talks about the problem formulation of vehicle routing problems with 

time windows VRPTW, the problem groups with their instances and the complexity 

issues related to VRPTW. Also, this chapter explains in detail about the kind of 

exact and approximate approaches used in the literature in trying to solve such 

problems. Exact approaches such as dynamic programming, Lagrange relaxation

based and column generation methods are the classical heuristics used in trying to 

find optimality or optimal solutions for the Solomon problem instances [1] [8] of 

VRPTW. While the classical heuristics have managed to find optimal solutions for 

a number of problem instances, however they have failed to solve many other kinds 

of problem instances to optimality. For that, the researchers in the field of vehicle 

routing have found that approximate methods such as route construction heuristics, 

local searches and many other meta-heuristics are much so better in trying to solve 

such problem instances than the classical methods. 

2.1 Problem formulation 

Tables 2.1 and 2.2 represent the meanings of the constant and variable terms related 

to VRPTW. The VRPTW problem is formulated of a set of customers C that 

includes also the depot Co, a set of arcs A and a set of vehicles V in a directed graph 

G. The set of arcs represents connections between the depot and the customers and 

among the customers. Each arc between two customers Ci and Cj, where Ci =1= Cj, has 

a value equal to the travel time tci,cj, which has the same value of the distance dci,cj 

between the two customers because, by convention, vehicle speed is 1. 
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Table 2.1: Constants 

Constants meaning 

N number of depot and customer nodes. 

MaxVs maximum number of vehicles allowed to solve a problem instance. 

M maximum capacity of vehicles. 

C set of customers. 

A set of arcs. 

e; customer C;, 0 ::; i ::; N. Note that Co is the depot. 

dc;cj distance from customer C; to customer Cj. 

tC;Cj travel time from customer C; to customer Cj. Note that (tc;Cj = dc;cj) 

such that each step of tC;Cj = one unit of distance. 

qc; demand of customer Ci. 

SCi service time of customer Ci. 

rc; ready time of customer Ci. Note that r Co = S = Start time of depot. 

d c; due date of customer C;. Note that d co = F = Finish time of depot. 
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Table 22' Variables 

Variables meaning 

V set of vehicles. 

NV(Si) number of vehicles in a solution Si (= vsize). 

Note that each vehicle has a route Rk. 

TD(Si) total of travelled distances done by vehicles in a solution Si' 

TT(Si) total of time consumed by vehicles in a solution Si. 

TL(Si) total of loads done by vehicles in a solution Si' 

TVW S(Si) total of vehicle waiting times in a solution Si. 

TCW S(Si) total of customer waiting times in a solution Si' 

NN(Rk) number of nodes in a route Rk (= esize). 

Cik ith customer in a route Rk . 

Rk route Rk = (co, Cl, ... , Ccsize-l)' 

TD(Rk) travelled distance of route Rk. 

TT(Rk ) total time consumed of route Rk. 

TL(Rk ) total load of route Rk. 

TVWs(Rk) total of vehicle waiting times in route Rk. 

TCWs(Rk) total of customer waiting times in route Rk. 

ac; arrival time at customer Ci' 

vWc; vehicle waiting time before servicing Ci. 

tvwsc; total of vehicle waiting times before servicing Ci. 

ewc; customer waiting time before Ci being serviced. 

tewsc; total of customer waiting times before Ci being serviced. 

ttc; total time consumed so far after servicing Ci. 

ttdc; total of travelled distances when arriving at Ci' 

adc; accumulated demands of customers after servicing Ci. 
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The customers must be serviced by a number of vehicles such that a number of 

constraints are observed. Each customer has a demand of qCi and a time window 

[rcildcJ and must be serviced within the boundaries of that time window. The service 

of a customer would take a number of time units equal to SCi' Now, each vehicle 

has a route and a maximum capacity equal to M. If a vehicle arrives at a time 

before the ready time rCi of a customer, this issue will cause the vehicle to wait a 

number of time units equal to VWCi ' On the other hand, if a vehicle arrives at a 

customer after the ready time rCi and before the due date dcn then it means that 

the customer has waited for a number of time units equal to CWCi ' For a given route 

Rk = (co, Cl, ... , Ccsize-l) , Co = depot, there are a number of decision variables that 

are calculated as mentioned below in equations 2.1 to 2.13. 

Equation 2.1 gives the arrival time at a customer Ci' The equations 2.2 and 2.3 

give a vehicle waiting time and a customer waiting time at a customer Ci' In the 

equations 2.2 and 2.3, if there is a vehicle waiting time, then the customer waiting 

time is going to be zero. On the other hand, if there is a customer waiting time, 

then the vehicle waiting time will be nil. 

a", ~ { ~t"'_, + t"Ho, 

if i = 0 
(2.1) 

if i > 0 

VW'" ~ { 

0 if i = ° 
(2.2) 

nlax(O, rCi - acJ if i > 0 

ow'" ~ { 0 if i = ° 
(2.3) 

I min(O, rCi - acJI if i > 0 

Equations 2.4 and 2.5 give the total travelled distance and total time consumed 

from the beginning of the route till the customer Ci in that route. Also, the equations 

2.6, 2.7 and 2.8 calculate the total of demands delivered, total of vehicle waiting 

times and total of customer waiting times from the beginning of the route till the 

customer Ci in that route. 
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if i = 0 

if i > 0 

if i = 0 

if i > 0 

(2.4) 

(2.5) 



if i = 0 

if i > 0 

if i = 0 

{ 

0 
tvwsc = 

, tvwsCi_1 + VWCi if i > 0 

{ 

0 
tewsc - = 

, tewsCi_1 + eWCi 

if i = 0 

if i > 0 

(2.6) 

(2.7) 

(2.8) 

Equations 2.9, 2.10, 2.11, 2.12 and 2.13 calculate respectively the total of 

travelled distances, total of consumed time, total of demands delivered, total of 

vehicle waiting times and total of customer waiting times of a route Rk · 

TT(Rd = ttCcsize_l + tCcsize-lCQ 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

The objective in solving VRPTW is to find a solution with a minimal number of 

vehicles as a primary goal and a minimal total of travelled distances as a secondary 

one. Of course, this objective is subjected to the following constraints mentioned in 

equations 2.14 to 2.19. 

Ro U Rl U ... U Rvsize-l = C 

Rk n Rz = co, 0 :s; k, l :s; (vsize - 1), k -# l 

1 :s; i, j :s; esize, O:S; k :s; (v size - 1), i -# j 

TL(Rk ) :s; NI, 0 :s; k :s; (v size - 1) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

The constraint in 2.14 ensures that all customers must be visited necessarily. 

The constraint in 2.15 means that all the visited customers are split amongst the 

tours and the depot must be visited in each one of the tours. In 2.16, the constraint 

make sure that each customer must be visited once. The constraint in 2.17 takes 
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care of that the arrival time of a vehicle at a customer Ci must be before the due 

date dei • On the other hand in 2.18, the vehicle must arrive to the depot before its 

due date is finished. Finally, the vehicle must not be overloaded with items to be 

delivered according to the constraint in 2.19. 

2.2 Problem groups and their instances 

In this thesis, the algorithms are tested using a total number of 176 problem in

stances. The 176 problem instances used are divided into three major problem 

groups - PG100, PG200 and PG400. The problem group PG100 has 56 benchmark 

problem instances with 100 customers each and they were first used by Solomon 

in [1]. The problem groups PG200 and PG400 have 120 benchmark problem in

stances and they are for Gehring and Homberger and mentioned in [2] and [3]. The 

problem instances of PG200 have 200 customers each whereas the problem instances 

of PG400 have 400 customers each. PG200 and PG400 are amongst five problem 

groups (PG200, PG400, PG600, PG800 and PG1000) in which each problem group 

has 60 problem instances. The problem instances of these five problem groups are 

designed in a way to have customers greater than 100 customers like 200, 400, 600, 

800 or 1000 and to extend the 56-benchmark problem instances of Solomon [1] in a 

similar fashion. 

Now, each of the three problem groups of PG100, PG200 and PG400 tested 

in this thesis has six problem sets, which are R1, R2, C1, C2, RC1 and RC2. In 

each problem set of PG 100, the number of problem instances varies between 8 and 

12. More precisely, the problem set R1 has 12 problem instances, the problem set 

R2 has 11 problem instances, the problem set C1 has 9 problem instances and the 

problem sets of C2, RC1 and RC2 have 8 problem instances each. However in each 

problem set of PG200 and PG400, there are 10 problem instances. The problem sets 

R1 and R2 in each problem group have customers who are randomly distributed. 

Also in each problem group, customers who are clustered in groups are found in the 

problem sets C1 and C2. On the other hand, customers who have a mixture of the 

two problem features of randomly distributed customers and clustered customers in 

groups can be found in the problem sets RC1 and RC2 in each problem group. 

As in Tables 2.3, 2.5 and 2.7, each problem instance of the problem groups 
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PG100, PG200 and PG400 has two statistical values - an average AVG and a stan

dard deviation SD. The AVG and SD values of a problem instance are related to 

the time windows of the customers of that problem instance. The AVG value of a 

problem instance refers to the average of the widths of the customers' time windows 

in that problem instance whereas the SD value refers to the standard deviation. 

Note that the identification number of each problem instance, in a problem set of a 

problem group, is mentioned underneath the column PNo. 

It can be seen from the statistics in Tables 2.3, 2.5 and 2.7 that the six problem 

sets of each problem group are divided into two major types indicated by the num

bers 1 and 2 that are attached with the names of the six problem sets. Now in the 

problem sets of type 1 like R1, C1 and RC1, the problem instances have customers 

who have tight time windows. However in the problem sets of type 2 such as R2, 

C2 and RC2, the problem instances have customers who have wide time windows. 

Furthermore, the vehicles in each problem instance of the problem sets of type 1 

have small capacities for picking up or delivering items whereas the vehicles in each 

problem instance of the problem sets of type 2 have large capacities. 

For instance in the problem instances R101 and R201 of the problem group 

PG100, the tightness and the wideness issue of the widths of the time windows is 

indicated in Table 2.3 by comparing the AVG values 10.00 and 115.96 together, 

as located in the two table cells intersecting the problem sets R1 and R2 with 

the problem instance number 01. For that, the problem instance R101 of PG 100 

has customers who have tight time windows whereas the problem instance R201 of 

PG 100 has customers who have wide time windows. 

In a matter of fact, the tightness and the wideness issue of the widths of the 

time windows can be recognised, in all the three problem groups PG100, PG200 

and PG400, between any problem instance in the problem sets R1, C1 and RC1 

of type 1 and its corresponding problem instance in the problem sets R2, C2 and 

RC2 of type 2. For example, the tightness and the wideness issue of the widths of 

the time windows can be recognized in each problem group between the problem 

instances C101 and C201 and the problem instances RC101 and RC201 and so on. 

Furthermore, the time windows of all the customers in some problem instances like 

the problem instance R101 of each of the problem groups PG100, PG200 and PG400 

have the same width and this is indicated by the standard deviation value, SD = o. 
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Additionally as in Tables 2.4, 2.6 and 2.8, the statistics related to the average 

and standard deviation values, AVGs and SDs, indicate that the customers' demand 

quantities and distance locations from the depot are the same in all the problem 

instances of each problem set in each of the three problem groups PG100, PG200 

and PG400. Also, it is recognised that in all the problem instances of the problem 

sets R1 and R2 or RC1 and RC2 of each problem group, the customer demand 

quantities and the customer distance locations from the depot are the same. On the 

other hand when it comes to the clustered problem sets C1 and C2 of each problem 

group, the customer demands and the customer distance locations from the depot 

in the problem instances of C1 are configured differently from those of the problem 

instances of C2. Note that what is said in the previous sentence is true with the 

exception of the customer demands in all the problem instances of C1 and C2 of 

PG100. In other words, the customer demands in all the problem instances of C1 

and C2 of PG 100 are configured similarly. 

Table 2.3: Statistics related to the time windows of the 100 customers in each of the 

56 problem instances in the problem group PG100. 

Rl R2 Cl C2 RCl RC2 

PNo AVG SD AVG SD AVG SD AVG SD AVG SD AVG SD 

01 10.00 00.00 115.96 35.78 60.76 10.53 160.00 00.00 30.00 00.00 120.00 00.00 

02 57.39 82.54 328.81 373.08 325,69 460.40 937.74 1353.88 71.46 72.48 318.96 346.41 

03 102.99 93.63 541.66 427.18 58B.49 531. 36 1714.82 1562.67 112.50 83.43 517.50 399.61 

04 148.31 80.67 751.26 371.46 852.94 459.8S 2492.58 1353.54 154.60 73.23 717 .10 346.67 

05 30.00 00.00 240.00 00.00 121.61 20.98 320.00 00.00 54.33 41.81 223.06 162.66 

06 72.39 73.85 422.39 317.51 156.15 91.86 486.64 83.99 60.00 00.00 240.00 00.00 

07 112.99 83.60 602.99 364.86 180.00 00.00 612.32 302.72 88.21 32.82 349,50 163.B4 

08 153.31 72.01 783.31 315.37 243.28 41.96 640.00 00.00 112.33 30.80 471.93 71.67 

09 58.89 08,93 349.50 163.B4 360.00 00.00 - - - - - -

10 86.50 39.27 383.27 237.98 - - - - - - - -

11 93.10 54.73 471. 94 71.67 - - - - - - - -

12 117.64 17.45 - - - - - - - - - -
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Table 2.4: Statistics related to the various distances from the depot and the demands 

of the 100 customers in each of the 56 problem instances in the problem group 

PG100 

Rl R2 Cl C2 RCl RC2 

PNo AVG SD AVG SD AVG SD AVG SD AVG SD AVG SD 

Distance from depot All 24.95 09.53 24.95 09.53 28.85 12.28 29.71 11.58 33.09 12.80 33.09 12.80 

Demand All 14.58 OS.87 14.58 08.87 18.10 10.42 18.10 10.42 17.24 09.42 17.24 09.42 

Table 2.5: Statistics related to the time windows of the 200 customers in each of the 

60 problcm instances in the problem group PG200. 

Rl R2 Cl C2 RCl RC2 

PUo AVG SD AVG SD AVG SD AVG SD AVG SD AVG SD 

01 10.00 00.00 121.24 40.10 60.36 10.45 160.00 00.00 30.00 00.00 120.00 00.00 

02 150.16 243.54 70B.66 1023.99 347.26 497.65 984.96 1432.48 165.05 234.67 708.42 1021. 77 

03 289.98 280.99 1296.26 1181.65 633.14 575.44 1810.64 1654.84 300.72 271. 73 1296.26 1179.29 

04 431.01 244.23 1883.08 1023.03 919.14 498.12 2634.32 1432.25 436.06 235.67 1884.62 1021.51 

05 30.00 00.00 240.00 00.00 119.26 20.16 320.00 00.00 64.70 28.72 279.08 160.59 

06 165.16 234.86 799.19 971.03 157.83 86.76 506.32 90.11 60.00 00.00 240.00 00.00 

07 299.98 270.97 1357.28 1120.18 180.00 00.00 630.50 288.64 91.42 31.93 369.81 166.21 

08 436.01 235.57 1914.05 969.10 239.34 37.00 640.00 ao.oo 119.22 32.85 485.44 182.57 

09 60.12 18.35 373.10 172.27 360.00 00.00 851.64 372.48 120.00 00.00 480 .00 00.00 

10 124,50 27.22 476.46 57.96 479.68 86.51 880.00 00.00 150.00 00.00 600.00 00.00 

Table 2.6: Statistics related to the various distances from the depot and the dcmands 

of the 200 customers in each of the 60 problem instances in the problem group 

PG200 

Rl R2 Cl C2 RCl RC2 

PNo AVG SD AVG SD AVG SD AVO SD AVG SD AVO SD 

Distance from depot All 53.49 19.96 53.49 19.96 55.80 21.75 49.19 21.17 52.98 19.77 52.98 19.77 

Demand All 17.56 08.88 17.56 OB.88 17 .65 07.63 18.85 08.58 17.79 08.44 17.79 08.44 
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Table 2.7: Statistics related to the time windows of the 400 customers in each of the 

60 problem instances in the problem group PG400. 

Rl R2 Cl C2 RCl RC2 

PUo Ave so Ave So Ave so Ave so Ave so Ave so 

01 10.00 00.00 118.78 40.59 59.81 10.02 160.00 00.00 30.00 00.00 120.00 00.00 

02 188.14 309.25 870.59 1306.23 378.28 552.53 1005.20 1465.81 191.73 280.76 834.24 1238.72 

03 365.41 356.37 1622.05 1510.09 696.30 637.79 1848.58 1690.80 354.68 325.58 1547.66 1429.56 

04 543.60 309.35 2376.54 1307.52 1015.45 551.89 2693.56 1464.74 516.48 282.07 2260.80 1237.72 

05 30.00 00.00 240.00 00.00 119.64 19.59 320.00 00.00 63.63 27.92 273.00 161.67 

06 203.14 300.59 962.32 1252.73 159.49 79.18 497.80 93.59 60.00 00.00 240.00 00.00 

07 375.41 346.37 1684.92 1446.87 180.00 00.00 624.12 272.84 89.50 29.46 367.10 170.41 

08 548.60 300.70 2407.70 1253.32 240.75 38.98 640.00 00.00 119.22 30.38 480.78 176.04 

09 61.45 18.60 367.51 173.70 360.00 00.00 806.16 363.98 120.00 00.00 480,00 00.00 

10 119.56 31.15 476.86 60.80 479.38 90.19 880.00 00.00 150.00 00.00 600.00 00.00 

Table 2.8: Statistics related to the various distances from the depot and the demands 

of the 400 customers in each of the 60 problem instances in the problem group 

PG400 

R1 R2 C1 C2 RCl RC2 

PUo Ave so Ave so Ave so Ave so Ave so Ave so 

Distance from depot All 73.19 27.25 73.19 27.25 78.97 26.27 66.10 24.9 77.03 25.25 77.03 25.25 

Demand All 17.77 08.32 17.77 08.32 17.98 07.80 18.90 08.21 17 .82 07.81 17.82 07.81 
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2.3 Complexity issues 

In this section, the complexity issues related to the VRPTW problem will be dis

cussed briefly. While discussing the complexity issues of VRPTW, the terms 'prob

lems' and 'problem instances' mean two different things. Problems are like VRPTW, 

Travelling Salesman Problem TSP, Quadratic Assignment Problem QAP, Sequential 

Ordering Problem SOP ... etc and each problem refers to a class of problem instances. 

For example, VRPTW is a class of problem instances in which each problem instance 

is about visiting all the customers using a minimal number of vehicles as a primary 

goal and a minimal total of travelled distances, as a secondary goal, done by the 

vehicles in a geographical area that has its own features. 

Now in order to solve the VRPTW problem, an algorithm of a number of com

putational steps needs to be developed. The algorithm is a step-by-step procedure 

that has the responsibility of solving a particular problem. The efficiency of this 

algorithm could be measured in complexity theory using the time complexity func

tion. In complexity theory, the efficiency of an algorithm depends on the size of a 

problem instance. The size of a problem instance might be equal to the number of 

items needed to be packed in a number of bins or, let us say, the number of customers 

that are in need to be serviced by a number of vehicles. As mentioned in [9], an 

algorithm is said to have polynomial time complexity, if the time complexity func

tion is a polynomial one or can be bounded by a polynomial. If the time complexity 

function cannot be bounded by a polynomial, the algorithm is said to have expo

nential time complexity. An algorithm is said to have a pseudo-polynomial running 

time, if the algorithm deals with the largest problem instance. If there is a bound 

on the length of this largest problem instance, the algorithm will be considered as a 

polynomial algorithm. 

Some problems can be solved in polynomial time, while other problems can only 

be solved in non-deterministic polynomial time. Therefore, if a problem can be 

solved in polynomial time using a deterministic Turing machine or algorithm, then 

it is said to belong to a set called P. However, if a problem can only be solved 

in non-deterministic polynomial time using a non-deterministic Turing machine or 

algorithm, then it is said to belong to a set called N P. A problem is said to be 

NP-complete, if any problem in NP can be transformed to it. Now, problems that 
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are considered as NP-complete are very hard problems. An example on such kinds 

of problems is the TSP problem. TSP is considered as an NP-complete problem be

cause there are many hard problems that can be transformed to it such as VRPTW, 

QAP and SOP. Now is VRPTW hard? The VRPTW problem is proven in [9] to be 

an NP-hard problem in the strong sense and at least as hard as TSP. VRPTW con

tains other several NP-hard optimization problems in addition to TSP that makes 

it even harder such as Bin Packing and VRP. 

2.4 Exact solution methods 

In the early years into the research of VRPTW, a number of optimal algorithms 

emerged in order to tackle the VRPTW problem. Those optimal algorithms are 

used to try to solve a number of VRPTW problem instances to optimality. Such 

algorithms are able to solve a small set of such problem instances by finding optimal 

solutions to them. However in other kinds of problem instances, these optimal 

algorithms are not successful in finding optimal solutions for many reasons related 

to how hard these kinds of problem instances are and how effective such algorithms 

are in solving such problem instances. 

Optimal algorithms are exact methods that have the responsibility to solve 

VRPTW exactly by finding an exact solution that is optimal. Examples of such 

algorithms are dynamic programming, Lagrange relaxation-based and column gen

eration methods. Dynamic programming techniques as mentioned in [9] and [8] are 

applied once and only to solve problem instances that have up to 15 customers. Such 

techniques use what is called the Branch-and-Bound technique to achieve optimality. 

As mentioned in [9] and [8], there are three different types of Lagrange relaxation

based methods. The first of these three methods is the shortest path with side 

constraints combined with Lagrange relaxation. In this approach, the constraint 

that ensures that every customer is served exactly once is relaxed or associated with 

what is so-called the Lagrange multiplier. The master problem consists of finding 

optimal Lagrange multipliers. The sub-problem for each vehicle is the shortest path 

problem with time window and capacity constraints. This approach manages to 

solve problem instances of 100 customers from the Solomon test cases among them 

some previously unsolved problem instances. 
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The second method has presented an algorithm for solving the VRPTW problem 

optimally where VRPTW is formulated as a K-tree problem with degree 2K on the 

depot. Note that K is equal to the number of vehicles vsize - See Section 2.1. Here, 

VRPTW is described as mentioned in [9] as finding a K-tree as minimum as possible 

with 2K edges on the depot and 2 edges on each customer. In this approach, all the 

constraints are Lagrangian relaxed except the constraints ensuring that at most one 

side of the arc is joining the customers Ci and Cj. In other words, either eijOr eji. 

When solving a K-tree problem, 2K edges must occur on the depot. Behold that 

finding a K-tree is subjected to time and capacity constraints. If the depot has 

not reached the degree of 2K edges, then a series of arc or edge exchanges occurs 

until the 2K-degree occurs on the depot. By using this algorithm, it is possible to 

solve several clustered problem instances of Solomon to optimality. On the other 

hand, this approach is not able according to [9] to solve any of the random problem 

instances. 

The third method is variable splitting, also called as Lagrange decomposition 

or cost splitting, combined with Lagrange relaxation for the VRPTW problem. In 

this approach, the researchers have concluded that VRPTW can be split into two 

sub-problems using one of two ways. The first way decomposes VRPTW into an 

Elementary Shortest Path Problem with Time Windows ESPPTW and a General 

Assignment Problem GAP. ESPPTW is subjected to network and time constraints, 

whereas GAP is subjected to capacity and visiting customer constraints. In this 

way, the researchers according to [9] is able to solve problem instances with up 

to 16 customers to optimality. In the second way, VRPTW is decomposed into an 

Elementary Shortest Path Problem with Time Windows and Capacity Constraints 

ESPPTWCC and a Semi Assignment Problem SAP. ESPPTWCC is subjected to 

network, time and capacity constraints, whereas SAP is subjected to visiting cus

tomer constraints. However in this way, problem instances with 100 customers from 

the Solomon test cases can be solved to optimality. 

In [9], a column generation technique is used to solve VRPTW. The VRPTW 

problem is split into two problems. The first and master problem is a relaxed set 

partitioning problem while the second and sub problem is the shortest path with 

additional constraints - vehicles' capacity and time windows. In this approach, 

each column of a constraint matrix corresponds to a feasible route, while the rows 
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correspond to customers. A large number of columns may be generated but a 

significant number of the columns will not be having interesting features. Therefore, 

one of the features of this technique is to add new columns and to remove those that 

have no benefit for the solution process. Using this technique in [9], it is possible 

to solve problem instances to optimality as it did not happen before. 

Generally speaking, the exact techniques described above have used mostly a spe

cial group of 87 problem instances, which is similar to the group of the 56-benchmark 

problem instances of Solomon considered in this thesis. The main difference between 

the two groups of problem instances according to [8] is the number of customers. 

In the group of 87 problem instances, the number of customers varies between 25 

and 100. For more information about exact methods, the interested reader can read 

the following the references [9] [8] and [6]. Many researchers have used exact 

techniques to solve a small set of such problem instances to optimality, but interest 

quickly moved to heuristics. 

2.5 Route building heuristics 

Route building heuristics can be divided into two main branches. The first branch 

is called sequential heuristics whereas the second branch is called parallel heuris

tics. The sequential heuristics construct one route at a time until all customers are 

visited. Once a route is filled with visited customers and has no more capacity to 

have additional customers, another route is initiated to visit the remaining unvis

ited customers. On the other hand, the parallel methods can be described by the 

construction of a number of routes simultaneously. 

Clarke and Wright in 1964 as mentioned in [10] were among the first researchers 

to use a route-building heuristic called Savings. The basic idea of the Savings 

heuristic is very simple. Suppose that there are a number of customers equal to n 

and there is a need to build a solution with a number of vehicles equal to n. Then, 

each vehicle, on its own, would serve one and only one customer with some sort of 

demand. Then, the total distance travelled of the solution would be 2 x 2:~=1 dCOCi ' If 

two customers are served out of the n customer nodes on a single trip via a vehicle, 

then the saving value of this single trip is going to be the result of this mathematical 
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formula. 

SCicj 2 X d COCi + 2 x d cocj - (dCOCi + dc;cj + d cocj ) 

d COCi + d cocj - dc;cj (2.20) 

The quantity value of Sc;cj is considered as the saving value occurred because of 

serving the customers Ci and Cj in a single trip. Now, the bigger the quantity value of 

SCicj the better to choose the arc or the edge that represents both customers in order 

to service them on a single trip. However, this saving value will not be regarded, if 

putting both customers causes constraint violations - such as the vehicle capacity is 

running out or the vehicle arrives late after the due date of a customer. 

Also in [1], Solomon in 1987 was one of the first researchers to use another set of 

route-building heuristics such as Savings, Time Oriented NN, Il, 12, 13 and Time

Oriented Sweep. Of course, Solomon has used two versions of the Savings heuristic. 

The first version, Savings or SAY, cares about the saving value in terms of distance 

while the second version, Savings with waiting time limit or SWT, ignores any 

saving value that could lead into making a vehicle wait at customer Cj more than a 

parametric value W. Solomon shows the results of these two savings heuristics on 

just two problem sets, namely R1 and Cl. 

The second heuristic that is considered by Solomon in [1] is the Time-Oriented 

Nearest Neighbour heuristic. This heuristic starts every route by finding the closest 

unrouted customer in terms of a measure that takes into consideration three factors. 

The three factors are how close customer Ci from customer Cj in terms of distance, the 

time difference between the completion of service at customer Cj and the beginning 

of service at customer Cj and the urgency of delivery to customer Cj. Once the closest 

customer, in terms of the measure described previously, is routed, the search of the 

heuristic looks for another unrouted customer. If the search fails to find a customer 

with a feasible insertion, another route is initiated to try to visit the remaining 

unvisited customers. 

Then, Solomon in [1] uses a class of three route building or insertion heuristics 

called Il, 12 and 13. Each one of those heuristics has the responsibility to insert 

customers into routes. Routes are built sequentially or on a route-by-route basis. 

Once the search of a heuristic is failed, another route is initialised. Now for the 

purposes of this thesis, the differences between the three heuristics Il, 12 and 13 
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are not really important. For that at first, a general description of how does each 

of the three heuristics work will be mentioned below. Later then, the Il heuristic 

only is going to be explained in detail. A heuristic Il, I2 or I3 starts a route by 

seeding it with an unrouted customer using one of the seeding strategies mentioned 

in [1]. The seeding strategies of the earliest deadline and the farthest are the most 

and main strategies used in all the three heuristics - Note that Il uses only the two 

seeding strategies mentioned previously. After seeding a route with a customer, a 

heuristic starts to insert the remaining unvisited customers via two functions until 

the route is filled and does not have the capacity to serve any more customers. One 

of the two functions is a minimization function while the other is a maximization 

one. 

Now, for every unrouted customer, the general idea of the minimization func

tion is to find an insertion place that is feasible and its cost is the minimum in a 

route. Once a minimum cost value is calculated for every unrouted customer, a 

maximization function is used to pick the best customer that has a maximum value 

of some sort of these unrouted customers in order to insert that selected customer 

at a later stage of the heuristic into that route. For example, let (io, iI, i2, ... , im ) 

be the current route with io = im = depot. For each unrouted customer Cu , the best 

feasible insertion place or minimum cost place between two customers i p - I and ip is 

computed in the current route via the equation in 2.21. Next, the best unrouted and 

feasible customer Cu' to be inserted in the current route is the one that maximizes 

the equation in 2.22. 

(2.21) 

(2.22) 

Now, the two functions in each of the three heuristics Il, I2 and I3 are coded 

differently. However experimentally, Il is proven to be the best heuristic amongst all 

other route building heuristics mentioned in [1]. As an example on the two general 

functions in 2.21 and 2.22, the Il heuristic calculates the best feasible insertion place 

with minimum cost in the current route for every unrouted customer through the 

equations in 2.23, 2.24 and 2.25 where al +a2 = 1 and al :::: 0, a2 :::: O. The variables 

dip_lCu, d cuip and dip_lip are distances between the customers i p - 1 , Cu and ip' On the 

other hand, the variable bipcu expresses the beginning of service at customer ip after 
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inserting the customer Cu whereas the variable bip represents the beginning of service 

at customer ip before inserting the customer CU' 

(2.23) 

(2.24) 

(2.25) 

Furthermore, the 11 heuristic chooses the best unrouted customer with maximum 

value for insertion through the following equation 2.26, where the variable dcocu IS 

the distance between the depot Co and the customer Cu and A 2: O. 

(2.26) 

A route building heuristic called Time-Oriented Sweep is presented in [1]. This 

heuristic has two stages. The first stage is called the clustering phase while the 

second is called the scheduling phase. In the clustering phase, customers are assigned 

to vehicles. In the scheduling phase, the customers of a vehicle are scheduled using 

the 11 route building heuristic. 

In [11], a PARallel InSertion heuristic PARIS of Potvin and Rousseau is created 

to build routes in parallel. The PARIS heuristic is inspired by the 11 heuristic of 

Solomon [1]. The main difference between PARIS and 11 is that PARIS builds the 

routes in parallel rather than one by one. In PARIS, many different seed customers 

are selected to create the initial set of routes - i.e. each route serves a single customer. 

One of the main challenges has risen in PARIS is to know what is the minimum 

number of required routes to visit all customers of a problem. instance. Therefore, 

an estimate of the minimum number of routes is decided in [11] by running the 

11 heuristic once and later to use that number to build the parallel routes needed 

in PARIS. Of course, the seed customer of each route is chosen using the farthest 

seeding strategy. 

Later, PARIS computes the minimum feasible insertion costs for each unrouted 

customer Cu in each route - note that 11 computes one and only one minimum feasible 

insertion cost because of its sequential nature. Then, PARIS selects the unrouted 

customer that maximizes what is called the generalized regret measure. Hence, 

32 



unrouted customers with large regret measures must be considered first. Here, a 

large regret measure means according to [11] that there is a large gap between 

the best insertion point of a given unrouted customer in a route RI and the best 

insertion points of the same unrouted customer in other routes. Of course, the 

steps mentioned in this paragraph are repeated within PARIS until all customers 

are visited. Also, once a solution with the least number of vehicles is selected out of 

three solutions, created by three different parameter settings of aI, a2 and /1, PARIS 

is initiated again with a number of vehicles equal to the least number of vehicles 

minus one. PARIS continues to reduce the number of vehicles until no more feasible 

solutions can be found with the three different parameter settings. 

2.6 Local Searches 

Local searches are some sort of approximate algorithms that are used to find near

optimal solutions in the neighbourhood of a solution S. These kinds of algorithms 

have come to the field of VRPTW in order to improve on the quality of solutions 

generated by route building heuristics in Section 2.5 and meta-heuristic algorithms 

in Section 2.7. The main purpose of a local search is to create neighbouring solutions 

of a solution via a move-generation method. A neighbouring solution is selected and 

accepted instead of the solution S according to some acceptance-criterion. 

In order to design a local search algorithm, a number of components need to 

be specified carefully: What is the sort of solution S to start improving upon, 

what is the move-generation method needed to create neighbouring solutions of the 

current solution S, what is the acceptance-criterion used to accept a neighbouring 

solution instead of the solution S and what is the stopping criterion of the local 

search designed. All the previous components are very important ones in designing 

a local search. The sort of solution, to start local searching from, could be a feasible 

or an infeasible one. The move-generation method could generate a number of 

neighbouring solutions via move operators by changing one of the features or a 

combination of features of the solution S in one step. In this thesis, one step refers 

to trying a number of move operators between two or more customers. The features 

of a solution could be the customers or the edges that relate them. The move 

operators could be like swap, relocate, insert.. .etc. 
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According to [8] and [12], there are two main kinds of acceptance-criteria. The 

first kind is called the first-accept criterion while the second is called the best-accept 

criterion. In the first-accept criterion, the local search accepts the first neighbouring 

solution S* of a number of neighbouring solutions to replace the solution S, if S* 

is better than S. On the other hand in using the best-accept criterion, the local 

search examines all the neighbouring solutions generated via the move operators and 

accepts the best neighbouring solution S* to replace the solution S - Note that S* 

should be better than S in quality. The stopping criterion is the kind of component 

that stops the local search, if a number of iterations is done, a certain amount of 

CPU time is elapsed or no improvement is achieved during the previous iteration of 

the local search. 

Local searches can be applied on a single route or two or more routes at a time. 

In the case it is applied on a single route, this local search will be referred to as an 

intra-route improvement local search. On the other hand, if the local search is used 

for two or more routes, it is called an inter-route improvement local search. Note 

that there are local searches considered as intra-route and inter-route improvement 

local searches at the same time. In order to let these local searches work and later 

to try to improve a solution S, they need to have one or more move operators. The 

purpose of a move operator is to make a neighbouring solution S* of the solution S. 

In the literature, there are many move operators mentioned. 

One of the most popular move operators used in TSP and VRPTW is 2-0pt. 

The 2-0pt move is about exchanging two old edges with two new edges. Therefore, 

a local search that has 2-0pt would continue in trying to improve the solution S 

until no more improvement can be gained. In VRPTW, 2-0pt is used for intra

route and inter-route improvements as in Figures 2.1 and 2.2 where the depot is 

indicated by the square shape. Figure 2.1 represents a 2-0pt move in a single tour, 

whereas Figure 2.2 represents a 2-0pt move between two tours. In an intra-route 

improvement of a 2-0pt as in Figure 2.1, the edges ei,i+1 and ej,j+1 of a single tour 

are replaced by the edges ei,j and eHl,j+l' Note that a part of the single tour in 

Figure 2.1 is reversed. Also in an inter-route improvement in Figure 2.2, the same 

kind of move would do the same thing but between two tours - Note that the 2-0pt 

move in Figure 2.2 keeps the order in which the customers are visited. Here, the 

edges ei,i+1 and ej,j+1 of two tours are replaced by the edges ei,j+1 and ej,i+1' 
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Another move operator is the relocate move. In this move, a customer is relocated 

to be between two customers. This move could happen in a single route as in 

Figure 2.3 or between two routes as in Figure 2.4. In a single route as in Figure 2.3, 

the customer at index i is relocated to be between the two customers at the indices 

j and j + 1. In this relocate move, the edges ei- I,i, ei,i+1 and ej,j+1 are replaced by 

the edges ei-l ,i+I, ej,i and ei,j+1 - Note that the orientation of the route is preserved 

here. In Figure 2.4, the relocation of the customer at index i happens between two 

tours. For that, the edges are replaced but in two routes and therefore the edges 

ei-I,i, ei,i+1 and ej,j+1 are replaced by the edges ei-I,i+I, ej,i and ei,j+1' 

'+1 J 

j 

• 

i+ 1 j+l i+ 1 

Figure 2.1: Two Opt for intra-route improvements 

., 

i+ J j i+ 1 

Figure 2.2: Two Opt star for inter-route improvements 

The exchange operator is also used a lot in the literature. The purpose of the 

exchange operator is to exchange two customers on a single tour as in Figure 2.5 or 

between two tours as in Figure 2.6. For example, the exchange move in Figure 2.5 

exchanges two customers on a single tour. Therefore, the edges ei-I,i, ei,i+I, ej - I,j 

and ej,j+1 are replaced by the edges ei-I ,j, ej,i+1, ej - I,i and ei,j+1' However in 

Figure 2.6 the exchange of two customers between two different tours causes the 
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Figure 2.3: Relocate for intra-route improvements 
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Figure 2.4: Relocate for inter-route improvements 
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Figure 2.6: Exchange for inter-route improvements 
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Figure 2.7: Cyclic Transfer 

edges ei-I,j, ej,i+l, ej - I,i and ei,j+l to replace the edges ei- I ,i, ei,i+l, ej- I ,j and ej,j+l. 

Another operator mentioned in the literature is the Cyclic Transfer operator [13]. 

The basic idea of the cyclic transfer is to transfer simultaneously the customers 

denoted by white circles in Figure 2.7 in cyclical manner between the tours. More 

precisely, here customers a and C in tour 1, j and f in tour 2 and 0 and p in tour 4 

are simultaneously transferred into tours 2, 4, and 1 respectively and tour 3 remains 

untouched . In [9] and [8], there is a lot of mention to the Or-Opt move. The Or-Opt 

move is about moving a segment of length l of consecutive customers, say l = 3, from 

a place on a tour trl to another place either on the same tour or on a different tour, 

tr2 for example. Also, there is a lot of mention for the operator A-interchange. Its 

basic idea is to exchange a subset of customers of size :S A with a subset of customers 

of size :S A from another tour. 

In the literature, many VRPTW algorithms have used local searches or im

provement heuristics that use the move operators mentioned above or some sort of 

operators similar to them. In [14], the researchers solve the VRPTW problem using 

a parallel tour construction heuristic. In this approach, the tours are constructed 

depending on the process of negotiation between customers and tours. In the pro

cess of negotiation , each unrouted customer Cu requests and receives from every tour 

in the schedule a price (i.e. minimum insertion place as described in Equation 2.23) 

for a potential service or insertion. Then, each unrouted customer who did receive 

a finite offer sends a proposal to that tour which offered him the lowest price or 

minimum insertion place between all the tours. Later , each tour accepts among all 

proposals received the customer cu , whose insert ion is the most efficient according 
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to Equation 2.26. The researchers in [14] describes this approach as the sequential 

application of an auctioning process or a market game. Furthermore, if a feasible 

solution with a number of vehicles equal to V for the problem data in hand is ob

tained, then the same approach will be initiated to find a solution with V =?- V - 1. 

Then, the researchers in [14] applies an improvement procedure to the feasible so

lution with the least number of vehicles found in an effort to improve its quality in 

terms of distance. This improvement procedure unschedules a number of what are 

so-called expensive customers in order to re-route them again through the process 

of negotiation described above. 

The Guided Local Search GLS for VRPTW is used in [15]. GLS shares sim

ilarities as mentioned with tabu search in Section 2.7.2. The objective function 

of this approach is augmented with a set of penalty values - i.e. a penalty value 

for each arc of the graph. The penalty values are to encourage moving the search 

away from already visited local minima and exploring the other points in the search 

space. Strictly speaking, the search is penalised if it strays too close to previously 

visited local minima. In GLS, each solution is expressed as having a collection of 

features or arcs. In the objective function and when calculating the quality value of 

a solution, each feature is attached with a cost value and a penalty value expressing 

the number of times in which such feature is penalised. Therefore, the features of a 

solution that occur in a local minimum solution previously found will be penalised 

using the GLS. The reason is to avoid returning back by the search to the same local 

minimum already visited. 

In this case, the GLS encourages exploring the other different parts of the search 

space in order to access other solutions that could be better than the local minimum 

solution found so far. In such technique, four move operators of the improvement 

heuristics in [15] are used to improve the quality of the solutions. Those move 

operators are the 2-0pt, relocate, exchange and cross moves. The 2-0pt move is 

applied to work as an intra-route move operator by swapping two old edges with 

two new edges within a single route. The other moves are applied as inter-route 

move operators that are used between any two tours. For example, the exchange 

move exchanges two customer visits between two routes. The relocate move has 

the responsibility of relocating a customer from a route to another route. On the 

other hand, the cross move swaps the end portions of two vehicle routes. It is 
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worth noting that the Guided Local Search has used two types of vehicles to visit 

customers. Those two types are either real or virtual. The real vehicles should 

respect the constraints imposed by the VRPTW problem. On the other hand, there 

is only one virtual vehicle that visits all the customers that are not visited by the 

real vehicles. Of course, the constraints imposed on the real vehicles are not applied 

here on the virtual one. However, the quality of the solution that has a virtual 

vehicle will be less than the quality of the solution that has all the customers visited 

by real vehicles. 

In [16], a local search method called Large Neighbourhood Search LNS is inves

tigated. This technique explores a large neighbourhood of a solution by selecting a 

number of customer visits to remove from the routing plan, and re-inserting these 

visits using a constraint-based tree search. The set of customer visits chosen for 

removal and re-insertion defines a move. Of course, many factors that are related to 

this search technique are discussed in [16] such as what is the size of the visits to be 

removed, how much such visits relate to each other and how the visits are chosen. 

In this large neighbourhood search, the size of the customer visits, to be removed, 

is dynamic. So, if the size is 3 and does not improve the solution, then this size is 

increased by one over time to try to enhance the quality of the solution. 

In the LNS approach, the customer visits, to be removed, have to be somehow 

related. Therefore, any two customer visits relate to each other in terms of how 

close in distance they are from each other and whether the two customers are mem

bers of the same vehicle. Furthermore, the visits, to be removed, are chosen using a 

randomised choice method. After choosing the visits, a branch and bound technique 

and the Limited Discrepancy Search are used to re-insert the removed visits in the 

routing plan again in order to reduce the cost of the solution. Using the branching 

heuristics of the branch and bound technique mentioned in [16], a visit might have 

a collection of insertion points from cheapest to most expensive. The visit could be 

inserted in anyone of the insertion points. Then, the sub-problem of re-inserting the 

remaining removed visits is solved, whenever a visit is inserted. In the Limited Dis

crepancy Search, when the Discrepancy limit is small, a large number of attempted 

moves of re-inserting the removed visits will be made with little exploration of pos

sible insertions, from cheapest to most expensive, for each removed visit. For higher 

values of the Discrepancy limit, the opposite situation holds. 
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The multi-start local search MSLS is a two-phase non-deterministic approach 

that is mentioned in [17]. In the first phase, a construction heuristic, similar to 

the one used in the Reactive Variable Neighbourhood Search RVNS described in 

Section 2.7.5, is used to create initial solutions. The routes of the initial solutions 

are seeded from a set of customers who are either the farthest from the depot or the 

earliest deadline for service. The unrouted customers that are close geographically 

to at least one of the visited customers of a partial route are only considered for 

insertion. After creating the initial solutions, the approach of Injection Trees IT 

that is considered as an extension of the well-known Ejection Chain approach EC 

explained in Section 2.7.5 is used to reduce the number of routes. This process 

of reducing the number of routes lasts as long as there is a possibility for more 

reduction. 

The Injection Trees approach IT differs from the Ejection Chain approach EC in 

a number of aspects. The IT approach does not eject any customer in order to make 

room for a new customer as in the EC approach. Instead, the IT approach directly 

inserts customers in the target route even if it leads to violation of time window 

or capacity constraints. Then, IT removes an unlimited number of customers from 

the target route if they can be inserted directly to a neighbouring route without 

having to remove customers there to maintain feasibility. For speed up reasons, 

IT eliminates shorter routes first and choose only geographically close routes for 

insertion (i.e. distant routes from those shorter routes are ignored). A reordering 

procedure that depends on simple intra-route re-insertions is used within IT as in 

EC in order to increase the number of feasible relocations of customers. 

Then in the second phase, a modification of the CROSS-exchanges local search, 

which swaps two segments of consecutive customers between any two routes as in 

Sections 2.7.3 and 2.7.5, is applied on solutions that have the minimum number 

of vehicles in order to reduce distance. In this new version, when exchanging two 

segments of customers between two routes, the local search of CROSS-exchanges 

tries two kinds of moves. The first move is to preserve the order of the customers 

in the exchanged segments while the second move is to invert the order of the 

customers. Also for each removed segment, CROSS-exchanges considers the most 

promising insertion position (which is the closest customer geographically) in the 

target route for placing that segment. Furthermore, the most promising moves are 
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tried first in a first-accept strategy. These moves consist of first removing segments 

that include customers closest to the customers on the other route and inserting 

them selectively. Later, the best solution identified by the MSLS is post-optimised 

using a Threshold Accepting method TA as in Section 2.7.6. 

2.7 Metaheuristics algorithms 

Routing problems and even scheduling problems are solved in the literature [18] [19] 

using many metaheuristic techniques. Metaheuristic techniques are approximate 

algorithms that are used to solve hard combinatorial optimisation problems where 

classical or exact methods are not able to do so. Metaheuristics are almost different 

configuration systems of a number of different components that are derived from 

classical heuristics, artificial intelligence, biological evolution, neural systems, social 

systems and statistical systems. In literature, such metaheuristic techniques are 

called Adaptive Memory Programming AMP [20]. They are called AMPs because 

they use some sort of adaptive memory towards ultimately reaching the goal that is 

a very good solution and not necessarily optimal for the problem in hand. Examples 

of those AMPs [15] [21] [20] [22] [23] [4] [16] in literature are tabu search, scatter 

search, genetic algorithms and ant colonies. 

The VRPTW problem is one of the problems that are solved using many meta

heuristic techniques. In this section, those VRPTW metaheuristic techniques will 

be reviewed and mentioned. Most of the metaheuristic techniques of VRPTW use 

a special kind of representation of solutions called permutations or other types of 

some elaborated sort. Up to these recent days, VRPTW is solved widely using many 

different types of metaheuristics such as multiple ant colonies [4], simulated anneal

ing [24] [25], embedding taboo searches [23] [26], guided local search [15], large 

neighbourhood search [16], hybrid algorithms [22] [27], reactive variable neighbour

hood searches [5] [8] and threshold accepting techniques [28]. The main aim of all 

such metaheuristics is to find very good solutions for the problem in hand. 

2.7.1 Simulated Annealing 

Simulated Annealing is an optimisation technique that has some similarities with 

the physical process of annealing of solids. In the physical process of annealing, a 
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solid is heated to a high temperature T and gradually cooled to have at the end 

the kind of molecular geometric structure that is needed. In order to get the kind 

of molecular geometric structure wanted, the temperature T is lowered gradually. 

If the solid is cooled very quickly, then this process may end up with a molecular 

geometric structure that is not desired. In the case of cooling the solid very quickly, 

the atoms of the solid do not have enough time to align themselves to form a fine 

shape with a minimum energy state. However, if the solid is cooled very slowly, it 

gives the atoms enough time to align themselves to reach the minimum energy state 

of a fine shape. 

In combinatorial optimisation, the states of the solid correspond to the feasible 

solutions. The energy at each state represents a value of the objective function. 

Of course, the minimum energy represents the optimal solution value. Simulated 

annealing is a metaheuristic technique that allows the search to move to a neigh

bouring state even if the move causes the value of objective function to become 

worse. Simulated annealing SA guides any local search as mentioned below. SA 

starts with a high temperature T and an initial state S. Then, the best state Sbest 

is set to be equal to the initial state S. Later, a neighbourhood operator or a move 

is applied to the current initial state S to yield the state S*. If the cost value of S* 

is lesser than the cost value of S, S* becomes the current state. 

However, S* becomes the current state S with a probability e(cost(S)-cost(S*))/T, 

if the cost value of S* is greater than the cost value of S. Note that if S* does not 

become the current state, then S remains the current state. Also, the current state 

S may replace the best state Sbest found so far, if the state S is better in quality 

than the best state Sbest. Of course, the application of the neighbourhood operator 

and the acceptance of newly generated states are repeated until a fixed number 

of iterations is reached, an amount of CPU time is elapsed or no improvement is 

achieved for a number of iterations. If a local minimum energy is reached after an 

iteration of SA, then the temperature value of T is lowered and the application of the 

neighbourhood operator and the acceptance of newly generated states are repeated 

as explained above. 

In the literature of vehicle routing, simulated annealing approaches as in [24] [25] 

are used. In [24], two main neighbourhood operators are applied. The first is 

called the A-interchange operator while the second is called the k-node interchange 
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operator. The A-interchange operator works as explained in Section 2.6. The 

k-node interchange operator works as mentioned in [9] as follows. Customer Ci and 

his successor Cj on a route and the two customers closest to customers Ci and Cj, but 

not on the same route, are removed. Then, the neighbourhood is defined by trying 

to insert these four vertices in any other possible way. As this neighbourhood is 

quite large, only the k most promising nodes are checked. Also in [24], the issue of 

using a short-term memory or tabu list, as in Section 2.7.2, is tested as a basis for 

enhancing the simulated annealing approach. 

Another example of the usage of the simulated annealing approach is the one 

used in a two-stage hybrid local search [29], called as SA+LNS, for tackling the 

VRPTW problem. At first in one stage using simulated annealing, the hybrid local 

search reduces the number of routes. Then in the second stage, it minimises the 

travel cost using a large neighbourhood search LNS by relocating a large number of 

customers from their positions in a routing plan or a solution to other positions. 

In the simulated annealing stage, the neighbourhood solutions are created using a 

number of move operators, which are 2-exchange, Or-exchange, relocation, crossover 

and exchange. In order to reduce the number of routes effectively, the simulated 

annealing algorithm chooses good solutions according to an evaluation function that 

considers the three factors mentioned below. 

Pl- A factor that prefers solutions that minimise the number of routes. 

P2- A factor that prefers solutions that have routes with few customers over solu

tions with more evenly distributed customers between the routes. 

P3- A factor that prefers solutions where customers on the smallest route can be 

relocated to other routes in such a way that causes no constraint violations or 

if the time window violations are as minimal as possible. 

In the LNS stage, minimising the travel cost depends on two main components. 

The first component is to choose a set of related customers to be relocated from their 

positions in a solution. Then, the second component is to explore a set of neigh

bourhood solutions after such related customers are re-inserted again in different 

ways. For more information about the LNS, check Section 2.6. 

In [30], a multi-start Simulated Annealing or a hybrid system that associates 

a non-monotonic Simulated Annealing technique to a Hill Climbing strategy with 
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Random Restart is used to tackle the VRPTW problem in order to reduce the 

travelled distance as a primary objective. In the hybrid system, the SA strategy 

creates at first an initial solution using a Push-Forward Insertion Heuristic (PFIH) 

of Solomon [1]. 

Then, the SA strategy begins to evolve the initial solution and tries to escape 

the local minima using five neighbourhood operators - swap, insert, scramble, inver

sion and an operator that removes a number of customers in a route and reinserts 

them using PFIH. At a later stage, the hill climbing strategy is used to refine the 

worse solutions computed by the SA stage. After implementing the SA and the hill 

climbing stages, the strategy of random restart is used to let the hybrid system start 

from a different point in the solution space. At the end and out of thirty random 

restarts for the hybrid system, the solution with the shortest travelled distances is 

chosen to represent the best solution found so far for a VRPTW problem instance. 

2.7.2 Tabu Search 

Tabu search techniques [26] [2] [3] [20] [31] [25] [23] are studied a lot in the literature. 

A basic tabu search is usually built around a local search but it has additional 

components such as a diversification technique, an intensification technique, a short

term memory or tabu list ... etc. In a basic tabu search, an initial solution is created 

and assigned to be the current solution S. Also, the best solution Sbest is set to be 

equal to the current solution S. The tabu search is run for a number of iterations, 

until an amount of CPU time is elapsed or until no improvement is occurred for a 

number of iterations. 

In iteration k, one of two main methods of the objective function, intensification 

or diversification, is used to create the neighbourhood N(S) of the current solution 

S. The intensification method has the responsibility to penalize the solutions that 

are far in quality from the current solution S. On the other hand, the diversification 

method punishes the solutions that are close in quality to the current solution S. 

After applying either the intensification or the diversification method of the objective 

function, the neighbourhood of the current solution S is explored and the best 

neighbour solution Sbneigh in the current neighbourhood is selected as the new current 

solution S. Furthermore, the best solution Sbest found so far is updated, if the new 

current solution S turns out to be better in quality. 
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In order to escape from a local optimum, the current solution S is set to be the 

best neighbour solution Sbneigh in the neighbourhood even if this solution is worse 

than the current solution already got. In order to prevent re-visiting recently visited 

solutions (i.e. cycling), a short-term memory or a tabu list is used. This short-term 

memory has a tabu on every move done by a move operator in solutions during 

previous iterations. In vehicle routing, this tabu could be put on an edge done 

between two nodes in a vehicle or on a node allocated to a vehicle. 

The duration that an edge or a node in a vehicle remains tabu is called tabu

tenure and usually lasts for a number of iterations. Of course, the short-term mem

ory varies in its size and its structure from a problem instance to another. Now in 

iteration k + 1, the neighbourhood of the current solution is created with excluding 

those edges or nodes allocated to specific vehicles that are considered as tabu from 

the neighbourhood solutions. If an improvement is about to happen on the best 

solution Sbest at some iteration but the move that would cause the improvement is 

tabu, then the tabu list that has a tabu on that move will be overruled or overridden 

by a criterion called the aspiration criterion. 

In [23], a network flow-based tabu search heuristic is used to try to solve vehicle 

routing problems with capacity constraints CVRPs, This network flow-based tabu 

search heuristic is a new local search that depends on two major components or 

local searches in creating moves to have new quality solutions. The first component 

is called the network flow model, whereas the second is called the direct customer 

swap procedure. The network flow model is used to evaluate simultaneously several 

customer ejection and insertion moves. If the number of moves to be tested is 1, 

then the model will evaluate the best ejection/insertion move. 

If the number of moves is greater than 1, then the model evaluates the best 

composite move, which is a combination of multiple ejection and insertion moves. 

In the easier case when the number of moves is equal to 1, the model is capable of 

knowing the encouragement/discouragement value of removing customer Cj from a 

route Ri . In other words, if the total load to be delivered of route Ri is very much so 

below the maximum capacity value of a vehicle, then the model discourages removing 

customer Cj. On the other hand, if the total load to be delivered of route Ri is very 

high, then the model encourages removing customer Cj. Furthermore, the model 

knows the encouragement/discouragement value of inserting the same customer Cj 
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into another route Rk . The direct swap procedure is a local improvement approach 

that swaps customers between two different routes. In the direct swap procedure, 

the best swap is selected among a number of swap moves. 

In this approach, either the network flow model or the direct swap procedure 

could be used to make the best move to have a new current solution S if possible. 

Then, the current solution is exposed to further improvement by a 3-0pt local 

search or another tabu local search procedure that uses the two moves eject and 

swap. In order to escape local optima in the network flow based model and the 

direct swap local procedure, a tabu search memory is used. Tabu search restrictions 

are imposed on three different neighbourhood moves: dropping a customer from its 

current route, inserting a customer into a different route and swapping two customers 

between routes. This approach uses also a diversification technique that has a 

long-term frequency memory, which has similar effects somehow to the short-term 

memory or tabu list but in the long-term. The purpose of the long-term memory 

is to record the frequency of a customer being assigned to a specific route. Also, 

this approach uses an intensification technique that depends on a restart/recovery 

strategy. This restart/recovery strategy might select a solution of a list of elite 

solutions and assigned it to be the new current solution if necessary. 

The researchers in [26] have presented a probabilistic technique to diversify, in

tensify and parallelize a local search adapted for solving the vehicle routing problem. 

They use this technique with two tabu searches that are developed for the VRP and 

VRPTW problems. This technique diversifies the search by exploring solutions that 

are very different from each other. Then, it intensifies the search in order to iden

tify better local optima in a promising region of a set of feasible solutions. The 

local search of this technique works in parallel and generates different solutions as 

mentioned in [26] because it has some random component. This technique passes 

through two major phases. The first phase is called the initialisation phase while 

the second is called the intensification and diversification phase. 

During the initialisation phase, different initial solutions are generated with the 

local search. Then, each tour belongs to a solution is labelled with the value of that 

solution. Tours that have one customer each are removed. The remaining tours of 

each solution are added to a set called T that represents all the tours generated from 

all the solutions. The set T is sorted in an increasing order according to the values of 
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the labels of the tours. In the diversification and intensification process, two major 

stages happen. In the first stage, the set T is cloned to have a new set called T'. 

Then, a new solution 8 is initialised to nil and later built out of T'. The process of 

building a new solution depends on the following three steps: (a) A tour is selected 

probabilistically and added to be part of the new created solution 8. (b) All the 

tours that visit the same customer nodes of the selected tour are removed from T'. 

( c) Steps a and b are repeated until no tours are left in T'. After the process of 

building a solution, the new solution 8 could be built partially. In other words, some 

customers might be not visited in the solution 8 - i.e. infeasible solution. For that 

in the second stage, a feasible solution 8' is built to include those chosen tours in 

8 and all the remaining customers by including them in one tour or possibly more. 

Thereafter, the feasible solution 8' is improved using the local search. Then, the 

tours of the improved solution are labelled as in the initialisation phase, the set T is 

updated such that the set T is not exceeding a certain limit and therefore tours with 

worst values are removed and the intensification and diversification search continues 

until a stopping criterion is satisfied. 

Tabu search approaches are used with other meta-heuristic approaches like evo

lutionary algorithms in Section 2.7.3 as in the guided cooperative search in [32] [33] 

[34] to tackle the VRPTW problem. The guided cooperative search approach uses a 

solution warehouse or a population of solutions to combine the efforts of the search 

threads of several meta-heuristics. If a number of search threads use the same meta

heuristic, such search threads are differentiated by using different initial solutions 

and parameter settings. 

The meta-heuristics used are the unified tabu search, the Taburoute search, an 

evolutionary algorithm with the order crossover (OX) and an evolutionary algorithm 

with edge recombination (ER). Independent search threads of the meta-heuristics 

mentioned earlier send their improved solutions to the post-optimisation algorithms 

like 2-0pt, 3-0pt, Or-Opt and ejection chain. These solutions are post-optimised 

and then they are sent as quality solutions to the solution warehouse. Of course, the 

solution warehouse uses a pattern-identification mechanism that support cooperative 

search with capabilities to create new information and guide global search in each 

of the search threads of the met a-heuristics mentioned above. 

For that, the solution warehouse sends back to individual search threads of the 
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meta-heuristics mentioned above not just new solutions to diversify the search but 

also information about promising and unpromising patterns in the solution space. 

Note that the solutions, should be sent, are selected by the solution warehouse 

randomly according to probabilities biased towards the best solution. A frequent 

(or an infrequent) pattern that is related to a set of arcs consists of arcs appearing 

with high (or low) frequency in a set of solutions. By fixing or prohibiting specific 

solution attributes or arcs in an individual search thread, the search in that search 

thread focuses on desired regions. 

2.7.3 Evolutionary Algorithms 

An evolutionary algorithm [18] [35] is an adaptive search heuristic that maintains a 

population of individuals or candidates. The individuals of a population can be seen 

as entities of artificial chromosomes of fixed length. Each chromosome has a solution 

and a fitness value describing the goodness of the solution. In evolutionary algo

rithms, the representation of chromosomes is a vital and an important component in 

the methodology of problem solving. Therefore, the representation of chromosomes 

may vary from an evolutionary algorithm to another in a way depending on the sort 

of the problem should be solved. As a consequence, there are many different kinds of 

representation schemes for the chromosomes in the literature and examples of those 

schemes are the binary-code representation, the permutation-based representation 

or others of some elaborated sort. 

Evolutionary algorithms have the general purpose of trying to solve problems in 

a way same as the other meta-heuristic techniques. Therefore, one of its purposes 

is to derive the search from a population of poor quality solutions into a population 

of good quality solutions. For that, a number of components, such as selection, 

recombination, mutation, replacement, are used in addition to the representation 

component of chromosomes. All the components mentioned are vital parts of the 

evolution process of an evolutionary algorithm. An evolutionary algorithm is run 

usually for a number of generations or iterations, until an amount of CPU time has 

elapsed or until some convergence criteria are met. Now in evolutionary algorithms 

EAs, there are two major kinds of such algorithms: The first is called the steady

state EA while the second is called the generational EA. In a steady-state EA, one 

or two offspring chromosomes are produced and replace one or two individuals that 
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are worst in a population. However in a generational EA, an offspring population 

might replace the entire population of individuals every generation. 

In an EA, two or more parent chromosomes are selected using a selection op

erator such as a proportionate or a tournament selection operator. Then, every 

two or more selected parent chromosomes are recombined using crossover operators, 

such as the one-point and two-point crossovers for the binary-code representation 

or special crossovers for the permutation-based representation, to create offspring 

chromosomes. Later, the offspring chromosomes are exposed to one or more mu

tation operators, such as the standard-bit mutation operator for the binary-code 

representation or special mutation operators for the permutation-based represen

tation, to improve further on the quality of their solutions. Afterwards, the off

spring chromosomes of good quality solutions replace the chromosomes of bad qual

ity solutions in a population. In the literature, there are many different types of 

evolutionary algorithms [18] [35] that are studied and applied such as genetic al

gorithms [36] [37] [38] [39] [40] [41] [11] [21], classifier systems [42], genetic pro

gramming [43], evolutionary strategies [2] [3] [44] and evolutionary programming 

[18] [45]. 

The hybrid GA mentioned in [22] uses an integer string representation of length 

n with group information of genes attached at the end portion of each chromosome 

and incorporates with other techniques such as group information updating and 

local search improvement. For example, the chromosome in Table 2.9 has initial 

grouping information, namely [5 4 3]. At the end of the chromosome, the grouping 

information of [5 4 3] tells how many routes are in the routing plan and how many 

customers are going to be visited in each route - Note that grouping information is 

created using a push forward insertion heuristic that inserts customers sequentially 

into routes. In the information of the feasible grouping [5 4 3], there are three 

routes as explained between the brackets and each route has a number of customers 

to be visited. The first number says that there are five customers should be visited 

and they are 2, 5, 8, 10 and 12. The second number between the brackets says 

that four customers should be visited in the second route. On the other hand, the 

third number says that three customers should be visited in the third route. Each 

chromosome in this hybrid GA could have different types of groupings. 

Now, the appropriate selection of groupings for chromosomes is the major focus 
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2 5 8 10 12 9 3 7 6 1 4 11 [5 4 3] Initial grouping information 

2 5 8 10 12 9 3 7 6 1 4 11 [4 4 4] Other possibilities 

2 5 8 10 12 9 3 7 6 1 4 11 [3 6 3] 

2 5 8 10 12 9 3 7 6 1 4 11 [5 5 2] 

Table 2.9: Chromosome Groupings 

in this hybrid GA. Therefore, the hybrid GA makes use of a local search method, 

I-Interchange, to search for new groupings for each chromosome. For instance, if the 

initial grouping is [5 43] as in Table 2.9, then new combinations of groupings, such 

as [4 4 4], [3 6 3], [4 5 3] and so on, will be searched for by that local search. The 

search will stop when there is a new better grouping in terms of total of travelled 

distances - Note that the primary goal in this hybrid GA is reducing distance. Once 

the grouping update is finished, the chromosome with new grouping information 

will undergo further local search improvement. Behold that not all chromosomes 

can undergo this local search improvement. The whole improvement procedure, 

including grouping update and local search, is repeated several times and then the 

population will undergo the same selection and reproduction processes in a simplG 

GA. The hybrid GA uses the tournament selection operator [36], the PMX crossover 

operator [18] and a mutation operator to swap nodes in the same chromosome. 

A new hybrid evolutionary algorithm is presented in [27] to obtain feasible so

lutions. The hybrid evolutionary algorithm HGA+EA is based on a hybridisation 

of a hybrid genetic algorithm HGA and an evolutionary algorithm EA consisting 

of several local search and route construction heuristics. In the first phase of the 

hybrid evolutionary algorithm, the HGA is used to obtain a feasible solution. Then 

in the second phase, the solution is improved using an evolutionary algorithm. The 

HGA algorithm was built on top of Galib, MIT genetic algorithm [27], and uses 

well-known heuristics to derive the search process. The HGA directly applies the 

genetic operators to solutions - i.e. a solution is a set of feasible routes. The ini

tial population for HGA is created with a random heuristic that selects and inserts 

customers into routes in a totally random manner. The selection operator, the pro

portionate operator with the roulette-wheel sampling scheme, consists of choosing 
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two individuals (i.e. parent solutions) within the population for mating purposes. 

Two crossover operators, IB-X(k) and IRS-X(k), are used in the HGA for re

combination purposes. The first crossover IB-X(k), known as the Insertion- based 

crossover, creates an offspring solution from two parent solutions P l and P2 • The 

crossover process is iterated k times to create k offspring routes. Each offspring 

route is created by combining a route Rl of the parent solution Pl with a subset 

of customers created from a number of routes of the parent solution P2 , which are 

the nearest neighbours to the route Rl of the parent solution Pl. Note that one 

subset of customers a time is formed at every iteration k in order to help in the 

creation of an offspring route. An offspring route Ri is created partially by remov

ing a number of customers from a route Rl of the parent solution Pl. Note that 

a customer is chosen, for removal, based on waiting time, large distance separating 

him from his neighbours or randomly. Then, the partially altered offspring route Ri 

is combined with the subset of customers using a modified version of the Solomon 

insertion heuristic 11. 

On the other hand, the second crossover IRS-X(1<:), which stands for Insert Re

lated Solomon, also creates an offspring solution from two parent solutions P l and 

P2 . But, the crossover removes a number of related customers from the parent so

lution Pl. Here, customer relatedness refers to customers that can be somewhat 

interchanged on the basis of similar selected features such as position, near similar 

time intervals and/or visit time. This crossover creates offspring routes iteratively 

in the same way, described in the previous paragraph, but the removal strategy of 

customers from the parent solution P l is changed as described in this paragraph. 

Also, the insertion procedure used is a variant of the large neighbourhood search or 

the LNS method [16], which uses an insertion cost function of a Solomon heuristic. 

Furthermore in the HGA, the two mutation operators RSS-M(k) and LNS-M are 

used. The first mutation operator RSS-M(k), which stands for Reinsertion Shortest 

Solomon, has the responsibility to eliminate a number of k routes having only a few 

customers and to re-insert their customers into alternate routes using an insertion 

technique similar to Solomon insertion heuristics. The second mutation operator 

LNS-M or the Large Neighbourhood Search operator has the responsibility to remove 

a random number of related customers from a solution and re-insert them using the 

LNS method into alternate routes. 
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After the evolution process of the HGA, a feasible solution is handed to an 

evolutionary algorithm. The evolutionary algorithm EA considers each feasible route 

as an individual. As the handing of the initial solution to EA is done, the routes of 

the initial solution are stored into a route pool, which forms the initial population 

of the EA. Thereafter, the tours are put in a random order and all possible pairs 

of two routes, two-route combinations, are picked according to this order. Once a 

pair or a combination of chosen parent routes is selected, four crossover operators 

of local searches and route construction heuristics are randomly applied on the two 

parent routes in order to generate offspring routes. 

Those four crossover operators are CROSS-exchanges crossover CE-X, Insertion 

crossover I-X, Rebuilding crossover R-X and Random Rebuilding crossover RR-X. 

The CE-X crossover is based on swapping segments of varied size of consecutive 

customers between the parent routes. The I-X crossover selects customers in random 

order from a parent route Rl and tries to insert them into the other parent route R2 . 

The R-X crossover marks the customers in the two parent routes as unrouted and 

focuses on the usage of a cheapest insertion heuristic like 11 of Solomon to insert 

the unrouted customers again into the best possible places in the parent routes. 

The RR-X crossover marks the customers in the two parent routes as unrouted and 

selects the customers in random one at a time and insert them into the best possible 

places in a parent route - Note that at each customer insertion, a parent route of 

the two parent routes is selected randomly. 

Finally, the offspring routes generated, using these crossover operators, are mu

tated by randomly applying the two mutation operators P-M and R-M. The P-M 

operator stands for the Permute Mutation operator, whereas the R-M operator 

stands for the Reorder Mutation operator. Each one of the two mutation operators 

is applied to a single route at a time. The P-M mutation operator is based on Or-Opt 

exchanges through attempting to insert all possible segments of three consecutive 

customers between all possible pairs of consecutive customers in the route. Then, 

segments of two consecutive customers and one customer respectively are examined 

also. The other mutation operator R-M focuses on reordering customers whom can 

be serviced in various orders. More precisely, the customers for whom time windows 

are tight are first inserted in a route. Then, the remaining customers are inserted 

using a variant of a Solomon insertion heuristic. 
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A route-directed hybrid genetic algorithm ~HGA is addressed in [46] for the 

vehicle routing problems with time windows. The RHGA is a steady-state GA that 

uses two populations of individuals pursuing two different objectives, read below. 

The first population evolves individuals with V tours to minimize the total of trav

elled distances, whereas the second population evolves individuals with V-I tours 

to minimize the temporal constraint violation. The two populations interact with 

one another whenever a new feasible solution emerges in a way reducing the num

ber of tours that should be imposed as a limit on future solutions. The RHGA 

algorithm combines the simultaneous evolution of two populations and the partial 

temporal constraint relaxation to improve the quality of solutions. The algorithm 

uses, in each of the two populations, genetic operators that maximize as many as 

possible the number of customers served in a solution and then relaxes the issue of 

temporal constraint violation in order to insert the remaining unvisited customers. 

The genetic operators are simply applied to a population of solutions or solution 

individuals rather than a population of encoded solutions or chromosomes. 

The solutions of the initial populations in RHGA are first generated using a 

sequential insertion heuristic in which customers are inserted in random order at 

randomly chosen insertion places within routes. In this algorithm, the proportionate 

selection operator that uses the roulette-wheel sampling scheme is used. Also, two 

recombination operators, IB-X(k) and IRN-X(k), are used on solution individuals. 

The first of these two recombination operators is similar to the IB-X(k) crossover, 

known as the Insertion-based crossover talked about above in the HGA phase of the 

HGA+EA approach [27], and it recombines one route Rl at a time from the parent 

solution Pl with a subset of customers created from a number of routes of the parent 

solution P2 , which are the nearest neighbours to the route Rl of the parent solution 

Pl. 

However, the second crossover IRN-X(k), which stands for Insert within Route 

Neighbourhood, works as the first crossover but the k routes of the parent solution 

Pl are considered all at once rather than one at a time. Then, a partial offspring 

solution is created after removing a number of customers, using some sort of removal 

strategy, from the k routes of the parent solution Pl. Later, all subsets of customers, 

created from the nearest neighbour routes of the parent solution P2 , are re-inserted 

using a variant of an insertion heuristic into the partial offspring solution. Note that 
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each subset of all the subsets of customers is created from a number of routes of 

the parent solution P2, which are the nearest neighbours to some route R; of the k 

routes of the parent solution Pl. 

Furthermore, the five mutation operators LNSB-M(d), EE-M, RS-M, RSR-M(I) 

and RC-M(I) are used. The LNSB-M(d) mutation operator is a Large Neighbour

hood Search Based operator that removes repeatedly related customers and reinsert 

them using a constraint-based tree search. In this operator, customer relatedness 

defines a relationship linking two customers based upon specific properties - e.g. 

how close the two customers to each other and/or whether they are members of the 

same route for example. The Edge Exchange EE-M and the Repair Solution RS-M 

mutation operators are inter-route improvement operators. The EE-M is inspired 

from the A-interchange mechanism and performs re-insertions of customer sets over 

two neighbouring routes. 

In this operator, each customer of a route is explored for re-insertion in one of 

his neighbouring routes - Here, the number of the neighbouring routes is equal to 2. 

The neighbouring routes of a customer are selected such that the distance separating 

their centroid from a customer location is minimal. The RS-M operator focuses on 

exchanges that involve one illegal customer visit. So, each illegal visit in a route is 

exchanged with another customer legally visited or a sequence of two legally visited 

customers. The RSR-M(I) operator, which stands for Reinsert Shortest Route, 

eliminates the shortest route of a solution, reducing by one the total number of 

routes. The RC-M(I) mutation operator, which stands for Reorder Customers, is 

an intensification procedure that is used to reduce the total of travelled distances of 

feasible solutions by reordering customers within a route. 

In [7] [47], a steady-state hybrid genetic algorithm is used with a kind of crossover 

called the natural crossover. The most notable feature of the natural crossover is 

that it uses the 2D image of a solution itself for chromosomal cutting. The initial 

population of the hybrid genetic algorithm is created using a stochastic version of 

the insertion procedure 11 of Solomon. The selection operator used is the binary 

tournament scheme in order to select two chromosomes - Note that the 2D image 

of routes represents a chromosome. Once the 2D images of two solutions A and B 

are chosen, free curves and figures (i.e. circles, squares, lines ... etc) are drawn on the 

2D space, where customers are located. The free curves and figures always partition 
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the 2D or the chromosomal space into two equivalent classes marked as white and 

grey areas. 

Every customer belongs to one of the two classes. If a customer belongs to the 

white area, it will have a circle of a black colour. If a customer belongs to the 

grey area, it will have a circle of a white colour. Now, for every arc of the parent 

A, if both the start-point and end-point of the arc are marked black, then this arc 

survives in the offspring solution. Also, for every arc of the parent B, if both points 

are marked white, the arc survives in the offspring. Then a number of disconnected 

segments are going to appear in the offspring solution in a way that makes it look 

invalid. Later, a repair algorithm is used to add the missing arcs and to make the 

offspring solution valid. Once an offspring solution is created, a mutation operator 

is used to improve the quality of the solution. Also, three local search heuristics, Or

Opt, crossover and relocation, are used in sequence in order to improve further the 

quality of the offspring solution. After improving the offspring solution, the offspring 

solution may replace anyone of the two parent solutions in the population, if it is 

better. Otherwise, it replaces the worst solution in that population. 

A parallel hybrid evolutionary metaheuristic is presented in [2] for the VRPTW 

problem. This algorithm uses a hybrid metaheuristic that consists of two proce

dural phases. The first phase minimizes the number of vehicles by means of a (1, 

A)-evolution strategy, whereas the second phase minimizes the total of travelled dis

tances using a tabu search algorithm. In the first phase, a start solution S is created 

using a modified savings algorithm, which takes into considerations the time window 

constraints. The start solution S is assigned to be the best solution Sbest. 

Then, the (1, A)-evolution strategy tries to create a number of feasible neigh

bouring solutions of the solution S using the move set - Or-Opt, 2 - Opt* and 

1-interchange. Also, for each feasible neighbouring solution generated, a modified 

Or-Opt is used to reduce the number of vehicles. At the end, the (1, A)-evolution 

strategy must generate feasible neighbouring solutions of size A and choose the best 

solution of them. The best solution of the set of feasible neighbouring solutions is 

chosen and assigned to be the new start S. In addition, if the new start solution S is 

better than the best solution Sbest found so far, then S replaces Sbest. This strategy 

continues in its work until an amount of CPU time has elapsed. 

The best solution with the least number of vehicles found in the first phase is 
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passed over to the tabu search - second phase. In the second phase, no attempts 

are made to reduce the number of vehicles further. The aim in this phase is to 

reduce the total of travelled distance done by vehicles. The second phase generates 

feasible neighbouring solutions of a start solution S using the move set described 

above. A feasible neighbouring solution is selected, if none of the connections be

tween customers or customers and the depot of its routes are set tabu or if the 

aspiration criterion is met. The aspiration criterion means here that the tabu status 

of one or more connections of the routes in a neighbouring solution is ignored, if the 

neighbouring solution represents a new best solution. 

Later, the best evaluated neighbouring solution of a start solution S is selected 

and assigned to be the new start solution S. Also, the tabu list is updated with 

the connections of the routes of the best-evaluated neighbouring solution or the new 

start solution S. Now, if the new start solution is better than the best solution 

Sbest found so far, then S replaces Sbest. This tabu search works until an amount of 

CPU time has elapsed. Later the researchers in [2] have presented another parallel 

two-phase metaheuristic in [3] for the VRPTW. This metaheuristic combines a (/1, 

A)-evolution strategy and a subsequently executed tabu search. 

In [48], a meta-heuristic approach, called Active Guided Evolution Strategies 

AGES, is introduced especially for tackling large VRPTW problem instances with 

200, 400, 600, 800 and 1000 customers. The AGES approach has two phases. In 

the first phase, an initial solution SO is generated using a hybrid insertion heuristic 

of some sort. Then, a filling procedure is used to minimize the number of routes 

in the solution So. If the number of routes in the solution So cannot be reduced 

any more, SO is assigned to be the best global solution. Later, the AGES approach 

assigns the best global solution to be as the current solution Si to start improving 

on in the second phase. In the second phase, there are two stages - a guided local 

search GL8 and a (1 + l)-evolution strategy. 

In the first stage, the guided local search GL8 works by penalizing long arcs, 

which appear in the current solution Si - local minimum. In the current solution 

Si, GL8 defines a penalized arc with a maximum value that reflects the cost of that 

arc and how many times the arc is penalized. Then, G L8 is restricted to use a set 

of geographically closest routes to the defined arc in Si and is applied to create a 

neighborhood of solutions from the move operators (relocate, 1-interchange and 2-
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Opt*). The best neighborhood solution Sbneig is selected and compared with the best 

global solution and it updates it if it is better in quality. Then, the best neighborhood 

solution Sbneig might also replace the current solution Si in case that solution is 

better. Of course, GLS continues in working as described in this paragraph and if 

no improvements are found, the second stage starts working. 

The second stage uses a (1 + 1 )-evolution strategy that depends on a local search 

procedure that is similar to the large neighborhood search LNS [16]. Of course, the 

large neighborhood search LNS uses a set of routes in the parent solution Si that are 

closest geographically to a penalized arc. Then, LNS removes a number of related 

customers from that set of routes in order to re-insert them again. An offspring 

solution is created and compared with the best global solution and with the parent 

solution Si and if it is better in quality than anyone of them, it may replace it. 

This stage is an iterative stage and once it cannot improve the current solution Si, 

it switches back to the first stage and so on. 

2.7.4 Ant colony systems 

Ant Systems and Ant Colony Systems are investigated and studied in [49] [50] [51] 

[52] [4] [53] [54] [55] [56] [6] and [57] as efficient techniques that outperform other 

meta-heuristic techniques when it comes to try to solve some particular problems, 

such as TSP, VRPTW, QAP and SOP mentioned in Section 2.3, in a very short 

amount of CPU time. The ant systems in [49] [51] [54] are the origin of all research 

efforts with ant algorithms and were first applied to the travelling salesman problem 

TSP. In a TSP problem, a number of m ants in the ant system utilize the edges of 

the graph of a TSP problem in order to build tours or solutions - i.e. a tour or a 

solution for each ant. 

Each edge of the TSP graph has a visibility function or a cost measure T/ciCj 

that equals the inverse of the distance value between any two cities Ci and Cj and a 

desirability measure TCiCj or a pheromone trail, which is initialised using the inverse 

of a solution value created by the nearest neighbour heuristic and is updated at run 

time by artificial ants. When the ant system is applied to symmetric instances of 

the TSP problem, the pheromone value on each side of the two sides ei.j and eji of an 

edge is always the same because the distance of each side is the same. However, if 

the ant system is applied to asymmetric instances of the TSP problem, it is possible 
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that the pheromone value on one side is different from the pheromone value on the 

other side because both sides might have different distance values. 

The ant system has an initialisation step and a cycle step. In the initialisation 

step, the pheromone trails of all the edges of a graph are initialised using a value that 

matches the inverse of a solution value created by the nearest neighbour heuristic. 

Now in the cycle step, a number of m ants is created to build a solution each. Each 

ant generates a complete solution by choosing the cities using a probabilistic state 

transition rule called the random-proportional rule or the exploration mode as in 

the equations 2.27 and 2.28, where N: is the set of cities that remain to be visited , 

by the ant k positioned on city Ci and (3 weighs the relative importance of the static 

heuristic value T]ciCj' According to these equations 2.27 and 2.28, ants prefer to move 

to cities, which are connected by short edges with a high amount of pheromone. In 

this exploration mode of the equations 2.27 and 2.28, an ant k located, on city Ci, 

chooses with a great probability or chance the edge that is connected to another 

city Cj and has a great value of a combination of two values - how short the edge is 

and how attractive the edge is from the pheromone point of view. 

'f N k 
,1 Cj E C; 

(2.27) 
, otherwise 

(2.28) 

Once all the ants have completed building their solutions, a global pheromone 

update rule is applied to update the pheromone trails of all the edges of the graph 

according to the equations in 2.29 and 2.30. Note that in the equations 2.29 and 2.30, 

the evaporation parameter p represents a value between 0 and 1 and the Lk term 

represents the length of the tour done by an ant k. In the global updating of an 

ant system, a fraction of the pheromone evaporates on all the edges of the graph 

and then each ant deposits an amount of pheromone on edges, which belong to 

its solution, in proportion to how short its solution is. In other words, edges that 

belong to many short solutions are the edges, which receive the greater amount of 

pheromone. Pheromone updating is to allocate a greater amount of pheromone to 

shorter tours or better quality solutions. 

m 

Tc;cj = (1 - p).Tc;Cj + L .6.T~Cj 
k=l 
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,6. k = { 1/ Lk ,if eCiCj E tour done by ant k 
Tc -c -

, J 0 , otherwise 
(2.30) 

Pheromone placed on the edges plays the role of a distributed long-term memory. 

This memory is not stored locally within the individual ants, but it is distributed 

on the edges of the graph. This memory allows an indirect form of communication 

called stigmergy. The cycle of the ant system lasts until a fixed number of solutions 

is generated, a fixed amount of CPU time has elapsed and/or no improvement is 

achieved during a given number of iterations. The ant system described above is 

useful to discover very good and competitive solutions for small TSP problem in

stances up to thirty cities in a very short amount of time. However for larger problem 

instances, the time required to find such competitive solutions is not possible. 

Therefore, the researchers in [51] [50] [52] have included four major types of 

modifications described below to the Ant System described above to have a new 

system called Ant Colony System ACS. Firstly, the use of the probabilistic state 

transition rule in equations 2.27 and 2.28, which uses the exploration mode in al

most 100% probability, has changed to a new probabilistic state transition rule that 

uses the exploration mode in 10% probability and an exploitation mode in 90% 

probability. In the exploitation mode, an ant k located, on city Ci, chooses the 

edge that is connected to another city Cj and maximizes a value of a combination 

of two values - a short edge and an attractive edge. Secondly, the usage of a local 

pheromone-updating rule is added as a vital component to the work of each ant. 

This local pheromone-updating rule comes into play to diminish the pheromone 

trail of an edge once an ant chooses an edge between two cites Ci and Cj through 

using either the exploration mode or the exploitation mode. Thirdly, the global 

pheromone-updating rule is applied only to edges, which belong to the best ant tour 

or solution. Fourthly, a local search is added to be part of the ant's work. Of course, 

adding all the four components to the original ant system AS has led to a system 

that has better performance and can bring very competitive solutions not just on 

small problem instances but also on larger ones. 

Later in [4], a multiple ant colony system is used for the VRPTW problem. In 

this approach, one colony is used to try to reduce the number of vehicles while a 

second colony is used to minimize the total of the travelled distances done by the 
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vehicles. As well, a multiple ant colony system is given in [53] to deal with the issue of 

time dependency in VRPTW and how to let an ant put a target node in its solution 

in a way using the pheromone trail and depending also on the departing time at a 

particular moment from a departure node. Furthermore, a simple ant colony system 

in [6] is examined with different initialisation techniques and visibility functions of 

the ants. In [57], a Savings-based Ant System is introduced. The ants in [57] use the 

well-known savings algorithm, which is adapted to solve vehicle routing problems, 

as a vital component of the constructive phase of each ant. Here, each ant builds its 

solution based on choosing a value that is composed of two values. The first of the 

two values refers to how much large is the saving value of an edge, a combination 

or a pair of two customers in order to serve the two customers of that edge on the 

same tour whereas the second value refers to how much attractive that edge is. 

Also, an improved Particle Swarm Optimisation (PSO) algorithm, like ACO 

mentioned above, is presented for the VRPTW problem in [58]. The PSO algorithm 

is a collaborative population-based search that models the social behaviour of bird 

flocking and fish schooling. In [58], a new particle coding for the VRPTW problem 

is used to help convert the discrete combinatorial problem into a continuous one so 

that the PSO algorithm can be directly applied. Each particle of the PSO algorithm 

represents a solution and the best position Pi (or the best fitness value) of that 

particle is recorded. In the PSO algorithm, the best particle among all the particles 

in a population is referred to with the symbol g. 

The PSO algorithm runs for a number of iterations. In any iteration, each 

particle has a current position in the solution space and a velocity rate, which are 

used to help in changing its position for the next iteration. For that at first, each 

particle computes a new velocity rate in a way that depends on its current velocity 

rate and its current position from its best position Pi and the best position Pg of 

the whole group of particles. Then afterwards, the new computed velocity rate and 

the current position of each particle are used to calculate a new position and this 

results in letting each particle fly to its new position. 

According to [58] and as in ACO, the PSO algorithm runs faster and gets quality 

results and solutions in a way better than that of the GA algorithm. It uses local 

and global searches and attempts to balance between the global exploration and the 

local exploitation using a weight called the inertia weight. A larger inertia weight 
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facilitates the global exploration while a smaller inertia weight facilitates the local 

exploration. 

2.7.5 Reactive Variable Neighbourhood Searches 

In [8] [5], a new deterministic approach called Reactive Variable Neighbourhood 

Search RVNS that is based on a modification of a variable neighbourhood approach 

is inspected for the VRPTW problem. The proposed approach is a four-phase 

approach. In the first phase, initial solutions are created using route construction 

heuristics. The route construction heuristics are cheapest insertion based heuristics, 

which have a lot of similarities with the studies of Solomon on insertion heuristics [1]. 

In order to generate the initial solutions, combinations of parametric values and 

seeding schemes or scenarios are used. The routes of an initial solution are built 

one at a time in a sequential fashion. During the building process of a route, if k 

customers are inserted, an intra-route improvement procedure called Or-Opt is used 

to reorder the customers in the partial route. This Or-Opt procedure depends in its 

work on the Or-Opt move, which relocates a chain of consecutive customers from 

a position on a route to another position on the same route. This Or-Opt move 

replaces three edges in the original route by three new edges without modifying the 

orientation of the route. 

Then in the second phase, once an initial solution S is created, a route elimination 

procedure is applied to reduce the number of vehicles of the solution S until no more 

routes can be eliminated. In this route elimination procedure, a route Re of the initial 

solution S is selected for elimination. At first, a simple insertion heuristic of the 

route elimination procedure is applied to re-insert customers from the route Re into 

the other routes. If the simple insertion heuristic fails in eliminating the route Re , 

then another insertion heuristic called IR-insert or intelligent reordering is applied. 

The IR-insert re-inserts each customer Ci of the route Re into a location of a route 

Rn that least increases an insertion cost value - Note that the feasibility checks of 

time windows are not accounted for here. Therefore, the violations of time window 

constraints might occur in the new route Rn that has now a customer Ci. In the case 

there are violations in terms of time window constraints, IR-insert locates the first 

violation of the time window constraints of a customer CV ' Then, two alternatives 

ways of re-ordering are used to try to reorder the customers of the route Rn and to 
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make the route Rn feasible. The first way is to try to serve the customers located 

before the customer Cv on the route Rn by re-inserting them after the customer Cv' 

The second way is to re-order the customers located before the customer Cv in the 

route Rn in order to minimize the arrival time at each customer. 

If IR-insert has failed also, then an ejection chain technique is used. The ejection 

chain technique is based on the simple idea mentioned below. In order to re-insert 

a customer Ci of the route Re selected for elimination into another route R n, then 

a customer Cd from the route Rn has to be ejected and re-inserted into a route R~, 

where R~ =J Re. Once Ci and Cd are inserted successfully into the routes Rn and R~ 

respectively, an ejection chain is completed. If the insertion of the customer Cd is not 

successful in the route R~, then the removal of the customer Cd from the route Rn and 

the insertion of the customer Ci into the route Rn are cancelled. Also, the customers 

Ci and Cd+l are tried and so on. Of course, this ejection chain procedure is repeated 

for each customer Ci of the route Re. Furthermore, in the ejection chain procedure, a 

breadth-first search strategy is used. In other words, all possible chains that require 

one ejection and two successful insertions as described above are examined. Then, 

all possible chains requiring two ejections and three insertions are examined and so 

on until stopping criteria are met. 

Once the solutions with the smallest number of vehicles are created in the first 

and second phases, the third and fourth phases are used and repeated for a number 

of cycles in order to reduce only distance, without any regard to the reduction of 

the number of vehicles, using the route improvement procedures mentioned below. 

In each cycle of the third and fourth phases together, the cost function of the route 

improvement procedures is changed, within the forth phase, when it is necessary in 

order to escape local minima. 

In the third phase, route improvement procedures are used to improve on the 

travelled distances of the solutions that have the smallest number of routes. There

fore, the best solution found so far can be updated, if an improved solution in terms 

of distance is found. Four types of route improvement procedures (ICROSS, IRP, 

IOPT and O-Opt) are used until no improvement can be found. The first two types 

ICROSS and IRP are used for inter-route improvements, whereas the other two 

IOPT and O-Opt are used for intra-route improvements. ICROSS is an extension 

of the CROSS-exchanges local search. The basic idea of the CROSS-exchanges local 
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search is first to swap two segments of consecutive customers segI and seg2 between 

two routes RI and R 2. So, the route RI will end up having the segment seg2 and 

the route R2 will embed the segment segl. 

In the CROSS-exchanges local search and after exchanging the segments between 

the selected routes, the order of customers visited within the segments is preserved. 

However in ICROSS, the original and the reversed order of the customers within the 

segments are considered first and then the best in terms of reducing cost is always 

selected. The IRP 'insert related parallel' removes a set of related customers, in 

terms of how close they are in distance to each other, from the routes RI and R2 . 

Then, the removed customers are re-inserted into the partial routes R~ and R~ using 

a parallel cheapest insertion heuristic. Later, the customers in the new routes R~ 

and R~ are re-ordered using the IOPT operator mentioned below. 

The IOPT is a generalization of the Or-Opt heuristic. IOPT has two major 

modifications of Or-Opt. Firstly, the IOPT relocates a selected segment of any 

length within a single route R I . Secondly, it considers inverting as well as preserving 

the order of the customers within the selected segment. Therefore with IOPT, two 

kinds of routes might be created. One route R~ preserves the order in which the 

customers are visited within the selected segment, while the other route Rr inverses 

the order of the customers. The best route of the two routes R~ and Ri is selected 

to replace the original route R I . 

The O-Opt selects a number of customers kR1 , say 4, from a route RI that visits, 

say 10 nodes including the depot. The O-Opt selects the kRl customers as far or 

dispersed as possible from each other to create the initial partial route R~, which has 

a similar shape to the original complete route RI but with the kRl customers only. 

In other words, the kRl customers arc selected as the initial visits in the partial route 

R~. The order of the initial visits in the partial route R~ is same as that order of the 

same visits in the original route RI . Then, the kRl customers are put in all orders 

to create kRl! partial routes. Later, each feasible route of the created partial routes 

is rebuilt using a cheapest insertion heuristic that inserts the remaining customers 

that are sorted in an increasing order of the time window widths. Of course, the 

Or-Opt operator is used also to re-order the customers of a partial route after each 

time a number of customers are inserted. 

In the fourth phase, the best solution found so far is exposed to further improve-

63 



ment in terms of distance after using a post-optimisation phase, which modifies the 

cost function of the route irhprovement procedures of the third phase for a few it

erations before switching back again to the original one. Thus, if none of the route 

improvement procedures is able to improve the best solution, then the cost function 

is changed in order to escape local minima and find new better solutions later. 

2.7.6 Threshold Accepting algorithms 

Threshold Accepting [28], a variant of simulated annealing, is applied to the VRPTW 

problem. The Threshold Accepting algorithm TA is a post-processor or post opti

misation technique that is used to improve upon the distance results of solutions 

obtained from other algorithms such as a hybrid genetic algorithm [46] and a multi

start local search [17]. The TA post-processor uses the IOPT intra-route improve

ment heuristic and an inter-route improvement heuristic called GENICROSS. 

The TA meta-heuristic is a modification of the well-known simulated annealing 

meta-heuristic SA. The TA meta-heuristic simplifies the SA procedure by leaving out 

the probabilistic element in accepting worse solutions. Instead, the TA procedure 

uses a deterministic threshold t. The TA procedure accepts a worse solution instead 

of the current solution, if the difference between the two values of the worse and the 

current solutions is smaller than or equal to 1 + t. 

The TA algorithm runs for a number of iterations and starts at a threshold value 

t equal to tmax = 1. At each iteration i, the routes of the current solution Si are 

put in a random order. Also, all pairs of routes are exposed to improvement using 

the local search operators GENICROSS and IOPT. Accepting worse solutions in the 

local search operators is controlled by the current value of the threshold t. For that, 

if the relative difference in the lengths of the new and the current sets of selected arcs 

is less than or equal to 1 +t, the modified pair of routes is accepted. The threshold 

t is reduced by flt = 0.025 units in each iteration i until zero is reached. Now, if 

the stopping criteria or maximum number of iterations are not met, the threshold 

t is reset to equal tmax and the lowering of the threshold starts for the remaining 

iterations. Note that when the threshold t is reached zero, the search is repeated 

for four iterations before resetting the threshold t to equal tmax . Also, if the best 

solution Sbest found so far is not updated for a number of iterations, the threshold 

t is reset to become equal to tmax . 
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During the local search, the current solution Si might be updated. Therefore 

after using the local search operators lOPT and GENICROSS, if there is a solution 

Si better than the best solution Sbest found so far, then Sbest becomes equal to 

Si. Of course, the lOPT local search operator works as explained in Section 2.7.5. 

However, the GENICROSS local search operator is a large neighbourhood operator 

and is an extension of the local search operator of CROSS-exchanges. The difference 

between the GENICROSS and the CROSS-exchanges operators is that GENICROSS 

evaluates all possible exchanges of segments of consecutive customers between two 

routes. Because of the large neighbourhood structures of GENICORSS and lOPT, 

at most one move to a neighbouring solution is performed from each of the two 

operators GENICORSS and lOPT for each pair of routes. 

2.8 Conclusions drawn from Literature 

Previous research in the literature has focused extensively on solving the VRPTW 

problem using exact methods, heuristics and meta-heuristics. Exact methods, such 

as dynamic programming, Lagrange relaxation-based and column generation, are 

able to solve a small set but not all of the problem instances of Solomon [1] to opti

mality. Of course, this issue has encouraged many researchers to move to heuristics 

such as route construction and improvement heuristics in order to try to solve or to 

find very good quality solutions, possibly near optimal, for such problems instances. 

Presently, meta-heuristics and hybrid approaches, such as simulated annealing, 

tabu search, evolutionary algorithms, ant colony systems, deterministic approaches 

and many others, are found to be much better in finding very good quality solutions 

than the route construction and improvement heuristics when applied alone on such 

problem instances. As shown in Table 2.10 where NV and TD refer to the number 

of vehicles and the total of travelled distances respectively, most of these approaches 

are tested on the classical set of 56 benchmark problem instances of Solomon [1], 

which have 100 customers each. However, there is less work on problem instances 

that have customers greater than 100 - like 200, 400, 800, 1000 or even more. 

For that, one of the research questions to be exposed for further investigation in 

this thesis is whether the algorithms and the approaches used in this thesis are able 

to scale up when they are used to tackle problem instances greater than 100 like the 
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extended benchmark problem instances in [2] and [3] of Gehring and Homberger. 

Testing an algorithm or an approach on problem instances with 100 customers each is 

not a guarantee that the algorithm and the approach is doing well on larger problem 

instances. Consequently, using such problem instances alone may lead into having 

an algorithm or an approach that is not able to handle larger problem instances. In 

other words, it is easy and quite reasonable to forget whether that algorithm is able 

to scale up to tackle larger problem instances. 

Furthermore, the metaheuristic approaches like tabu search, evolutionary algo

rithms, simulated annealing, ant colony systems ... etc often claim that the success 

they have in finding very good quality solutions or improving the results is because 

of having a particular component, which makes the difference. However also, such 

metaheuristic approaches with the key component use the local searches a lot and 

they depend on them heavily. Therefore the question would be: if the key com

ponent of a metaheuristic approach and a local search are working together, then 

which one is doing the work. 

For example in ant colony systems, the pheromone trails deposited on edges are 

used as key components in improving results and having very competitive solutions 

for problems like TSP and VRPTW. However such ant colony systems use the local 

search a lot as another basic component in addition to the pheromone trails. Often, 

local searches used in the literature are heuristic-based algorithms that are composed 

of components like move operators, acceptance criteria ... etc and they cannot search 

completely the whole neighbourhood of a solution. Now if the local search is doing 

something with the pheromone trails, then what is the sort of local search should be 

used, what are the right structural properties of a VRPTW problem instance that 

should be part of the search engine of that local search and is it possible to update 

the search engine of a local search to even get better results and performance of the 

ant colony system used. 

When using and updating the pheromone trails of the edges are switched off and 

the local search is left to work alone as part of a deterministic approach, then are 

the solutions optimized going to be still reasonably good. If letting the local search 

work alone to get reasonably good results is possible, then what are the sort of the 

structural properties of a VRPTW problem instance that could be used to improve 

its efficiency in finding even better quality solutions. If a local search has to use 
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the structural properties of a VRPTW problem instance, then are the structural 

properties to be used in a local search somehow related to any of the following 

features of problem instances such as how far in distance the customers are from the 

depot, how tight the time windows of the customers are or how large in amounts 

the demands of the customers are. 

During the research and the investigation to the algorithms and approaches used 

in this thesis, the author is not just interested in reporting the average performance 

of an algorithm or an approach over a problem set but also in showing how are 

our algorithms and approaches doing on each of the problem instances that are 

members of that problem set. Note that the thesis will return back again to all the 

points mentioned above in later chapters. In conclusion of the previous research and 

what is mentioned above, meta-heuristics are so successful in getting competitive 

and quality solutions. Meta-heuristics are made up of simple components that make 

them a feasible idea for further research and investigations. 
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Table 2.10: Averages of the best solutions computed by different VRPTW algo-

rithms on the problem group PG 100 - check Table 1.10 for more information. 

Alltorithm 
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Chapter 3 

Presentations of techniques and 

results 

This chapter describes critically how some very-well known ACO techniques (like 

MACS-VRPTW [4] Savings-based AS [57], ACS+NN [6], ACS+I1 [6] ... etc) and 

their local searches and results are presented in the VRPTW literature and how 

they should be introduced. In Sections 3.1, 3.2 and 3.3, a critical review for such 

techniques and results are explained in detail in addition to the experiences and the 

problems, faced at the time of corresponding with the research team of the very-well 

known MACS-VRPTW system. Later in Sections 3.4 and 3.5, this chapter explains 

how such techniques should be described and how their results should be reported. 

At the end of Section 3.5, a set of recommendations in reporting such results are 

suggested. 

3.1 How algorithms are described in terms of the 

level of detail? 

When it comes to describing algorithms, it is known that many researchers do a 

very bad job of it. Some researchers would claim that there is not an enough space 

available for writing a conference paper or the number of pages that is required 

to write a paper is limited to 8 pages for example. Other researchers might claim 

that they want to keep for themselves some important aspects of their applications 

secret for copyright reasons. Others might say that they did not notice that the 
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description was insufficient or that they did miss some of essential details because 

they thought they are very highly familiar with their techniques. Such conference 

papers and journal articles should convey sufficient details about such techniques to 

allow other researchers to recreate their results with decent accuracy. 

An example of what is described in the previous paragraphs is the description 

of the MACS-VRPTW system in [4]. When looking at its cycle phase, there are a 

number of issues that need to be clarified. For example, it can be stopped using a 

stopping or a halting criterion, which is not described and could be any combination 

of the following - the number of iterations allowed, the number of solutions created, 

the amount of CPU time elapsed and/or the number of edges evaluated. Also, the 

cycle phase of MACS-VRPTW does not show exactly what and how to keep acti

vating the search in both colonies ACS-VEl and ACS-TIME and as a consequence 

there is confusion about when the role of the initialisation phase and the role of the 

cycle phase in each colony should come into play. Furthermore, the description of 

the cycle phase is not clear about how it receives newly improved solutions from the 

colonies involved and in what sense and order it updates the best global solution. 

In the initialisation phase of each colony whether ACS-VEl or ACS-TIME, there 

is no clear indication how to initialise the pheromone trails. The cycle phase of each 

colony has a step that is unclear about how it sends and notifies MACS-VRPTW 

and the other colony about any new improved solution found so far in the colony 

involved. Also, the stopping criterion of a colony is not told what is it and therefore it 

could be any combination of those described in the previous paragraph. In addition, 

the constructive phase or the routing builder of an ant of a colony is described in 

an unclear way in the sense that it does not show how and when it uses either the 

exploitation part or the exploration part of the probabilistic state transition rule. 

Also, the probabilistic state transition rule does not show in what order it uses a 

set of feasible nodes still to be visited and when it comes to the insertion procedure 

and the local search of CROSS-exchanges, they are described in a marginal way as 

if their contribution is minimal. 

3.1.1 Are the pheromone trails doing the work? 

In the literature, some ACO techniques (like MACS-VRPTW [4], Savings-based 

AS [57], ACS+NN [6], ACS+I1 [6] ... etc) show the importance of the pheromone 
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component over other components like the local search for example. This gives the 

impression that the pheromone component is the one that is doing the useful work 

for getting good performance and results. In the abstract of MACS-VRPTW [4] 

for example, the paper says that cooperation between colonies is performed by ex

changing information through pheromone updating and does not mention in any 

way the importance of the local search used or any other ingredients as it is done in 

the abstract of this PhD thesis. 

Also as an indication to what it is mentioned above, the article body of MACS

VRPTW talks a lot about the pheromone trails and their importance and it describes 

all the different components that relate to those pheromone trails in a way that 

ignores and misses out other ingredients, such as the local search, as if they are not 

doing anything that is significantly important. For example, the constructive phase 

describes in a lengthy and an imprecise way how the ants build their solutions using 

the probabilistic-state transition rule with its exploitation and exploration parts 

(e.g. such parts should use heuristics that include those pheromone trails) and how 

they diminish locally the pheromone trails using a pheromone local update rule. 

Furthermore, the local search of CROSS-exchanges is mentioned in that constructive 

phase in a very marginal way that declares its name only. 

Another example, the pheromone global updating that increases the pheromone 

trails of the visited arcs of the best global solutions is talked about with emphasis 

and this is indicated from the fact that the two pheromone global update rules of 

the colony VEl are mentioned at the end of the cycle phase. Also, the same is true 

for the pheromone global update rule of the colony TIME. 

3.1.2 How local searches are described? 

Local searches in some ACO algorithms, as MACS-VRPTW in [4], Savings-based 

AS [57], ACS+NN [6], ACS+I1 [6] ... etc, are not given the importance factor they 

should be given. Therefore in such ACO algorithms like MACS-VRPTW, there is 

the impression that move generation methods or the move Qperators are the only 

ones that make the local search work and without mentioning other kinds of essential 

ingredients as those mentioned below. 

For example, the way in which the local search works and the order in which the 

customers or the tours are used should be regarded as important as knowing about 
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the move operators themselves that create the neighbouring solutions of a currently 

used solution. Once there are move operators to be used in a local search, then 

their kinds, what they do and whether they are intra- and inter-route improvement 

operators are also the kinds of details that should be mentioned in a clear way 

without any ambiguity. 

Another important issue is that whether there is any kind of limitation for the 

search space of the move operators by imposing for example a candidate list of n 

nearest nodes for each visited node in a tour and whether there are any particular 

acceptance criteria that should be followed in accepting a neighbouring solution to 

be as the new solution to start improving upon. For instance, are these acceptance 

criteria somehow related to the strategy of accepting the best solution out of a 

number of neighbouring solutions or to the strategy of accepting the first solution 

created so far in the neighborhood. Of course at last and not least, the stopping 

criteria, used to halt the search, should be indicated by saying, for example, what is 

the number of iterations should be used, what is the amount of CPU time should be 

elapsed, what is the number of edges should be evaluated and/or whether the local 

search should keep searching until no improvement can be achieved. 

3.2 How the results are reported? 

In the VRPTW literature, researchers report usually the averaged results in terms 

of the number of vehicles and the total of travelled distances on the six problem 

sets of Solomon [1] without showing any more information about how their methods 

work in terms of performance on the problem instances of such problem sets. Also, 

other details, such as the specifications of the used PC machines, the development 

environments and the number of made runs and the averaged CPU time it takes an 

algorithm to reach to those kinds of results, are mentioned. 

For example in the system MACS-VRPTW in [4], the researchers mention about 

the details of the PC machine used (a Sun UltraSparc 1 167 MHZ) and that the 

experiments are done by running MACS-VRPTW on each problem instance for three 

runs. The researchers of MACS-VRPTW mention in a first table the performance 

and the results of the system on the six problem sets of Solomon [1] during five 

different amounts of CPU time, which are 100, 300, 600, 1200 and 1800 seconds. 
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In the same table, the performances and the results of other different VRPTW 

algorithms, run at other different amounts of CPU time (such as 450,900, 1300, 1382, 

2700, 2296, 2900, 3600, 6887 and 13774), are described also. In MACS-VRPTW, 

the researchers say that the computational times of different methods cannot be 

directly compared for different reasons like having computers with different features 

such as different PC processor types, PC speeds, RAM capacities ... etc and that 

some methods were designed to solve harder problem instances and to be faster due 

to being implemented in development environments that are considered as fast in 

comparison to others. 

Here in the first table, the results reflect the performance of the system MACS

VRPTW on the six problem sets during the five different amounts of CPU time 

described above but there are a number of issues that are not clear with it. For 

instance, MACS-VRPTW in [4] docs not tell anything about how much precise, 

robust, reliable and consistent the algorithm is in getting those kinds of results. 

What's more, it is not clear if the researchers of MACS-VRPTW have picked the 

best result of the three runs of each problem instance in this first table or if the three 

runs' results are averaged over three. Also, the table does not show how MACS

VRPTW does behave on each problem instance of a problem set. In addition in that 

table, it is not clear why some researchers run their algorithms for several lengths 

of CPU time that are different from other lengths of CPU time done by other 

researchers. Then in a second table, the researchers of MACS-VRPTW report, on 

the six problem sets of Solomon, the averaged results of the best solutions found in 

all the experiments done. 

In this second table, there is ambiguity about whether the results of MACS

VPRTW are produced after doing very long runs of CPU time that are different 

from those described in the first table or after doing many experiments that are 

not known about. The reason behind saying this is that the averaged results of the 

MACS-VPRW system on the six problem sets in both tables (first and second) are 

different from each other. Another reason is that some of the methods listed in this 

second table are not listed in the same way with their results in the first table. For 

example, the methods of TB, CR and PB of the second table are not mentioned 

in the first table. Furthermore, the second table does not jndicate that the best of 

three results is picked up after computing the three results for each problem instance 
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in the first table for example. Finally in a third table, the researchers of MACS

VRPTW show the best results obtained by MACS-VRPTW only on certain specific 

problem instances and there are no more other tables of results available. 

3.3 What sorts of experiences and problems faced? 

The ambiguity of the description and the results of the MACS-VRPTW system in [4] 

has been one of the motives behind the decision to ask the researchers in [4] for the 

original software in order to study and investigate it further. For example, MACS

VRPTW does not mention clearly in [4] the fact the ants might choose sometimes 

a little bit longer arcs. The ants are expressed as agents that choose always shorter 

paths or arcs with higher amounts of pheromone - even if the amounts of time 

(could be spent) in such arcs are going to be a little bit bigger than in longer ones. 

Of course, the argument of choosing always shorter arcs with higher amounts of 

pheromone is imperfect and not always right. Sometimes, the physically longer arc 

might be the one that is best to be chosen. 

For instance, the quickest way from one side of Edinburgh to the other is some

times to use the city bypass, even though it is much longer than going through 

the city centre. Of course after asking the researchers of MACS-VRPTW about 

having the original software, the answer was no and this maybe due to copyright 

issues. Also, other motives have been to see whether MACS-VRPTW could scale 

up in solving larger problem instances with 200, 400, 600, 800 and 1000 customers 

and to check the effects of using different kinds of route construction heuristics and 

improvement heuristics. 

How much the system MACS-VRPTW is precise, robust, reliable and consis

tent in getting the published performance and results is another motive behind the 

decision to study and to investigate that system. Furthermore, the article of MACS

VRPTW shows us how the system does behave on the problem sets without showing 

us how it behaves on each of the 56 problem instances of Solomon [1]. In [4], there is 

not any indication which problem instances MACS-VRPTW does behave very well 

or terribly bad on in terms of performance. The final motive is to check whether 

the usage and the update of the pheromone trails are the main reasons behind the 

success of MACS-VRPTW in getting that good performance and results. Or maybe, 
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there are other kinds of ingredients that are doing their bits also. Maybe, such in

gredients rather than the usage and the update of the pheromone trails are the ones 

behind the success of MACS-VRPTW. 

Afterwards, the motives described above were the trigger point to develop an 

approach of a multiple ant colony system called DACS in [55] [56] from the abstract 

ideas described in the paper of MACS-VRPTW in order to study and to investigate 

what are mentioned above from motives. Unfortunately, the performance and the 

results of the developed system were very poor and there were several doubts around 

a number of issues as mentioned below. 

For instance, the way the pheromone trails are initialised and the management of 

the evaporation process of the pheromone trails are one of those doubts that could 

answer why the system DACS at that time was having such poor performance and 

results. Unfortunately, neither the initialisation of the pheromone trails nor the man

agement of the evaporation process are the reasons behind that poor behaviour of 

DACS. Another issue is to think about whether the pheromone trail re-initialisations 

might be the ones that should be included in the implementation of a DACS system. 

The pheromone trail re-initialisations have improved the performance and results of 

the DACS system but such improvement is not good enough. 

On the other hand, the confusion that has resulted from the description of the 

cycle phases of MACS-VRPTW and its colonies and how they manage their roles 

has led into reconfiguring such cycle phases on a number of occasions and has led 

into thinking MACS-VRPTW might be a multi-threaded one. Therefore, after re

configuring the cycle phases of the DACS system and its colonies, that does not 

seem to make any difference and the same is true when the colonies are converted to 

threaded colonies that have the ability of yielding the process of searching to each 

other. 

Also at some stage, another solution to improving the performance and the re

sults of the DACS system was to think about changing the kind of the individual 

move operator that is used and therefore a number of individual move operators 

are tried and that does not seem to have helped the performance and the results 

of that DACS system to improve. This kind of thought is the result of how poorly 

local searches are described in the literature and it shows that local searches are not 

explained very well as they should be in proceeding papers and journal articles and 
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the most important ingredient talked about always is the kind of move operators 

used. It is believed that the other remaining ingredients of the local searches, as 

talked about in Section 3.1.2, can be explained in detail and without any cost in 

terms of space because they do not take that much space to be explained but re

searchers, instead, seem to find it easier to give the credit to other ingredients, like 

the pheromone trails for example as in MACS-VRPTW. 

Likewise, there are many other issues that are not explained in detail in MACS

VRPTW such as the usage of duplicated depots in the probabilistic-state transi

tion rule and the pheromone updating locally and globally especially in relation to 

whether that pheromone updating is done for the two edge sides of an arc or to 

one edge side only. Additionally, the global pheromone dirilinishing of the unvisited 

edges of the best global solutions is not explained in MACS-VRPTW as it is the 

case in other ACO techniques. Also, the way the To term is initialised in each colony 

and whether such term is different from a colony to another are among the other 

issues that puzzle researchers when reading about MACS-VRPTW in [4]. 

In addition, issues like the way the ants search for solutions (whether in parallel 

or in sequential) and the way the initial solutions are created in the initialisation 

steps of the DACS system and its colonies are studied and investigated but there 

are no indications that these kinds of issues have any significant change on the 

performance. Furthermore, issues like the usage of different kinds of candidate lists 

in the routing builder of an ant has not led into making the performance of the 

DACS system any better. 

As a result of what is described above, a number of questions have been asked by 

the author to the researchers of MACS-VRPTW. Sometime later, abstract answers 

were received by the author to mainly two things mentioned below. Firstly, the 

CPU time is used as the stopping criterion of the whole system of MACS-VRPTW. 

Secondly, the move operators are about either swapping two customers or relocating 

a customer after another. The local search of the move operators works in the order 

of the built tours of a solution starting from the first tour built and ending at the last 

tour built. When building new solutions using the move operators mentioned above, 

the local search uses a candidate list of 20 nearest nodes for each visited customer 

and tries with each visited node and each nearest node to build three solutions. The 

best of three solutions is chosen. The local search works until no improvement can 
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be achieved. 

Of course, the performance of the developed DACS system with the new abstract 

information received has improved but such modified system does not even produce 

the comparable performance that is wanted and expected from MACS-VRPTW [4]. 

3.4 How the algorithms should be described bet

ter? 

Algorithms should be described better by mentioning much more details about the 

system involved and not to hide information about the components that could be 

essential. Therefore in the most recent developed DACS systems, components that 

are regarded as key ingredients like the push-forward and push-backward strategy 

PFPBS, the hybrid local search HLS and the 2-0pt move are not hidden or missed 

out. Consequently, the usage of the pheromone components and the triple move local 

search without such key ingredients is definitely going to lead to bad performance. 

Additionally, the roles of the components should be indicated clearly by knowing 

when such roles come into play. For example in the DACS system in Figure 4.2, the 

cycle phase of the coordinator and how it works and when it stops are explained 

clearly and there is no confusion about the waiting role of the coordinator DACS for 

newly improved best global solutions as in MACS-VRPTW. Therefore, it is clear 

when the initialisation and the cycle phases of the colonies VMIN and DMIN are 

called. As a result of that, there is no ambiguity when the role of each colony (VMIN 

or DMIN) comes into play and when the cycle of each colony is activated. Also, the 

cycle phase of the coordinator DACS shows how to keep activating both colonies. 

For the both colonies of VMIN and DMIN of the DACS system as in Figures 4.3 

and 4.4, it is clear how the pheromone trail of each edge is initialised and how the 

cycle of each colony updates the best global solution and when a colony notifies the 

coordinator and the other colony about any solution update if there is any thing 

like that. The cycle of each colony stops searching when it is supposed to and 

yields the process of searching for the other colony when the time comes for that 

moment. Other details such as doing arc or one side pheromone updating (globally 

and locally) and doing global pheromone dimensioning are described also. For the 

routing builder of the ants of the DACS system as in Figure 4.5, the components 
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of the routing builder and how they work together are explained in a much clearer 

way. 

For example, the usage of candidate lists within the probabilistic state-transition 

rule and when the exploitation and the exploration parts should be applied are 

mentioned clearly. The insertion procedure in Figure 4.6 is explained in detail and 

uses candidate lists and there is a clear declaration for how the local search in 

Figures 4.7 and 4.8 does work with its move operators and candidate lists and when 

it stops. 

3.5 How the results should be reported? 

Reporting the results of a system should lead into telling a great deal about how 

the system is performing not just on the problem sets involved after a few runs of 

CPU time but also on each problem instance and in VRPTW research this issue is 

not taken into consideration in the sense that VRPTW researchers, as described in 

Section 3.2, do not give enough information about that. Researchers might want to 

have algorithms that are able to bring a very good performance on a whole problem 

set without seeing what the algorithms are doing in terms of performance on each of 

the problem instances of that set but such thing has a number of problems attached 

to it and therefore the following issues should be regarded seriously when trying 

to tackle sets of problem instances of a combinatorial optimization problem like 

VRPTW. 

Firstly, the problem instances of a problem set, like C1 for example, are different 

from each other and each problem instance has its own features that are different 

from the general features that unifies the problem instances in that problem set. For 

instance in the problem set C1 of Solomon [1], there are ten clusters with varying 

numbers of customers in them and this is regarded as the general feature that unifies 

the problem instances of Cl. However, when it comes to the problem instances in 

C1, each problem instance is distinguished, according to the features it has, from 

other problem instances in the same problem set. In C101, just one customer is 

ready at any time whereas C105 has one or two customers per cluster that are ready 

at any time and if ClOg is used, there are up to six customers that are ready at each 

time. 
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Secondly, averaging the results over a problem set after a few runs does not show 

how an algorithm is behaving on each problem instance. Because of the features 

that might distinguish each problem instance, an algorithm might be doing well 

on certain problem instances but it might be as well doing terrible on others. For 

example in Section 4.7.3, once the hybrid local search HLS is added as in the system 

DACS+HLS, the averaged NV and TD result of 12.51 and 1224.75 on the problem 

set R1, as in Table 4.18, has improved in terms of the number of vehicles and has 

deteriorated in terms of the total of traveled distances in comparison to that of the 

system DACS 03 - NV = 12.60 and TD = 1221.49. But in Table 4.18, the averaged 

NV and TD result of DACS+HLS on R1 does not tell us that the NV result 17.30 

of DACS+HLS on the problem instance R102 has deteriorated on average as in 

Table 4.19, for example, as compared with the NV result 17.20 of DACS 03 in 

Table 4.15. 

Likewise on the problem set R2 in Table 4.18, the addition of HLS into DACS 03 

has led into improving the averaged NV result from 3.04 to 2.92 and deteriorating 

the averaged TD result from 958.53 to 970.87 but when it comes to a problem 

instance, like R210, a different story is seen. On R210 in Tables 4.19 and 4.15, 

the NV results obtained, on average, are the same in both systems DACS+ HLS and 

DACS 03 whereas the TD result 975.99 of DACS+HLS on R210 indicates that there 

is an improvement on average as compared with the TD result 984.59 of DACS 03. 

As a consequence, it is a good idea to show how the system is behaving also on each 

problem instance. 

Thirdly, running a system for three runs might be good for an end user who 

would like to choose the best solution out of three runs but to other end users three 

(maybe) is rather few and it does not tell that much about the system itself and how 

it behaves if a large number of runs, like thirty for example, is used. For example in 

the systems DACS 03, DACS+HLS and DACS+HLS+2-0pt in Sections 4.7.1, 4.7.3 

and 4.7.4, if such systems are run for thirty runs, quality data results are gained 

in a way that is comparable and competitive with those obtained by the state-of

the-art approaches. Also, running a system for many runs, like thirty, would tell a 

lot about the robustness and the consistency of the system in getting good quality 

performance. 

Fourthly, reporting the averages and standard deviations on problem instances 
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might show the robustness and the consistency of a system in some occasions but 

such statistical measures might be informal on other occasions. Therefore on oc

casions where the optimal solution of a problem instance is known, such statistical 

measures might not tell the end user that the system in 99.9% is able to bring the 

optimal solution. For example for the problem instance C105, the system DACS 

03 in Section 4.7.1 is able after 1800 seconds to bring in 29 runs out of thirty runs 

the NV and TD values of 10 and 828.94 and this good performance is not reflected 

in the average and standard deviation values of NV and TD. The average NV and 

TD values on C105 are 10 and 830.05 and the standard deviation values are 0 for 

NV and 6.10 for TD. One way to overcome this issue might be to report about the 

frequency of getting the optimal result of NV and TD on a problem instance. 

Fifthly, some people are happy to spend huge amounts of computer time to 

try to get the best possible result, for example. But in practice many people just 

want something quick, and they would prefer to only do a few runs. Now in order 

to help in knowing how many runs an end user might need to run an algorithm, 

the first thing that comes up to the mind is whether or not the runs, to be done, 

are close in performance to one another. As a consequence, if there is a way in 

calculating how much precise an algorithm in getting its performance, then the end 

user may be afterwards able to decide on the number of runs might be needed. After 

investigation, there is a way to measure the precision of an algorithm in getting its 

performance. 

In statistics, the precision measure is called the coefficient of variance (or coef

ficient of variation) CV,which is defined as - (standard deviation/average) * 100. 

This measure is a commonly-used measure of the consistency of a set of data points 

or results and here CV is expressed as a percentage. If the CV is small, it is because 

the variation is small compared to the average, so that most results are close to that 

average. So, the closer the CV value is to zero, the more the algorithm is considered 

as precise in getting its performance. The greater the CV value, the less precise 

the algorithm is. Then, once the precision of an algorithm is known on a particular 

problem data or a group of problem instances, the number of runs to be used is 

going to be determined easily from the end user's point view. 

Sixthly, it is a very good idea to report about the performance of a system in the 

best, the average and the worst case scenarios and to show the end user different 
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scenarios of the system's performance in comparison to scenarios of other versions 

of the same system. For example, the best, average and worst case performance 

scenarios of the system DACS+HLS+2-0pt in Section 4.7.4 are better than those 

scenarios in Section 4.7.1 of the system DACS 03. 

Seventhly, running a system for long CPU times is not enough to tell about how 

good a system is and therefore it is important for some end users to have a system 

that is able to bring high quality results in very short amounts of CPU times as 

well. For example, an end user might prefer and require a system like DACS+ HLS 

in Section 4.7.3 or DACS+HLS+2-0pt over a system like DACS 03 only because 

the results and the performances of the former systems are simply better in quality 

and more trust worthy. 

Eighthly, comparing directly on the basis of CPU time between the different 

VRPTW algorithms cannot be done because of the differences that such algorithms 

have when it comes to the hardware and software used. Algorithms are usually run 

using different PC speeds, RAM capacities, development environments ... etc and 

therefore it would be unfair to do that kind of comparison directly. However, the 

comparisons can be done indirectly only and using the percentage of deviation in 

Equation 3.1 between any two algorithms A and B in order to have a better un

derstanding of how our systems are doing in terms of performance and whether 

the performance of a particular system of ours is really horrible or not from the 

perspective of an end user. 

fJ1 fd .. Al (ResultOfAlgarB-ResultOfAlgarA ) 
10 0 eVlatlOn to gar A = R l OfAl x 100 

esu t gar A 
(3.1) 

So, if the percentage of deviation to the algorithm A from the algorithm B is in 

the minus, it means that B is getting an improved result in terms of performance. 

If the percentage of deviation is a positive value, then the result of the algorithm B 

and therefore its performance are deteriorating compared to those of the algorithm 

A. Now, when the percentage of deviation is equal to zero, the results of both 

algorithms A and B match each other in terms of performance. 

For example, when the local search of triple moves (swapping and relocating) is 

included in Section 4.6.1 as in the system DACS 02, the performance has improved. 

Also despite the inclusion of the local search of triple moves, there is a realization 

from indirect comparisons with MACS-VRPTW that there is a serious problem 
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with DACS 02 and this is according to percentages of deviations in Table 4.6 that 

indicate that MACS-VRPTW is much better in terms of performance. Therefore, 

the push-forward and push-backward strategy PFPBS, which has improved things 

dramatically as in the system DACS 03 in Section 4.7.1, is included to the put the 

performance in a better position. 

Ninthly, there is not a standard way or a generally agreed method of comparisons 

between the different VRPTW methods because such kinds of comparisons if there 

are any depend really on what an end user wants. End users might concentrate on 

differing combinations of speed, chances of producing near optimal results, sensitiv

ity to unexpected changes in a problem instance such as more or fewer customers, 

vehicle breakdowns, changes in the servicing hours of some of the customers, changes 

in driver hours and so on or other kinds of such criteria. End users will all have 

their own criteria, and results on a couple of comparison methods would not be 

helpful except to academics competing with each other and using the same features 

of hardware and software in their experiments such as same PC types, PC speeds, 

RAM capacities, development environments ... etc. 

For example, a supermarket might want an algorithm that is doing a very fast 

computational effort in order to get any results using a PC LAN of 4 CPU processors 

(like in the algorithms of Ghering and Hambourger) or within one hour on a 3.0 GHz 

Pentium 4 with 1GB memory in a way that beats another commercial algorithm in 

the sense of using the same or fewer vehicles in 75% of the time on average and with 

a smaller distance if the number of vehicles is the same. On the other hand, another 

supermarket might want any solution that costs no more than a few pounds and 

can be found within one CPU day and could be modified to add more customers in 

a region without any more cost than a number of additional pounds X per customer 

and so on. 

Tenthly, is the number of edge evaluations the right thing to measure with in 

order to make the comparisons fair between the different VRPTW algorithms? Now, 

some of these VRPTW algorithms are developed as non-deterministic algorithms 

and the number of edge evaluations on average is not the same. Maybe, it is needed 

to check how many edge evaluations on average it is expected to have after a limited 

amount of CPU time. Then, the worst number of edge evaluations of a number of 

runs, after a particular limited amount of CPU time, might be chosen to be as a 
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limit to stop the search in an algorithm. But does that mean that the CPU time as 

a measure is not needed to be mentioned near the other features of hardware and 

software used in the experiments? 

Well, the answer is not because some end users might want at the end of the day 

algorithms that are fast enough and bring them high quality results in very short 

amounts of CPU time. Therefore when it comes to the number of edge evaluations as 

a measure, the different VRPTW algorithms are still having their differences in terms 

of how they are skillfully implemented and whether the algorithms were designed 

efficiently to tackle large problem instances and on that basis the performances 

cannot still be fairly compared. As an example, let us imagine that there are two 

researchers who are using the same kind of hardware and software features in their 

experiments but both of them are different from each other in terms of development 

skills. In this case, a researcher might bring his good results after 1,000,000 edge 

evaluations and in CPU time equal to 100 seconds and another researcher might 

bring on average the same results after the same number of edge evaluations but in 

CPU time equal to 1800 seconds for example and in this case some end users might 

still prefer the algorithm of the first researcher simply because it is faster and able 

to bring high quality results in very short amounts of CPU time. 

Finally, it is very important when reporting about results to check the significance 

of key ingredient components by using and then not using them. The significance of 

such key ingredient components can be checked by using statistical methods like the 

Student's t-test and the signed rank Wilcoxon test and charts such as histograms 

and lines. For example, switching off the usage of the local search of triple moves, 

the strategy of push-forward and push-backward PFPBS and the hybrid local search 

HLS is going to lead to performance that is worse than the performance resulting 

from switching off the usage and the update of the pheromone trails. 

Now on the basis of what is described above, the following guidelines are highly 

recommended when reporting about results. 

R1- The features of the hardware and software used in the experimentation of an 

algorithm should be mentioned clearly and those features are the processor's 

type and speed, the RAM capacity, the operating system used, the develop

ment environment ... etc. 
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R2- The number of runs used in the experimentation of an algorithm should be 

determined without any ambiguity. For example, the system DACS+HLS+2-

Opt in Section 4.7.4 is very precise (the coefficient of variance CV is less than 

1.60%) on each problem set and therefore can bring very good quality results 

on each problem instance in three runs only. For that, three runs should be 

enough for an end user to gain the good quality results needed. However in 

order to get competitive results with those of the state-of-the-art approaches, 

the end user might need to do lots of runs like thirty for instance. 

R3- An algorithm should be tested in a way that shows how much it is precise, in 

terms of the coefficient of variance CV ([standard deviation / average 1 * 100), 

during the running on each problem instance and therefore each problem set 

in order to see the robustness, the reliability and the consistency of that al

gorithm. Therefore, reporting statistical measures like average NV and TD 

results of the many runs done and standard deviations can help in determin

ing such precision, robustness, reliability and consistency but in some occasions 

where the optimal solution of a problem instance is known, then it is better 

to report in this case the frequency of the NV and TD result of the best so

lution found so far for each problem instance because averages and standard 

deviations might not tell about the true performance of a system. 

R4- An algorithm should be tested for different durations of CPU time (long and 

short) during each run. Some real end users care about having a high quality 

performance in a very short amount of time as mush as they care about the 

quality of that performance in the long term. Moreover, an end user who 

wants to apply an algorithm might want to know for how long to run it. With 

a non-deterministic approach like ACO that make random choices sometimes, 

the longer these techniques are run in terms of CPU time the better the results 

are going to be. If the results regularly get better with more time, then increase 

the time allowance even further. Of course, it may happen that the results very 

occasionally get better when more time is allowed. In such cases, there has to 

be some trade-off between the huge amounts of time on the one hand and on 

the other hand being content with a good rather than an optimal result. For 

that, such techniques can be measured (in terms of being content) with how 
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much precise they are in getting those kinds of good quality results. 

R5- An algorithm should be shown how it behaves in terms of performance in the 

best case, average and worst case scenarios. In other words, it would also be 

useful to say a bit on each problem instance and each problem set more about 

the worst and best cases in addition to the average case. 

R6- In order to compare fairly the performances of a number of different VRPTW 

algorithms for each problem instance, the features of the hardware and software 

used in the experimentation process should be the same. For comparison 

reasons, the percentages of deviations, calculated using Equation 3.1, between 

such algorithms on each problem instance and set should be reported and 

shown in tables. Otherwise, it might be a good idea to show how many edge 

evaluations on average can be done during a number of runs that last up to a 

certain amount of CPU time but this issue needs to be studied and investigated 

further in the future by researchers by trying a number of different VRPTW 

algorithms having many differences in terms of the features of the hardware 

and software used and checking whether that show any fair comparison. Now 

in addition to the random choices or the non-deterministic nature of some 

algorithms, it has to be noted that it is expected that some of the issues that 

differentiate the VRPTW algorithms are still going to remain key factors in 

determining how skillfully such algorithms are implemented. Those key factors 

are such as how skillful a developer is, how fast an algorithm is in finding a high 

quality solution in a very short amount of CPU time and how an algorithm is 

efficiently designed to tackle large problem instances. 

R7 - An algorithm should be fairly showing the effects of using and not using key 

ingredients in order to know which key ingredient is doing the real work and 

this could be discovered by using statistical measures such as the Student's 

t-test, the signed rank Wilcoxon test...etc. So, is it the usage and the update 

of the pheromone trails or is it simply the local search used or maybe both of 

them cannot do anything in a non-deterministic algorithm without the usage of 

the push-forward and push-backward strategy PFPBS. For example, if there is 

a DACS system that switches off the usage and the update of the pheromone 

trails and another DACS system that misses out the local search, then the 
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performance of the second system without the local search is going to be far 

worse than the performance of the first system without the pheromone trails' 

usage and update. Of course, this is an indication that the local search has a 

great deal in the DACS system's performance. 
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Chapter 4 

Multiple Ant Colonies 

The main interest in this chapter is the investigation of variants of multiple ant 

colony approaches in order to see which ingredients are vital. Are they the pheromone 

trails, the local searches or other kinds of ingredients? Therefore, the aim or the 

message to transfer in this chapter is to show what is mentioned below. 

Switching off the work of the local searches will make the performance 

of a system far worse than switching off the usage of other well known 

ingredients (like the pheromone trails for instance). 

Multiple ant colony approaches are extensions of ant systems [49] [54] and ant 

colony systems [50] [51] [74] [52] [75] mentioned in Section 2.7.4 and they have come 

mainly to tackle multiple objective problems like VRPTW. A researcher might ask 

what if a meta-heuristic technique is so successful because of using local searches and 

some particular components that distinguishes between attractive and unattractive 

edges, then which ingredient is going to be behind that success. 

In the case of multiple ant colony approaches, the original starting point of find

ing which ingredients are vital is an attempt to re-create a double ant colony system 

"DACS" from the abstract ideas of the system MACS-VRPTW of Gambardella as 

mentioned in [4]. MACS-VRPTW has two colonies and one of the two colonies 

reduces the number of vehicles while the other minimises the total of travelled dis

tances. Although MACS-VRPTW has been surpassed in some ways by Braysy's 

reactive variable neighbourhood search [8] [5], it does produce very good results. 

However, it turns out that it is not possible to obtain those similar good results 

simply by following the published description due to the effects of some missing 
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details. Therefore, none of the multiple ant colony systems that are studied and in

vestigated in this thesis is in any way the MACS-VRPTW system itself but however 

such systems have a lot of similarities with each other. 

Consequently, other variants of DACS systems are tried in order to get the 

performance as good as MACS-VRPTW but such variants are not good enough. 

For that after talking directly to the researchers of MACS-VRPTW, it has become 

apparent that the published description [4] lacks certain details about the local 

search that turn about to be very important. Later even after the improvement in 

performance because of including those details in the local search, the DACS system 

has not shown that it is behaving as it should be in MACS-VRPTW. Of course, this 

issue has triggered more questions about what sort of components are particularly 

important and therefore more reasonable variations are tried. 

However, such variations are not able also to provide the comparable performance 

that is expected as in MACS-VRPTW. Then after a thoughtful research and a caring 

investigation from the author's side, the push-forward and push-backward strategy 

PFPBS is added and this addition has made the results comparable especially to 

the results of MACS-VPRTW. Thereafter, more additions, such as the hybrid local 

search HLS and the 2-0pt move variant, has made the system show results that are 

competitive to those obtained by MACS-VRPTW and other VRPTW algorithms 

in the literature. Later, specific versions of multiple ant colony systems that use 

more deterministic ants have shown that they are better in performance than other 

approaches that use the pheromone ants and this discovery is indeed an interesting 

one. 

Chapter 4 introduces multiple ant colony systems in Section 4.1. Then, the ex

perimental methodology that is followed when testing such systems is explained in 

Section 4.2. In Section 4.3, the motivations behind using such systems are men

tioned. Next in Section 4.4, this chapter describes in detail the components of the 

best DACS system explored so far. Soon, this chapter starts in Section 4.5 talking 

about a DACS system that uses the XCHNG local search and some of the exper

iments done with it. Later in Section 4.6, new reconfigurations of DACS systems 

and some experimental work on them will be talked about in detail. Those new 

reconfigurations show the effects of including components like the "triple moves" lo

cal search, the parallel ants, the candidate lists ... etc. Also, the chapter describes in 
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Section 4.7 specific multiple ant colony systems that are tried and the experimental 

work done on them. These specific systems try components like the push-forward 

and push-backward strategy PFPBS and colonies with unique objective functions 

that are different from the ones that reduce the traveled distances or the number 

of vehicles. This section discovers also the effects of using components such as the 

hybrid local search HLS, the 2-0pt move and the saving ants. Moreover, it tries to 

discover which component (of the pheromone trails and the local searches) causes 

the synergetic effects of the ants and it examines the possibility of changing the 

pheromone ants to more deterministic ones that use simple heuristics. Finally, a 

summary of Chapter 4 is introduced in Section 4.8. 

4.1 An introduction to multiple ant colony sys

tems 

Multiple ant colony systems depend basically on Ant Colony Systems ACSs and 

Ant Colony Optimisation ACO as mentioned in [4] [50] [51] [52] and [75]. ACO 

is a metaheuristic technique that is inspired by the foraging behaviour of real ants 

in colonies. However, multiple ant colonies are introduced in [4] to tackle mUltiple 

objective problems. For example in a vehicle routing problem, a multiple ant colony 

system would have two colonies or ACSs seeking two different objectives. 

One colony minimises the number of vehicles while the other colony minimises the 

total of travelled distances. Now in each colony, the ants use heuristics that include 

the pheromone trails deposited on the edges of the graph to build their solutions. 

Also, the ants diminish the pheromone trails of the edges visited in order to allow for 

new waves of ants to visit edges, which possibly have not been visited yet. In other 

words, each ant builds a solution of edges that contain all the customers should be 

visited. Once the solution of an ant is built, then the pheromone trails of the visited 

edges will be evaporated - evaporation process. Of course, the evaporation process 

allows the visited edges to be less attractive in order to give more opportunities for 

other edges to be more attractive and therefore to be used by the other ants that 

are still waiting to build their solutions. What's more, each built solution is then 

exposed heavily to local search improvements that enhance its quality. 

In a colony, an attractive solution could be discovered. Once that attractive 
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solution is discovered, the quality of the solution is reported back to the multiple ant 

colony system or the coordinator that manages the work of both colonies described 

above. The coordinator has the ability to update the best global solution found so 

far, if the quality of the new solution is better. Afterwards, the colony increases 

the pheromone trails of the visited edges of the best global solution w9b with more 

pheromone - reinforcement process. Moreover, the pheromone trails of the unvisited 

edges in wgb will be diminished. As a consequence, the visited edges of the best 

global solution would have more opportunities to be considered in the solutions of 

the future waves of ants. 

4.2 Experimental methodology 

In this chapter, around 64 different multiple ant colony approaches are tested on 

the problem groups PG100, PG200 and PG400 in Section 2.2 and these approaches 

are related to each other according to the map in Figure 4.1. The approaches 

are implemented using the Java programming language and run on a PC machine 

with the following hardware features - Pentium IV with 2.66 GHz speed and 512 

MB RAM. Of course, the performances of the approaches used in this chapter, 

cannot be directly compared with the performances of other VRPTW approaches 

in the literature, as mentioned in Tables 4.3, 4.12 and 4.13, on the basis of CPU 

time due to hardware and software differences. However the performances of the 

various VRPTW algorithms can be compared indirectly in order to enhance the 

understanding of how such systems do work. 

Each approach is run on each problem instance of the six problem sets R1, C1, 

RC1, R2, C2 and RC2 of each problem group for a number of runs between 3 (one 

batch) and 30 (ten batches 'of three runs) inclusive. Each run is stopped after a 

limited amount of CPU time in seconds equal to 100, 300, 400, 600, 1200, 1800, 

2400 or 4800. Of course, the approaches are tested in batches of three runs on 

each problem instance and this is according to what is mentioned in the article of 

MACS-VRPTW in [4]. The reason behind using each problem instance for three 

runs in such non-deterministic approaches is the fact that the runs are close in 

performance to one another. For any approach, this issue can be discovered after 

computing the precision factor in terms of the coefficient of variance CV, [standard 
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deviation/average]*100, as explained in Section 3.5. 

For instance, the runs of the approach DACS+HLS+2-0pt are close in perfor

mance to one another and can bring after 1800 seconds very good results in three 

runs only. Thus, such approach is very precise on each problem set of Solomon [1] 

and CV on each problem set is less than or equal 1.60%. Hence, it should be enough 

for the commercial end user to run such a system a few times like three rather than 

so many times and then accept the best solution discovered. However in order to 

get competitive results with the state-of-the-art approaches, many runs (like thirty 

for instance) might be needed. Doing many runs might help also in forming some 

idea of how variable the results obtained are in such approaches. 

Also in the case of doing many runs like thirty, it is not possible to report the 

final averaged results of all the batches used in each of the allocated amounts of CPU 

times. For that in this chapter, scenarios of the best, the average and the worst-case 

performances of some approaches on each problem instance and each problem set 

are created in order to have a better understanding of such systems in comparison 

to each other. 

After the allocated amount of CPU time is elapsed in a number of runs of an 

approach, the results of all solutions, computed for any problem instance, are av

eraged over the number of runs done and later the averaged results of all problem 

instances in a problem set are averaged again over the number of problem instances 

in that problem set. Then where NV and TD refer to the number of vehicles and the 

total of traveled distances, the final averaged results of a problem set are reported, 

in addition to the standard deviation values of NV and TD and their percentages of 

deviations to other algorithms, in a table in front of the CPU time allocated. Also on 

each problem instance, the averaged NV and TD results of the many runs done and 

their standard deviation values and percentages of deviations to other algorithms 

are reported. 

Also for each approach, the best and worst results computed, in all the experi

ments done for each problem instance, are usually extracted. This kind of extraction, 

from all the experiments, is done according to the way in which the best results of 

MACS-VRPTW in [4] are obtained. In this thesis also, the percentages of deviations 

of such best and worst results computed to those of other algorithms are considered. 

Moreover, the frequencies of those best and worst computed results are taken into 
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account. For example, if three or thirty runs for an approach are done, the solution 

with the best (or worst) result out of three or thirty solutions computed for a prob

lem instance is extracted and reported and the frequency of that best (or worst) 

result is documented in addition to the percentage of deviation of that result to that 

of a particular algorithm. In published research on VRPTW, it is common to report 

the averaged result on a set of problem instances rather than emphasizing on finding 

the best and worst computed results for each problem instance and reporting them. 

There are good reasons for this. The problem sets are each of a certain type. But 

the true interest lies in seeing what kind of approach does well on which problem 

instance. After all, any approach may sometimes discover a wonderful solution to a 

single problem instance by luck, but may also perform badly on many other problem 

instances of the same problem set. Therefore in this thesis for each approach tested, 

the best and worst computed results of all the problem instances in a problem set 

are reported in tables near to the problem instance numbers 1 to 12. 

4.3 Motivations 

There are four main motivations behind using multiple ant colony systems (MACSs) 

to tackle the VRPTW problem. The first motivation is to check in such MACS sys

tems which ingredient of the two (the local searches and the pheromone trails) 

is doing the real work. Is it because of looking at the attractive edges from the 

pheromone point of view or is it simply because of using the local searches? There

fore, multiple ant colony systems are an opportunity to study and to investigate 

further. 

The second motivation is the interest to check the effects of using different types 

of routing constructive and improvement heuristics on the decision making of the 

artificial ants. The third of these motivations is the way in which a multiple ant 

colony system would handle a multiple objective problem by letting a number of 

colonies to run together to pursue different objectives. The final motivation is the 

ability of the multiple ant colony systems to find very competitive solutions in a 

very short amount of CPU time and to check whether such systems have the ability 

to scale up when trying to solve problem instances larger than 100 customers - like 

200 and 400 customers. 
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DACSOl 

DACS 02 + parallel ants 

DACS Z.l + SII-Like 01 

Two systems or 
DACS 2.1 with the features 

[distance oriented candidate lists] + 
[sequential and parallel ants] 

Two systems of 
DACS 2.1 with the features 

[time oriented candidate lists] + 
[sequential and parallel ants] 

Five sy.tems ofDACS 01 with the features 
[td<j~VinDMIN and V-l in VMIN]+ 

[p ~ 0.0, 0.1, 0.5, 0.8 and 1.0] 

One system ofDACS 01 with the featu, ... 
[t d4 ~ lfd,,"I] + [P ~ 0.8] 

Five systems ofDACS 01 with the features 
[t "'i ~ lIn.Jw"'] + [P ~ 0.0, 0.1, 0.5, 0.8 and 1.0] 

Five sy.tems ofDACS 01 
with the local searches 

[Z-Opt*, relocate, 
exchange, o.'Optl and 

O...optZ] 

with the local searches 
[2-Opt*, relocate, 

exchange, Or-Optl 
andOr-Opt2] 

Eight systems ofDACS 2.1 with the features 
[distance and time oriented candidate lists] + 

[sequential and parallel ants] + 
[pheromone updating of other colony and local 

search or moves near depot] 

Four systems ofDACS 03 with the colonies 
[CWfsMIN, CWfsMAX, VWfsMAX and VWfsMIN] 

One system ofDACS 03 minus DMIN plus TMIN 

DACS 03 without pheromone 

Two systems ofDACS 03 with distance and tim.,.o,iented saving ants 

Two systems ofDACS 03 with deterministic ants that use simple heuristics 

DACS+HLS without pheromone 

Two syrtems oCDACS+HLS with distance and time-oriented saving ants 

DACS+HLS+Z-Opt without pheromone 

Two systems ofDACS+HLS+Z-Opt with distance and tim.,.o,iented saving ants 

DACS+HLS+ Z-Opt Two systems ofDACS+HLS+2-Opt with deterministic ants that use simple heuristics 

Figure 4.1: Map of multiple ant colony approaches. 
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4.3.1 Deficiencies of using static heuristics only In MACS 

systems 

One of the key ingredients in an ant is using a static or a visibility heuristic 'r/c;Cj' 

which may represent the inverse of the distance between two cities as in TSP such 

that 'r/CiCj = 1/ dc;cj or the inverse of a complex value as in Equation 4.1 between two 

customer nodes or a customer node and the depot as in VRPTW. 

T CiCj n1ax(aCi + SCi +tc;Cj' rCj) - (ac; +ScJ 

VciCj d Cj - (ac; + ScJ 

CC;Cj max(l.O, TC;Cj Vc;Cj - UCj ) 

(4.1) 

The static heuristics suffer from many deficiencies and drawbacks that do not 

make such heuristics the appropriate choice for finding very good quality solutions 

to complex optimisation problems such as VRPTW. A static heuristic does not have 

the insight into why a customer, a vehicle or an edge that connects a vehicle and a 

customer together is chosen at a particular moment. For that, this choice does not 

mean that it is the right choice. 

Therefore, choosing a customer, a vehicle or an edge at a particular time might 

lead also into building a very bad quality solution in the long term. Furthermore, 

the static heuristics do not differentiate between attractive and unattractive edges 

when they choose customers, vehicles or edges. As a consequence, these static 

heuristics drawback the efficiency and the performance of the routing builders in 

MACS systems in a way that makes them not have the ability to build alone the 

routes properly. 

4.3.2 Competitive artificial ants 

One notable feature about the artificial ants in ant systems ASs, ant colony systems 

ACSs and multiple ant colony systems MACSs is the ability to build solutions in 

a competitive way and in a very short amount of CPU time. The ants are made 

up of a number of ingredients (like the pheromone trails, the local searches ... etc) 

that make them very competitive in finding very good quality solutions to complex 

problems in [50] [76] [52] and [4] like TSP, QAP, SOP, VRPTW ... etc. 

94 



If an ant wants to build a solution using a static function like the ones described 

in Section 4.3.1 without the pheromone trails and the local searches, then the ant 

will build a low quality solution and it will look in its behaviour as greedy. In order 

to avoid building a low quality solution, an ant builds its solution using a heuristic 

(TCiCj'[flciCj],6) that has two sub-heuristics and later improves it using a local search 

of some sort. 

The first sub-heuristic represents a static heuristic flCiCj' while the second sub

heuristic represents a pheromone trail heuristic TCiCj that is variable. The purpose 

of the static heuristic is to show how short an edge connecting two customer nodes 

or a customer and the depot is in its static value. On the other hand, the purpose 

of the pheromone trail heuristic is to show how much attractive the edge is from the 

pheromone point of view. Now therefore in ant colony optimisation, each edge of a 

graph has two heuristic values and the pheromone trail heuristic is one of the key 

ingredients described above in making the ants as competitive as they are. 

4.3.3 Attractive edges 

When building the solution of an artificial ant, attractive edges are always looked 

at during the search. Therefore during the search, two simple components are used 

in addition to the static and pheromone trail heuristics of rJciCj and TCiCj ' The first 

simple component is called the exploitation mode while the second component is 

called the exploration mode. 

In the exploitation mode, an ant chooses the edge that has the maximum heuristic 

value (TCiCj ' [flCiCJ,6). However in the exploration mode, the artificial ant chooses 

with a great probability an edge that is short and has a great amount of deposited 

pheromone but not necessarily the edge with the maximum heuristic value as in 

the exploitation mode. Once an edge is selected using either the exploitation or the 

exploration mode, the pheromone trail of that selected edge is diminished. 

Now once an ant has built its solution, it improves its quality using a local search 

and then another ant is set free to build its solution but here the new ant might use a 

number of edges different from those edges visited by the preceding ant. The reason 

is that the amounts of pheromone trails on the edges visited by the preceding ant 

are going to be lesser when a new ant is activated to build its solution. Accordingly, 

the new ant might build its solution using other attractive edges that are different 
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from the edges built by the preceding ant. 

Of course, this process of building solutions continues until all the ants available 

at a colony build their solutions. Once all the ants available in a colony build 

their solutions, the solution with the best quality value may replace the best global 

solution found so far and the pheromone trails of the visited edges of the best global 

solution are reinforced with more pheromone in order to let such visited edges have 

more opportunities to be attractive for the next wave of ants. 

4.3.4 How to treat the deficiencies 

In order to treat the deficiencies talked about in Section 4.3.1 and therefore to 

improve the performance of the static heuristics in meta heuristic systems, a number 

of updates need to be considered. Firstly, the static heuristics of 'r/CiCj needs to be 

combined with the pheromone trail heuristics of TCiCj in order to help producing new 

solutions that are attractive. 

Secondly, the routing builder of a solution needs to be designed in a way to have 

transition components like the exploitation and the exploration modes that choose 

edges based on heuristics that combine the two heuristics of'r/cicj and TCiCj ' Thirdly, 

the routing builder of a solution needs to be developed with two more components -

pheromone evaporation and reinforcement. Finally and most importantly, the local 

search should be considered somewhere in the structure of the routing builder itself. 

4.4 Double Ant Colony System 

Because of the motivations talked about in Section 4.3, studying and further in

vestigating a multiple ant colony system, called MACS-VRPTW [4], has become 

inevitable and necessary. As said before, this system uses two ant colonies that 

minimize the number of vehicles and the total of travelled distances separately. The 

multiple ant colony system used here is called as DACS, a double ant colony system, 

which has a lot of similarities with MACS-VRPTW and is described in detail in the 

following subsections. 
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4.4.1 DACS as a coordinator 

In this system, DACS is a coordinator of two colonies that are pursuing two dif

ferent objectives and has two main phases as in Figure 4.2. The first phase in the 

coordinator DACS is an initialisation phase in which an initial solution that is fea

sible is created and assigned to be as the best global solution. The initial solution is 

created using a greedy heuristic called the nearest neighbourhood heuristic NN. The 

NN heuristic creates the initial solution of a problem instance using an unlimited 

number of vehicles. Therefore, the upper limit of the number of vehicles might be 

created is equal to the number of the customers in the graph. At the end of the NN 

procedure, an initial solution with a number of vehicles equal to V, which is less 

than or equal to the upper limit of the number of vehicles, should be created. 

Subsequently, each node Ci, whether a customer or a depot, is created with two 

candidate lists "time-oriented and distance-oriented" of n candidate nodes (that 

equal the number of nodes in a problem instance) for using them within the colonies, 

should be created in the cycle phase of the coordinator. The colonies apply such 

candidate lists within the routing builder of each ant. The time-oriented candidate 

lists are used especially in the part, which looks and accounts for feasible edges 

before any usage of the probabilistic state transition rule described in Section 4.4.5. 

Also, they are used within the local searches in Sections 4.4.8 and 4.4.10. Conversely, 

the distance~oriented candidate lists are used only within the insertion procedure in 

Section 4.4.7. 

Each time-oriented candidate list is sorted in an ascending order according to 

what is called the time-oriented formula in Equation 4.2. Thus, such candidate lists 

are called time-oriented candidate lists because the candidate nodes are sorted not 

just depending on the travelling time dc;cj between any two nodes of Ci and Cj but 

also using the ready times rCi and rcj' Now, if there are any infeasible candidate 

nodes for any reason, then they are put at the end of the candidate list of the node 

Ci. The candidate nodes in each distance-oriented candidate list are ordered in an 

ascending order as well but according to the distance values only from a particular 

node Ci' 

(4.2) 

The second phase of the coordinator DACS is the cycle phase, which is run for a 
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//Initialise phase 

11- create an initial solution using the nearest neighbourhood heuristic 
that uses an unlimited number of vehicles; 

12- Assign the initial solution as the best global solution; 
13- For each node c, whether a customer or a depot, create two kinds of 

candidate lists "time-oriented and distance-oriented" for using them 
within an ant's routing builder - described in section 4.4.4. Hence 
in each kind, the candidate nodes should be ordered in an ascending 
way according to either the time-oriented formula in Equation 4.2 or 
the distance val'i:ie"Sbetween the node Ci and the candidate nodes 
themselves; 

//cycle phase 

c1-start time = getTime(); 
C2-new time = getTime(); 
c3-elapsed time = (new time - start time) / 1000; 

while (elapsed time < CPU time limit) do 

C4-V = the number of the vehicles used in the best global 
solution; 

C5-Create two colonies VMIN and DMIN; 
C6-Initialise VMIN with V-I and DMIN with V; 
C7-new time = getTime(); 
C8-elapsed time = (new time - start time) / 1000; 

while (elapsed time < CPU Time limit) do 

C9- Activate the cycle of VMIN; 
If (VMIN has discovered a new best global solution with a number 

of vehicles that is less than V) do 
• break; 

C10-Activate the cycle of DMIN; 
If (DMIN has discovered a new best global solution with a number 

of vehicles that is less than V) do 
break; 

C11-new time = getTime(); 
c12-elapsed time = (new time - start time) / 1000; 

od while 

C13- Kill the two colonies VMIN and DMIN currently active; 
C14- new time = getTime(); 
C15- elapsed time = (new time - start time) / 1000; 

od while 

Figure 4.2: The coordinator DACS. 
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number of iterations until a limited amount of CPU time is elapsed. During the cycle 

phase, two colonies are active at all times and each colony is pursuing a different 

objective from the objective of the other colony. 

The first colony is called VMIN, which tries using its ants to find a solution 

with a number of vehicles less than or equal to V-I, which is less by one than 

the number V of the vehicles of the best global solution. The main objective of 

VMIN is to reduce the number of vehicles and therefore VMIN does not care about 

reducing the total of the travelled distances. However, the second colony is called 

DMIN, which uses its ants to minimize the total of travelled distances by trying to 

find a solution with a number of vehicles that is less than or equal to V. For that, 

the primary objective in DMIN is to reduce the total of travelled distances. 

As a result, the DMIN colony might also get a solution with a reduced total 

of travelled distances and a reduced number of vehicles equal to V-I at the same 

time. Now, if DMIN has found a solution improved in terms of the total of travelled 

distances, then the coordinator updates the best global solution and notifies the 

VMIN colony about that. On the other hand, if any of the two colonies is able to 

find a solution with a reduced number of vehicles less than or equal to V-I, the 

coordinator updates the best global solution, kills the two colonies currently active 

and creates two new colonies with new limits for the number of vehicles to be used 

by the next wave of ants of each colony. 

For example, once the best global solution is created with the NN heuristic, let 

us say, with a number of vehicles equal to 14.00 and a total of travelled distances 

equal to 1364.93, then the coordinator DACS creates two colonies of VMIN and 

DMIN with two different objectives. VMIN tries using its ants to find a solution 

with a number of vehicles less than or equal to 13. On the other hand, DMIN lets 

its ants use 14 vehicles as a limit in order to try to find a solution with a reduced 

total of travelled distances. Now, if DMIN finds a solution with a reduced total of 

travelled distances equal to 1255.33 for instance and a number of vehicles equal to 

14, then the best global solution is updated and VMIN is notified about that. 

However in the case there is a solution with a reduced number of vehicles like 12 

from any of the two colonies, then the coordinator updates the best global solution 

with the new best solution found so far. Furthermore, the coordinator kills the two 

colonies already active and creates two new ones with two new limits for the number 
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of vehicles - i.e. the new VMIN is set with 11 vehicles as a limit and the new DMIN 

is set with 12 vehicles. 

4.4.2 A colony of vehicle minimization - VMIN 

The VMIN colony has the responsibility to minimize the number of vehicles as 

explained in Section 4.4.1 and therefore it is assigned with V-1 vehicles as a limit. In 

VMIN as in Figure 4.3, there are two major phases. The first phase is an initialisation 

step whereas the second phase is a cycle step. 

The initialisation step is prompted to work through DACS as in the step that 

starts with the words 'initialise VMIN' in Figure 4.2. In the initialisation step, a 

solution is created with a number of vehicles equal to V-1 and assigned to be as 

the solution \IJVMIN with maximum visited customers, which is used only within 

VMIN. Also, a pheromone memory structure is created and the pheromone trail of 

each edge eC;Cj representing two customers or a customer and a depot is initialised 

with the term To that equals l/(n.Ji) where n refers to the number of visited nodes 

(depot or vehicle nodes + customer nodes) and Ji represents the total of travelled 

distances of the solution \IJVMIN, created by the nearest neighbourhood heuristic 

NN. 

After the pheromone trail initialisation, the pheromone memory structure might 

be used by the cycle phase of the current VMIN so many times. Also in DACS, 

pheromone trail re-initialisations are applied only when a new best global solution 

with a reduced number of vehicles is captured and there is a need to kill the current 

VMIN and create a new VMIN. Once the initialisation phase is finished, DACS as in 

Figure 4.2 activates the cycle phase of VMIN in order to find solutions and it is run 

for a number of iterations. In each of the iterations, ten ants are created and each 

ant builds its solution with V-1 vehicles using its routing builder in Section 4.4.4. 

The ants work sequentially and therefore the solutions are built in a way depending 

on a solution-by-solution basis. If none of the ten ants is able to build a feasible 

solution, the hybrid local search HLS in Section 4.4.10 is applied on the solution 

of the ant captured with the least unvisited customers. The main aim here is to 

let HLS enter as much as it could the unvisited customers in the solution of that 

captured ant. 

Once all the ten ants have built their solutions, the solution Sbest with maximum 
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//1nitialise phase 

11- Make the maximum nurr~er of vehicles allowed for building 
solutions equal to V-I; 

12- Build a solution 'V'MIK using the nearest neighbourhood heuristic NN 
with the maximum number of vehicles allowed; 

13- Get the number of nodes n (depot nodes + customer nodes) and the 
total of travelled distances J/ from the solution 'V'l1W; 

14- Calculate T.J = 1/ (n.J?;') to initialise the pheromone trail of each 
edge (i.e. two customers or a customer and a depot) in the 
pheromone memory structure with the 1., value; 

//cycle phase 

while (the number of iterations is less than the maximum number of 
iterations allowed) do 

Cl- Let ten ants build a solution each using the routing 
builder in section 4.4.4; 

C2- if there are no feasible solutions built out of the ten 
ants in step Cl, then 

a. Apply the hybrid local 
with the solution of 
unvisited customers; 

search HLS in 
an ant that 

section 
has the 

4.4.10 
least 

c3- pick the solution She.t of an ant that has the maximum 
visited customers; 

C4- If the number of visited customers of the solution Sbeot is 
greater than the number of visited customers of the 
solution '1'''"11, then 

b.Let \II~i1-Jn; = Sbeel':'; 

c.Initialise with zero numbers a data structure that 
memorises how many times each customer node has not been 
visited in solutions; 

d. If the solution 'V'l1U: is feasible, make it as the new best 
global solution 'V ob or let 'VQb = 'V"1<I11; 

C5- Use the two global update rules as in section 4.4.9 to 
enforce the pheromone trails of the visited edges in each 
of the two solutions 'V".,m: and 'VQb with more pheromone 
trails; 

C6- Diminish the pheromone trails of the unvisited edges in the 
two solutions 'VV1m: and 'VQb as in section 4.4.9; 

od while 

Figure 4.3: The colony VMIN. 
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visited customers is brought and compared with the solution iJ!IIMIN that has the 

maximum visited customers so far. If the number of visited customers of Sbest is 

greater than the number of visited customers of iJ!YMIN, then Sbest is assigned to 

be the new best solution iJ!IIMIN so far with maximum visited customers. Then, 

a data structure, which memorises how many times each customer is not assigned 

to solutions built by ants, is re-initialised with zero values. Of course, this data 

structure is created before the beginning of any computation in the cycle phase of 

VMIN. 

Later, if the solution iJ!IIMIN is feasible, then iJ!IIMIN is sent to the coordinator 

DACS and the best global solution iJ!gb is updated with iJ!IIMIN. Furthermore, the 

coordinator issues the kill flag to kill the colonies VMIN and DMIN currently active 

in order, sometime later, to create two new colonies. Afterwards in VMIN whether 

the best global solution \Ilgb is updated or not, two pheromone global update rules 

in Section 4.4.9 are used to reinforce those pheromone trails of the edges visited in 

the two solutions iJ!IIMIN and \Ilgb found so far. On the other hand, the unvisited 

edges of the solutions iJ!IIMIN and \Ilgb are diminished as explained in Section 4.4.9 in 

order to make such edges unattractive to ants that are going to search the solution 

space in the future cycles of the current VMIN. 

4.4.3 A colony of distance minimization - DMIN 

The DMIN colony as in Figure 4.4 minimizes the total of travelled distances and 

it has also two phases that are called the initialisation and cycle phases as in the 

VMIN colony but with few differences. In the initialisation phase, DMIN is assigned 

with a limited number of vehicles equal to V through a step that starts with the 

words 'initialise DMIN' as in Figure 4.2 in the coordinator body of DACS. 

Next, a pheromone memory structure is created within DMIN and the pheromone 

trail of each edge eCiCj is initialised with the term To as in VMIN exactly but here the 

To value in DMIN is going to be different from that of VMIN because both colonies 

use different numbers of vehicles as limits. Also, pheromone trail re-initialisations 

are applied only whenever a new DMIN is created instead of a current one because of 

finding a new best global solution with a reduced number of vehicles. Therefore, the 

pheromone memory structure might be used by the cycle phase of DMIN currently 

active so many times before any pheromone trail re-initialisation could happen. 
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//1nitialise phase 

11- Make the maximum number of vehicles allowed for building 
solutions equal to V; 

12 - Build a solution using the nearest neighbourhood heuristic NN 
with the maximum number of vehicles allowed; 

13- Get the number of visited nodes n (depot nodes + customer nodes) 
and the total of travelled distances J/ from the solution created 
in the step I2; 

14- Calculate To = l/(n.J~) to initialise the pheromone trail of each 
edge (i.e. two customers or a customer and a depot) in the 
pheromone memory structure with the Te value; 

//cycle phase 

while (the number of iterations is less than the maximum number of 
iterations allowed) do 

od while 

c1-Let ten ants build a solution each using the routing 
builder in section 4.4.4; 

c2-if there are no feasible solutions built out of the ten 
ants in step C1, then 

a. Apply the hybrid local search HLS in section 4.4.10 
wi th the solution of an ant that has the least 
unvisited customers; 

C3-pick the solution S~H of an ant that has the least total 
of travelled distances; 

C4-If the solution St •• t is feasible and its total of 
travelled distances is less than the total of travelled 
distances of the solution IjIgb, then let 1j19b = She,"; 

c5-Use a global update rule as in section 4.4.9 to enforce 
the pheromone trails of the visited edges in the solution 
1j19b wi th more pheromone trails; 

C6-Diminish the pheromone trails of the unvisited edges in 
the solutions 1jI~ as in section 4.4.9; 

Figure 4.4: The colony DMIN. 
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Soon, the cycle phase of the DMIN colony is activated by DACS as in Figure 4.2 

in order to reduce the total of travelled distances but this is true only after the 

activation of the cycle phase of the VMIN colony. The cycle phase of DMIN is 

run for a number of iterations that create ten ants each. In each of the iterations, 

the ants' solutions are built sequentially or depending on the solution-by-solution 

basis. Each ant builds its solution with V vehicles at most using its routing builder 

in Section 4.4.4 and the feasible solution of an ant with the least total of travelled 

distances is always preferred over the other feasible solutions. If there are no feasible 

solutions created, the hybrid local search HLS in Section 4.4.10 is called in order to 

try to make the solution of the ant with the least unvisited customers feasible. 

Hence, the best feasible solution Sbest in terms of the total of travelled distances 

is selected and compared with the best global solution \ligb found so far. If Sbest is 

better in quality than \ligb, then Sbest becomes the new best global solution \ligb. If a 

new best global solution \ligb has a reduced number of vehicles, then a kill flag will 

be issued by DACS in order to kill, sometime later, the DMIN and VMIN colonies 

currently active. Thereafter whether the best global solution \ligb is modified or not, 

DMIN uses a global update rule as in Section 4.4.9 that reinforces the pheromone 

trails of the visited edges in \ligb with more pheromone trail amounts. Afterwards in 

order to help the ants in future DMIN cycles concentrate on the desired points in 

the solution space, the pheromone trails of the unvisited edges in the solution \ligb 

are diminished as talked about in Section 4.4.9. 

4.4.4 Ants' routing builder 

In the cycle phases of the VMIN and the DMIN colonies, each ant builds its routes 

using a routing builder as in Figure 4.5. The routing builder is equipped now 

with a number of components that would make each ant build its routes in a way 

different from the routes built by the other ants in a colony. Those components, as 

described in Sections 4.4.5 to 4.4.8, are a probabilistic-state transition component 

with its exploitation and exploration parts, a pheromone local updating component, 

an insertion procedure and a local search of quadruple moves. 

The routes ofthe vehicles, in an ant's solution, are built sequentially or depending 

on a depot-by-depot basis and thus the nodes of each route, as well, are inserted in 

a sequential way. Of course, this sequential nature can be recognized in Figure 4.5 
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a) Vi!it a duplicated depot; 

do 
b) Ci = Get the last node visited whether it u a customer or a depot node; 

c) time-orienti'd candidate Ii;t = Get thetime-odenled candidate Ii;t of the node Ci; 
d) CL_Size = Ott the size of the litne-orientedcandidate liio1; 

for (j = O;j <:: CL_Size ;j--) do ,TIli; part cakula1esthe value ofl!'ach feasible I!'dgethat can be yisited 

e) Cj = Get a nooe of the time-oriented candidate liu a1 index j; 

if(Cj is a depot) then 
if (there are duplicatNl depots left) then 

f) if the two nodes Ciand Cj are depots nodes, then rontinue; 

g) ~Iak. CJ equal to 011. of the dopli<ated depot'; 
else if (there are no duplicated Mpots left) then 

h) oontinue; 
od if-else 

else if(Cj i$ not a depo1) then 

od jf·else 

if (C j ii a visited ctlstomer) do 
i) oontinue; 

odif 

j) if the node Cj is ,-joiating olle of the thRe hard constraintsHltoH3 mentioned in Sectioll4AA, then continue; 

k) '1cle;= Calctllate the Yis-wilily '-arue 'Ie/({ between the 1wo ncx1es Ci and Cj ffQm the fonnula in Equation 4.1: 

I) leSe) = Get the pheromme trail varue between the two nodes Cj and Cj; 

m) Calculate the "alue oflacj" ).!ath_pow(llcicj, ~h 
odf", 

Probabilistic state transition nde as explained in Section -$.4,5 
n) u~U{O,J); 

if(u <"" PEl then ',Exploitation part, 
0) Let the ant ,-is it the- edge with the maximum calculated yalue ofltiC) " ).fath.pow(lltl<f, ~); 

else if(u >pr)tben 'El\."]>loration part. 
·!he greater the \'alue ofTcitj .. ).fath.pow(llc/(l. ~) is, the greater the c-han~ of the edge with that ,'alue 10 be chosen_ 

p) Let Ihe ;'lnt citoo;;e using the roulette wheel sampling scheme the edge that has a great yalue ofTclC; .. ).{ath.pow(Jlci(f, ~) but 
not neceiSarily the ma.xinnun yarne; 

odif-dse 

q) Local updatl! the pheromone trail afthe chosen edge, Loce.lpheromoneupdalingnlte as clarified in Sectioo.$A.6 

TIlls part rnE"Ck$ the Ilumbtr of ellStomen should be "i~ited W1d the number ofvebides allowed_ 

if(CJ in the chosen ed~ ii a customer) then 

r) Add Cj to the set of"isrted nodes: 

el!;e if(Cj in the ('ho~en edge is a duplicated depot) then 
jf(the number of"isrted curtomers is not equal tothenulllwofcus-tomers in aproblelll ill5tance) then 

if(the number ofwhic1es used is le~s than the number of,'ehides allowed to me) then 
s) Add the duplicated depot to the set o("j)tted node,; 

else if (the number of Yehicles used is equal to the Dumber of whicles allowed to use) then 
1) break; ,Get out oCthe do while loop, 

ed if--else 
else jf (the number ofYi~ited customers is equal to the numbt>r of cm10mers in a problem instance) then 

\1) break; ·Get out of the dowhile loop. 
ed if·else 

od if.else 
while (there are still feasible nodes to be Yisited); 

y) Insert the remaining umisited customm, uthe solutlon ofan ant Ii infeanNe; Inset1ion procedure as stated in Section 4.4,7 
w) Use the local search ofquadrupJe mo,'e$ to impfQye the :.olutioo of an allt, only tfthe solutioll oftbe ant is feailbleand the ant is coming 

from the D:\fI:-J colony: Local ~arch of quadmple mows as talked about in Section -1A.8 

Figure 4.5: Ants' routing builder. 
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from the do while loop. Briefly as in Figure 4.5, an ant that is located at a node 

Ci (whether a customer or a depot) accounts for the feasible edges that it can visit 

in a time-oriented candidate list and it calculates for each feasible edge ecicj a value 

of TCiCj . [T/ciCj] (3, which is a combination of the variable pheromone trail heuristic TCiCj 

and the static heuristic T/ciCj in Equation 4.1. Each feasible edge has to obey the 

following hard constraints. 

H1- A route must contain enough capacity to serve a customer Cj. 

H2- A route must arrive at a customer Cj before his due date is reached. 

H3- A route must have an enough time to return back to the depot Co before its 

due date is reached. 

Next, the ant uses the probabilistic-state transition component with its exploita

tion and exploration parts in Section 4.4.5 in order to choose edges to be a part of 

its solution. Once a feasible edge ecicj connecting the two nodes Ci and Cj is chosen, 

a visit is arranged between Ci and Cj and the pheromone local updating component 

in Section 4.4.6 is used to diminish the pheromone trail of that chosen edge. In 

order to make sure that the routes of an ant are different from the routes built by 

other ants in a colony, the probabilistic-state transition component uses the heuristic 

TCiCj' [T/ciCj](3 mentioned earlier above. 

Then after building sequentially the routes of an ant with visited nodes, the 

solution might be feasible or infeasible. If the solution is feasible, the insertion 

procedure in Section 4.4.7 is not used. On the other hand if the solution is infeasible, 

the ant uses the insertion procedure for inserting the remaining unvisited customers 

into its infeasible solution. Shortly afterwards, the ant that has a feasible solution 

and has come mainly from the DMIN colony applies a local search of quadruple 

moves in Section 4.4.8 in order to improve the quality of its feasible solution. 

4.4.5 Probabilistic transition with exploitation and explo

ration 

In the probabilistic state transition component, an ant starts choosing a feasible 

edge ecoci that connects a duplicated depot and a customer Ci that is not visited yet 

in order to be a part of its solution. Once the ant has chosen the feasible edge ecoci 
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and it is located at the customer Ci, then the ant will look for the next feasible edge 

ecicj connecting an already visited customer Ci with the next node Cj to be visited. 

Of course, the ant will continue choosing edges to be a part of its solution until all 

the customers are visited. 

Now, each feasible edge ecicj is chosen using one of two transition modes - either 

the exploitation or the exploration mode. In 90% probability, an ant uses the ex

ploitation mode to exploit the situation and to choose the best feasible edge, which 

is considered at the same time as a short edge, according to its static value computed 

by Equation 4.1, and an attractive edge from the pheromone point view. However 
, 

in 10% probability, the exploration mode is used to explore in a set of feasible edges 

for a feasible edge, which is not necessarily the best edge. 

In other words, the exploitation mode is used by an ant to choose a feasible edge 

e CiCj that maximises the heuristic value in the formula TCiCj ' ['i]CiCj],6 if a probability 

value, U E U(O, 1), is less than or equal to the probability, PE = 0.9. In this case, the 

feasible edge e CiCj with the maximum heuristic value is regarded as the best edge. 

On the other hand in the exploration mode, if a probability value, U E U(O,l), 

is greater than the probability value (PE = 0.9), the ant uses the proportionate 

selection operator with its roulette wheel sampling scheme to create a probability 

distribution for all the feasible edges that could be visited within the sight of an 

ant. Then, the ant chooses with a great probability, from a set of feasible edges, a 

feasible edge e CiCj , which is not necessarily the best edge and has a great amount 

of a heuristic value calculated from the formula TCiCj' ['i]ciCJ,6. So, feasible edges with 

great heuristic values of TCiCj' [1]ci Cj],6 have greater chances to be selected. 

e
CiCj 

= {maX(TCiCj'[1]CiCj],6) , if (u E U(O, 1)) :::; (PE = 0.9) (4.3) 

Eqs. 2.27 and 2.28 ,if (u E U(O, 1)) > (PE = 0.9) 

4.4.6 Local updating of pheromone 

Once a feasible edge or arc e CiCj is selected by an ant through using either the 

exploitation or the exploration transition mode as in Section 4.4.5, a local updating 

rule in Equation 4.4 is used to diminish the pheromone trails of the two sides of 

the selected edge e CiCj - i.e. the pheromone trails of the edge sides eSCiCj and eSCjCi 

of the edge described earlier are evaporated simultaneously. Because the problem 

instances of VRPTW have symmetrical distance values on the two edge sides of each 
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arc or edge in the graph as in symmetric TSP [51], the pheromone trail amounts of 

the two sides of a selected edge are kept always identical or equal after using the 

local pheromone updating rule. Also as a result to what is mentioned earlier, the 

global pheromone updating component in Section 4.4.9 does the same thing, the 

time it is applied on the pheromone trails. 

The purpose of the local updating rule is to make the edges, selected by an 

ant, unattractive and to let the other ants look for other edges that are possibly 

different from the edges selected by the ant that has already finished building its 

solution. Consequently in Equation 4.4, the value between the brackets (1 - p) 

helps in evaporating some amount of the pheromone trails Tc;cj and Tcjc; deposited 

on the edge eC;Cj once it is selected. The term p is the evaporation parametric value, 

which could be any value between 0 and 1. On the other hand, the term To is 

calculated differently in each of the two colonies VMIN and DMIN, as described in 

Section 4.4.1, in a way that depends on mainly on the number of vehicles allowed 

to use in each colony. 

(1 - p).TCjCi + p.To (4.4) 

4.4.7 Insertion procedure 

The insertion procedure comes to the stage only when an ant has finished building 

its solution that is infeasible. The infeasible solution of an ant is built after the 

sequential use of the exploitation and exploration transition modes in Section 4.4.5 

and thus a number of customers are regarded as unvisited in that solution. In 

this case, the ant that has an infeasible solution uses the insertion procedure in 

Figure 4.6 in favor of trying to insert the unvisited customers into the feasible parts 

of the infeasible solution already built. 

In the insertion procedure, the unvisited customers are sorted first in a descend

ing order according to their demand quantities - from the largest to the smallest 

demand. Then starting from the unvisited customer with the largest demand on the 

sorted list, each unvisited customer is picked for insertion near one of the visited 

customer and depot nodes in the infeasible solution of an ant. Once an unvisited 

customer is chosen, its distance-oriented candidate list is brought. As explained in 

108 



/ /Insertion procedure of ants ... 
If (an ant has built an infeasible solution and is coming from the 
VMIN or DMIN colony) then 

(a) Sort the unvisited customers in a descending order according 
to their demand quantities; 

For (each unvisited customer in the sorted list of the previous 
step) do 

(b) distance-oriented candidate list get the distance-
oriented candidate list of an unvisited customer; 

(c) index = 0; 

while (there is no insertion for an unvisited customer) do 

(d) pick a visited node of the distance-oriented candidate 
list in step (b) at some index; 

if (the visited node is a customer) then 
(e) Try to arrange a visit near the visited customer 

chosen either before him or after him; 
if (the insertion near the visited customer is 

successful) then 
(f) break; 

ad if 
else if (the visited node is a depot) then 

(g) breakFlag = false; 
for (each tour in the infeasible solution) do 

(h) Try to arrange a visit near the depot of a 
tour either at the start or at the end of 
that tour; 

if (the insertion in a tour is successful) then 
(i) breakFlag true; 
(j) break; 

od if 
od for 

if (breakFlag true) then 
(k) break; 

ad if 
ad if-else 

(1) index = index + 1; 
if (the index has reached the end of the distance

oriented candidate list in step (b» then 
(m) break; 

ad if 

od while 

ad for 
ad if 

Figure 4.6: The insertion procedure. 
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Section 4.4.1, the candidate nodes in such list are ordered in an ascending order 

(from the nearest to the farthest node) according to how close in distance they are 

from a particular node, which is here the unvisited customer chosen already. 

Subsequently in order to try to insert the unvisited customer chosen already, the 

nearest visited node on the distance-oriented candidate list is chosen. If the visited 

node is a customer, then the unvisited customer is inserted into one of two insertion 

points - either before the visited customer or after him. However, if the visited node 

is a depot, then the insertion points will be also two but one at the start of the 

tour and the other at the end of the tour. If both insertion points near the visited 

customer or the depot are feasible, then the insertion point that minimises distance 

better than the other is always accepted. If in any case the both insertion points are 

not feasible, then the second nearest visited node on the distance-oriented candidate 

list is tried and so on. Afterwards whether the unvisited customer is inserted or not, 

the next unvisited customer is picked up and the same procedure described above 

is repeated. 

4.4.8 Local search of quadruple moves 

Now, the ants that are coming from the DMIN colony and have feasible solutions 

use the local search of quadruple moves in Figures 4.7 and 4.8, which goes on in 

its work until no more improvement is found. This local search depends on four 

major move operators that are mentioned below in M1 to M4 and uses a time

oriented candidate list of maximum 20 closest nodes (i.e. maxNumberOfCandidates 

in Figure 4.8) for each customer. The time-oriented candidate list of each customer 

is ordered in an ascending order according to the formula in Equation 4.2 and should 

be created before any computation could be done in any of the two colonies of the 

DACS system. 

Thus given a feasible solution, the local search works through each vehicle's route 

in turn in the order of the built tours of a solution from left to right, and for each 

visited customer on the route it tries three or four of the possible 'moves' described 

below. It starts working from the first visited customer on the left side of each tour 

and hence the visited customers are, one by one, considered. 

M1- Swap the visited customer Ci with the nearest customer Cj on the time-oriented 
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candidate list of Ci. 

M2- Relocate the visited customer Ci after the nearest customer Cj on the time

oriented candidate list of Ci. 

M3- Relocate the nearest customer Cj, on the time-oriented candidate list of the 

visited customer Ci, after Ci himself. 

M4- Use a variant of 2-0pt to swap two edges eCiCi+l and e CjCj+l in the two routes 

selected for improvement purposes, with two new edges e C;Cj+l and eCjCi+l that 

would lead into having two new routes. 

The first three moves are designed to be as intra-route and inter-route improve

ment operators at the same time whereas the last and fourth move is only regarded 

as an inter-route improvement heuristic. Now, each of the previous four moves might 

or might not create a new feasible solution. Therefore, there is a possibility to create 

a number of solutions between 0 and 4 feasible neighbouring solutions. If only one 

feasible solution is created, then that solution is compared with the current solution 

of an ant. In the case of creating two or more feasible solutions, the best of the new 

feasible solutions should be considered as the one that should be compared with the 

current solution of an ant already built. 

If all moves between a visited customer and his nearest customer are not feasible, 

then the visited customer is tried with the second nearest customer on his time

oriented candidate list and so on. If a 'move' improves the current solution of an 

ant, it is accepted as the new current solution. For that, the new solution replaces 

the old one and breaks out of the while loop in Figure 4.8 and the QuadrupleMovesLS 

local search continues with the next visited customer on the route. 

4.4.9 Global reinforcement and diminishing of pheromone 

As it is described in the pheromone local updating rule in Section 4.4.6 and because 

of the symmetrical distance values between any two nodes in the VRPTW graph as 

in symmetric TSP [51], the pheromone trails T CiCj and TCjCi of the two sides in each 

edge or arc, whether visited or unvisited in the best global solutions, are globally 

updated and kept identical or equal in the DACS system. 
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If (an ant has built a feasible solution and is coming from the DWN colony) 
then LocalSearch(The solution of that ant); 

LocalSearch(fhe solution of an ant) 
beginproc 

(a) improvementFlag = true; 

while (improvementFlag == true) do 

(b) improvementFlag = improve(The solution of an ant); 

od while 

endproc 

Figure 4.7: The local search of quadruple moves. 

The global updating of the pheromone trails happens at the end of each cycle 

phase of the colonies VMIN and DMIN. Whether the best global solution \11gb is 

updated or not, a colony like VMIN or DMIN uses Equation 4.5. The term J$b 

equals in Equation 4.5 the totals of traveled distances done by the tours in \11gb and 

the term p is an evaporation parameter that could be any value between 0 and 1 -

inclusive. 

The pheromone global updating rule in Equation 4.5 is used to reinforce, using 

the reinforcement factor pi J$b, the pheromone trails of all the edges visited in \11gb 

with more amounts of pheromone trails. Also, the pheromone trails of all the edges, 

whether visited or unvisited in \11gb, are diminished using the 1 - P sub-formula. Now 

in the case where an edge is not visited, the reinforcement factor described earlier 

becomes equal to zero, which makes the unvisited edge much more unattractive from 

the pheromone point of view. 

In VMIN, there is an extra pheromone global updating rule in Equation 4.6 that 

is used in addition to the one described in Equation 4.5 and works in the same way as 

described above. But, the main difference between the two equations in 4.5 and 4.6 

is that the best-found solution \I1VMIN so far with maximum visited customers is 

used instead of the best global solution \11gb and therefore the term JJ;?VIIN refers 

to the totals of traveled distances done by the tours in \I1VM1N . For that in using 

Equation 4.6 with \I1VMIN , VMIN has also the responsibility of reinforcing and 
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boolean improve(The solution ofan ant) 
begin proc 

(a) A collection oftours = The solution of an ant; 
(b) number of tours = Get the size of the collection of tours already brought; 
(e) improveFlag = false; 

for (i = 0: i < number of tours; i---+) do 
(d) tourl = Get the tour at index i in the collection of tours; 
(e) tourSizel = Get the size oftourl; 

for (j = 1; j < tOUl'Size 1; j+-) do 
(f) visitedID = Get the ID No. of the visited customer at indexj in tourl; 
(g) visited customer = customers.elementAt(visitedID); 
(h) tourlndexl = From the ant, bring the tour index of the tour where visitedID exists; 
(i) Let updateFlag = fhlse and nearest counter = 0; 

while (nearestCounter < maxNumberO[Candidates) do 
(D nearestID = Get the ID No. of the nearest customer located 

according to the nearest counter in the time-oriented candidate list 
of the visited customer; 

(k) nearest customer = customers.elementAt(nearestID); 
(I) tourlndex2 = From the ant, bring the tour index ofthe tour where nearestID 

exists; 
(m) tour2 = Get the tour located at tourlndex2 in the collection of tours; 
(n) tourSize2 = Get the size oftour2; 

if(tourlndexl = tourlndex2) then 
(0) Make the three moves explained above in Ml to M3 on the same tour 

(Le. either on tour 1 or tour2); 
If (the distance ofthe lIew tour of a move is less than the distance of 

the tour located either at tourIndexl or at tourlndexl) then 
• updateFlag = true; 

else if (tourlndexl != tourIndex2) then 

od if-else 

(p) Make the four moves explained above in Ml to M4 using the two different 
tours (i.e. tourl and tour2); 

If (the sum of the distances of the two lIew tours created by a move is less 
than the sum of the distances of the tours already located at tourlndexland 
at tourlndex2) then 

• updateFlag = true; 

if (updateFlag == true) then 

od if 

(q) Update the infonnatioll of a tour or two tours in the collection of 
Tours; 

(r) tourl = Get the tour at index i in the collection of tours; 
(5) tourSizel = Get the size oftour1; 
(t) Let j = 0 and impro\'eFlag = true and then break; 

(u) nearest counter ~= 1; 

od while 

od for 

od for 

(v) retutn improveFlag; 
end proc 

Figure 4.8: The improvement procedure of the "quadruple moves" local search. 
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diminishing the pheromone trails of all the edges whether visited or unvisited in 

that solution. 

As a result to what is described above, the pheromone memory structure of 

VMIN is double updated using two pheromone global update rules whereas in DMIN 

it is single updated. The purpose of the pheromone global updating rules is not just 

to update the pheromone trail amounts of the edges in a graph but also to enable 

the ants in the future cycle phases of the colonies involved to seek for and use edges 

that are attractive and therefore t.o have more quality and competitive solutions. 

(1 - p)TCjCi 

(1- p)TCiCj + p/J$b 

(1- p)TcjCi + p/ Jt 

4.4.10 Hybrid Local Search HLS 

(4.5) 

(4.6) 

During the search of a colony, there is a possibility for the cycle of a VMIN or DMIN 

colony not to find any feasible solutions using the ants used in that cycle. For that 

as in the step a in Figures 4.3 and 4.4, a component called Hybrid Local Search 

HLS is used to capture the infeasible solution of an ant with the least unvisited 

customers and to insert such remaining unvisited customers in the feasible parts of 

that infeasible solution. 

The Hybrid Local Search HLS is a combination of mainly two components, which 

are the insertion procedure and the local search of quadruple moves in Sections 4.4.7 

and 4.4.8. The combination is managed by putting a call for the insertion procedure 

between the steps q and l' of the local search of quadruple moves in Figure 4.8. For 

that in HLS, if there is an improvement for the feasible parts of the current infeasible 

solution of a captured ant after applying a move of the four moves, HLS tries later to 

insert, using the insertion procedure, the remaining unvisited customers as much as it 
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can between the visited customers of the current infeasible solution newly improved. 

In order to let HLS deal with the remaining unvisited customers effectively without 

logical problems, the local search of quadruple moves, used in HLS, is modified also 

with another thing, which is to ignore any unvisited remaining customers regarded 

as nearest customers in the time-oriented candidate list of a visited customer. 

The hybrid local search HLS continues in its work until no improvement can 

be achieved. Afterwards, the current solution of a captured ant either becomes 

a feasible solution or stays as an infeasible solution. For example after applying 

HLS in the VMIN colony, the quality of the current solution, whether feasible or 

infeasible, of the captured ant is compared with the quality of the solution \IlVMIN 

with the maximum visited customers. Therefore, if the number of visited customers 

of the current solution is exceeding the maximum number of visited customers of 

the solution \IlVMIN, the current solution replaces the solution \IlVM1N . 

On the other hand in the DMIN colony and after applying HLS, the quality of 

the current feasible solution of a captured ant is compared with the quality of the 

best global solution \Ilgb found so far. If the current solution is having a total of 

travelled distances that is less than the total of travelled distances of the best global 

solution \Ilgb, the best global solution \Ilgb is replaced with the current solution. 

4.4.11 Push-forward and push-backward strategy PFPBS 

In the DACS system, when an ant uses the probabilistic state transition rule with 

its exploitation and exploration parts in Section 4.4.5 to visit nodes and to build its 

solution, the ant does store any information about the visited nodes of its solution, 

as in the points I1 to 16 enumerated below, anywhere in its body. Furthermore 

during the usage of the insertion procedure in Section 4.4.7 or the local search of 

quadruple moves in Section 4.4.8 with the solution of an ant, there is a use for a 

push-forward and a push-backward strategy PFPBS that would push either forward 

or backward customers and would use at the same time the information of other 

nodes, not pushed either backward or forward. Of course, this is in order to update 

the information of the pushed customer nodes, either forward or backward, in a 

number of neighbouring solutions - which might be created for trying to replace the 

solution of an ant with the best one of them. 
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11- The total of travelled distances up to the node nik in the route R k . 

12- The total of consumed time in travelling, vehicle waiting and servicing up to 

the node nik, including its service time, in the route Rk . 

13- The total of consumed time in travelling, vehicle waiting and servicing up to 

the node nib excluding its service time, in the route R k . 

14- The total of items picked up or delivered up to the node nik in the route Rk . 

15- The total of waiting time done by a vehicle, to the start times of customers to 

begin, up to the node nik in the route Rk . 

16- The total of waiting time done by a collection of customers, to a vehicle to 

arrive, up to the node nik in the route Rk . 

Now in a colony whether VM1N or DM1N, if the insertion procedure or the 

QuadrupleMoves local search happens to make some moves (such as relocating, 

swapping nodes and/or swapping edges) to the current solution of an ant and the 

quality of each new neighbouring solution is measured without depending on any 

stored information and any push-forward and push-backward strategy PFPBS, then 

a lot of waste CPU time is expected as a consequence. 

For that in the current solution of an ant, if a move is used between two nodes Ci 

and Cj located on the same route or in two different routes, the stored information of 

the nodes Ci-l and Cj-l are, most likely, to be applied in updating the information of 

the nodes Ci and Cj and any following nodes, which might be part of a route or two 

routes in a new neighbouring solution. Since more than one neighbouring solution 

could be created, the best neighbouring solution is always selected as said before. 

Next, if the best new neighbouring solution has to replace the current solution of 

an ant because of its better quality result, the information of the nodes and any 

following nodes involved in the move that has created that solution is stored in the 

ant's body instead of any old information. 

As a conclusion to what is described above, storing information related to the 

visited nodes of each route in the current solution of an ant and later retrieving back 

and updating such information as required have its effects as described below. Doing 

that helps in saving the CPU time during the usage of the insertion procedure and 
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the local search of quadruple moves. Also, it assists in improving the performance 

and the results of any DACS system. In addition, it makes an ant have the ability of 

building new solutions easily by making slight moves or modifications to the current 

solution. Thus, using the information of some of the nodes kept, as they are located 

in the current solution of an ant, helps in building new information about the nodes 

shifted backward or forward - according to where they are newly located in the new 

neighbouring solutions. 

4.5 Initial experimental work on the first double 

ant colony system - DACS 01 

This section talks about the experimental work done on the first double ant colony 

system called as DACS 01 and the other kinds of experiments done later in order 

to improve its performance. In DACS 01, some of the ingredients described in 

Section 4.4 are not used as those mentioned in A1 to A5. 

A1- The pheromone trail re-initializations. 

A2- The candidate lists. 

A3- The global pheromone trail diminishing of the unvisited edges in the best 

global solutions \JJVMIN and \JJgb. 

A4- The push forward and push backward strategy PFPBS. 

A5- The hybrid local search HLS. 

Also, other kinds of ingredients as in B1 to B6 are used instead of some of the 

other ingredients described in Section 4.4. 

B1- The cycle phase of the coordinator DACS 01 in Figure H.1 is used instead of 

the cycle phase in Figure 4.2. 

B2- The routing builder of an ant in Figure H.2 is used instead of the routing 

builder in Figure 4.5. 
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B3- The. XCHNG local search in Figure H.3 is used instead of the local search 

of the quadruple moves in Figures 4.7 and 4.8. The local search XCHNG 

in Figure H.3 has some similarities with the CROSS-exchanges local search 

talked about in the literature [8] [5] [28] and [4]. In each of the iterations 

in Figure H.3, two tours are selected randomly from the built tours of the 

solution of an ant using the basic component of XCHNG, which is regarded as 

the move operator. Then after selecting two tours randomly, two segments of 

customers are selected and exchanged as in Figure 4.9 in an effort to improve 

the quality of the two tours and thereafter the solution quality. Each of the 

two segments must have a length between 1 and 3 customer nodes. The reason 

for having the length of each segment limited between 1 and 3 is to give more 

chances for XCHNG to improve the quality of the solution. 

• 
k 

/- ] j 1 /-1 

i-I 

p 

'+1 .I 

k 

Figure 4.9: The move operator of CROSS-exchanges for inter-route improvements. 

B4- Initialing the pheromone trail of each edge with 1/ dCiCj is used as a substi

tute to the pheromone trail initialization way of the term 1'0 mentioned in 

Sections 4.4.2 and 4.4.3. 

B5- The "one edge side" pheromone trail updating is used as a substitute to the 

arc or the "two edge side" updating one described in Sections 4.4.6 and 4.4.9. 

B6- The term 1'0 is initialized in each colony with the NV and TD values of a solu

tion created using the nearest neighborhood heuristic that uses an unlimited 

number of vehicles. In Sections 4.4.2 and 4.4.3, the term 1'0 is initialized in 

each colony in the same way described earlier but the nearest neighborhood 

heuristic uses a limited number of vehicles that depends on the kind of the 

colony involved. 
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In the system DACS 01, the parametric values in Table 4.1 like the number of 

ants m used in each colony, the evaporation parameter p, the heuristic value (3 and 

the transition mode probability PE are chosen to be the same as in the MACS

VRPTW system [4]. The cycle phase of DACS 01 runs for a number of iterations 

equal to 2 and the cycle phase of each colony whether VMIN or DMIN runs for 

10 iteration times. Furthermore, the XCHNG local search of DMIN is run for 150 

iterations. 

Table 4 l' The parametric values used in the system DACS 01 . . . 

Number of artificial ants (m) 10 

Evaporation parameter (p) 0.1 

Heuristic value ((3) 1 

Transition mode probability (PE) 0.9 

Maximum iterations of the cycle phase 2 

Of the system DACS 01 

Maximum iterations of the cycle phase 10 

of each colony (VMIN or DMIN) 

Maximum iterations of the XCHNG 150 

local search 

At the end of running the system DACS 01, a total of 400 ants will be created 

from VMIN and DMIN - i.e. 2 iterations of the cycle phase of DACS 01 x 10 

iterations of the cycle phase of each colony x 2 colonies. Note that in this system, the 

number of iterations in the cycle phases of DACS 01 and the two colonies are chosen 

arbitrarily because the stopping criteria used in the system MACS-VRPTW [4] and 

its colonies are not given clearly as explained in Section 3.1. Also, the same is true 

for the number of iterations of the XCHNG local search and for how XCHNG does 

work. As a consequence, many aspects of XCHNG and whether such aspects are 

working as expected, in the CROSS-exchanges local search of MACS-VRPTW [4], 

are guessed. 

At the beginning of this section, the XCHNG local search and its effects are 

checked as in Section 4.5.1. Then in Section 4.5.2, a new pheromone trail initializa

tion technique is tested. Thereafter with a new initialization way of the pheromone 

trails, the issue of reinitializing the pheromone trails is tried in Section 4.5.3. Later in 
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Sections 4.5.4 and 4.5.5, reconfiguring the cycles of certain components and thread

ing the colonies are looked at and investigated. Finally, local searches that apply a 

single move operator each are experimented with as in Section 4.5.6. 

4.5.1 Is the XCHNG local search doing any good? 

After implementing the system DACS 01 as described in Section 4.5, this section 

checks to see if the XCNHG local search is doing any goodness to the performance. 

Consequently, DACS 01 is tested with and without XCHNG on the problem group 

PG 100 in Section 2.2 for three runs according "to the experimental methodology in 

Section 4.2. In each run, each problem instance is used for 300 to 400 seconds in 

CPU time terms. 

One of the most important aspects explored afterwards is that the system DACS 

01 without XCHNG is doing horribly bad. But, the performance of the system 

DACS 01 that uses the XCHNG local search is not performing as well as those of 

the systems MACS-VRPTW [4], LS [28] and LS+TA [28] in all the six problem sets 

as indicated from Table 4.2. In a matter of fact, DACS 01 is worse, on average 

by 6.37% for NV and 25.59% for TD, in terms of performance than most of the 

VRPTW algorithms mentioned in Table 4.3. 

For example in MACS-VRPTW, the system brings, after running for 300 to 600 

seconds, excellent results in terms of the number of vehicles on the problem sets 

R1, RC1, R2 and RC2 and these NV results are better, in a way between 6.06% to 

13.82%, than the NV results obtained by DACS 01. On clustered problem sets C1 

and C2, it is possible for the system DACS 01 to bring the numbers of vehicles as 

those achieved by MACS-VRPTW. 

When it comes to the results in terms of the total of travelled distances on 

all the six problem sets, MACS-VRPTW is outperforming considerably DACS 01 

by 17.01% to 39.61%. Also, if DACS 01 is compared with the algorithms LS and 

LS+ TA run for 100 and 156 seconds respectively, it can be seen that LS and LS+ TA 

manage to bring NV results on R1, RC1, R2 and RC2 that are better by 14.10% to 

18.23% and to obtain TD results that are better by 17.53% to 37.91% on all the six 

problem sets. 

Now in terms of the best computed results as in Table 2.10, DACS 01 is noticeably 

worse, on average by 9.68% for NV and by 24.31% for TD, than MACS-VRPTW [4], 
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LS+TA [28], HGA+TA [28] and LS+HGA+TA [28]. The worst results computed by 

DACS 01 are those of the problem sets Rl and RCL For that, the bad performance 

of DACS 01 has to be investigated on one of the two problem sets Rl and RCI so 

as to try to know what the possible modifications could be done in order to improve 

the performance. In later sections, the problem set Rl is made as the choice for the 

future work and experiments. 

4.5.2 Does the pheromone trail initialisation and evapora

tion make the difference? 

After the poor performance of DACS 01 in Section 4.5.1, the author has decided 

to look into why the results gained in Tables 4.2 are so bad when compared to the 

results of MACS-VRPTW [4], LS [28] and LS+ TA [28] and what are the components 

that are in need to look at and investigate further in order possibly to improve the 

whole performance. 

The first doubts been to see whether the initialisation and the evaporation of the 

pheromone trails, in the pheromone memory structures of both colonies VMIN and 

DMIN, are the main reason behind the poor performance of DACS 01 and therefore 

the author has decided to study and investigate that further on two problem sets, 

namely, RI-I00 of the problem group PGI00 in Section 2.2 and Rl-200 created by 

the author. Each of the six problem instances of Rl-200 is created from two problem 

instances of RI-I00 and for that Rl-200-01 is from RI01 and RI02, Rl-200-02 is 

from RI03 and RI04 and so on. 

One possible "pheromone trail" initialisation way thought about is to initialise 

each pheromone trail TCiCj with a number equal to the number of vehicles allocated to 

a colony and instead of using the inverse of the distance value, 1/ dCiCj , between any 

two nodes. This way of pheromone initialisation is thought about simply because 

the initialisation step in each of the two colonies of MACS-VRPTW [4] has the 

following sentence "initialise pheromone and data structures using V". Note that 

in VMIN the parametric value V equals the number of vehicles of the best global 

solution \.lJgb minus one, let us say V = 13 - 1 = 12, whereas in DMIN, V equals 

the number of vehicles of \.lJgb without any reduction, V = 13. For example with the 

new way of pheromone initialisation, each pheromone trail of VMIN is initialised 
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Table 4.2: Comparison between the average case performances of DACS 01 and 

other VRPTW algorithms, after three runs, on the problem group PG1DD. Check 

Tables B.1 and B.2 for more information about the best and worst case performances. 

PUo. 

01 - AVGs 

SO, 

% to SA+L/iS [29] 

02 - AVGs 

SD, 

% to SA+LNS [29] 

03 - AVGs 

SD, 

% to SA+LNS [29] 

04 - AVGs 

SD, 

% to SA+LNS [29] 

05 - AVGs 

SD, 

% to SA+LNS [29] 

06 - AVGs 

SD, 

% to SA+LlIS [29] 

07 - AVGs 

SD, 

% to SA+LIiS [29] 

08 - AVGs 

SD, 

% to SA+LliS [29] 

09 - AVGs 

SD, 

% to sA+L1rs [29] 

10 AVGs 

SD, 

% to SA+LNS [29J 

11 - AVGs 

SD, 

% to SA+LNS [29] 

12 - AVGs 

SD, 

% to SA+L1lS [29] 

DACS 01 - AVGs 

SO, 

% to SA+LNS (29] 

% to MACS-VRP1V [4J 

% to MAC5-VRP1V [4] 

SA+LN5 [29] -AVGs 

MACS-VRPTW (4]-AVGs 

HGA (28) - AVGs 

HGA+TA [28] - AVGs 

L5 (28] - AVGs 

LS+TA (28] - AVGs 

Tice(sacs.} 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 400 

1800 

300 - 400 

1800 

3D0 

600 

1800 

7200 

1DC 

3DC 

6DC 

1200 

1800 

1800 

2094 

126 

156 

R1 C1 RC1 R2 

n m n w n m n 

20.67 1894.59 10.00 852.58 16.67 1987.33 4.00 

0.58 24.38 0,00 2.52 0.58 27.94 0.00 

8.77 14.77 0,00 2.85 12.61 21.25 0.00 

18.67 1876.65 10.00 976.95 14.33 1834.04 4.00 

0.58 7.07 0.00 17.32 0.5S 36.57 0.00 

9.80 26.28 0.00 17.86 19.44 17.96 11.11 

15.00 1612.17 10.00 1081.06 12.00 1595.49 3.00 

0.00 6.58 0.00 80.33 0,00 70,93 0.00 

7,14 32.75 0.00 30.55 9.09 25.88 0.00 

12,00 1318.10 10.00 1164.87 12.00 1472.55 3.00 

0.00 12.99 0.00 31.36 0.00 56.92 0.00 

20.00 33.94 0.00 41.23 20,00 28,61 25.00 

15.33 1729.48 10.00 853.48 16.00 1869,65 3.00 

0.58 65,54 0,00 0,92 0.00 94.15 0.00 

9.52 23,37 0,00 2,96 17,65 17,80 0.00 

14,331627.7610,00 907.53 14.001707.083.00 

0.58 82.92 0,00 38.56 0.00 29,44 0.00 

19,44 28,15 0.00 9.48 16.67 23.83 0.00 

12,00 1388.84 10.00 983.97 13,00 1616.81 3.00 

0.00 51.07 0.00 19.84 0.00 24,15 0.00 

17.65 25,14 0.00 18.70 18.18 31.25 36.36 

11.00 1242.08 10,00 953.45 12.00 1474.28 3.00 

0.00 65,04 0.00 34.58 0.00 1.39 0.00 

19,57 27.25 0.00 15.02 20.00 26.87 50.00 

13,67 1527.77 

0.58 57.46 

22,02 26,35 

12,33 1386.73 

0,58 53,87 

20,92 23,00 

13,00 1424.14 

0,00 47,76 

27.45 29,60 

11.00 

0,00 

10,00 

1245.41 

31.13 

28,16 

14,08 1522.81 

0,08 12.57 

14,97 26,02 

13.12 25.55 

13,76 25.50 

12,25 1208.40 

12.03 1213.50 

12.55 1214.80 

12.45 1212.95 

12.38 1213.35 

12.38 

12.38 

12.17 

12.17 

12.08 

12.08 

1211.64 

1210.83 

1243.72 

1215.23 

1247.12 

1222.69 

10,00 1017.81 

0.00 29.37 

0.00 22,78 

10,00 976.86 

0.00 16.54 

0.00 17.92 

0,00 17.92 

0.00 17.92 

10.00 828.38 

10,00 828.38 

10.00 828.40 

10,00 828.38 

10.00 828.38 

10.00 828.38 

10.00 828,38 

10.00 828.71 

10.00 828.38 

10.00 828.50 

10.00 828.38 

122 

13.75 

0.00 

16.53 

13.36 

13,82 

11,80 

11.63 

12.46 

12.13 

12.08 

11.96 

11.92 

11.88 

11.88 

11.63 

11.63 

3.00 

0.00 

0.00 

3,00 

0.00 

0.00 

3.00 

0.00 

36.36 

1694.65 3.18 

20.25 0.00 

23.63 11.64 

21.99 6.06 

22.77 6.06 

1370.72 2.85 

1380.06 2.73 

1395.47 3.05 

1389.15 3.00 

1380.38 3.00 

1385.65 3.00 

1388.13 3.00 

1399.76 2.73 

1380.55 2.73 

1418.53 2.73 

1398.83 2.73 

C2 RC2 

TD UV TO IIV TO 

1759.48 3.00 587.96 4.33 1899.52 

22.78 0.00 1.86 0.58 112.50 

35.32 0.00 -0.61 8.33 28.22 

1539.06 3.00 760.52 4.00 1712.56 

29.06 0.00 41.49 0.00 26.02 

29.78 0,00 23.85 11.11 30.44 

1397.47 3,00 808.30 3.33 1534.42 

32,04 0.00 44.17 0,58 22.05 

41.83 0.00 23.06 11.11 38,36 

1133.31 3.00 826.49 3.00 1151.89 

26.47 0.00 23.32 0.00 51.65 

35.97 0.00 33,36 0.00 35,44 

1442.10 3.00 605.60 4.33 1872,08 

21.30 0.00 28.57 0.58 28.35 

37.34 0.00 2,84 8.33 38.27 

1315.06 3.00 644.58 3.67 1623.11 

49,16 0.00 6.37 0.58 27.05 

33.94 0.00 6,02 22.22 33.27 

1255.27 3.00 658.45 4.00 1600.41 

48,33 0.00 23.48 0.00 58.67 

37,59 0.00 8.34 33.33 43.97 

1053.09 3,00 658.56 3.00 1270,88 

25.04 0,00 5.31 0.00 19.53 

38.79 0.00 11.94 0,00 41.11 

1300.85 

42.31 

36.09 

1438.73 

54.45 

46.41 

1191,27 

4,65 

31.00 

-

1347,79 3,00 693,81 3.71 1583.11 

15,72 0.00 2.57 0,07 23,71 

36.57 0,00 13.85 11.36 35,63 

39,08 0,00 17,01 11,36 35,50 

39,61 0,00 17.02 11.36 36,11 

986.90 3,00 609.39 3.33 1167.24 

985.36 3.00 591.85 3.28 1156.39 

971.97 3.00 593.19 3.38 1191.87 

969.09 3.00 592.97 3.33 1168.34 

965.37 3.00 592.89 3.33 1163.08 

962.07 

960.31 

3.00 592.04 3.33 

3.00 591.85 3.33 

1025.80 3.00 597.84 3.25 

975.93 3.00 589.86 3.25 

998.70 3.00 590,30 3,25 

977.28 3,00 589.86 3,25 

1153.63 

1149.28 

1255.22 

1170.85 

1171.75 

1150.48 



Table 4.3: Comparison between different VRPTW algorithms on the problem group 

PG100. The results of each algorithm are averaged over the number of runs done -

check Table 1.10 for more information. 

Algoritho. 

AKRed [60] 

RTa [26] 

RVNSa [5] 

RVNSb [5] 

ES [2] 

ES4 [2] 

ES4C [2] 

LC03 [33J 

LCK05 [32] 

BBB [46J 

MACS-VRPT'J [4J 

TO-HACS [53) 

HGA [28) 

HGA+TA (28] 

L8 [28) 

L8+TA [28] 

KPS (15) 

HG05a [64] 

RTb [26) 

1B [31J 

HGA+EA [271 

SA+LNS (29) 

MSLS2 [17] 

HSLS+TA2 [17] 

VGA1 [7] 

VGA2 [7] 

LSM (67) 

TH (25) 

PB [41] 

Tins(secs.) 

50 - 223 

430 - 1600 

1300 - 4900 

2600 - 9800 

2220 

4950 

1200 

1200 

1200 

3600 

3600 

1800 

100 

300 

600 

1200 

1800 

100 

300 

600 

1200 

1800 

1800 

2094 
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156 

2900 

1038 

430 - 1600 

1300 - 4900 

2600 - 9800 

1877 - 3372 

5632 10116 

11264 - 20232 

903 

1800 

7200 

132 

162 

13 - 87 

13 - 109 

1200 

100 - 3749 

600 - 2460 

Rl Cl RCI R2 

}IV TO nv TO NV TO IlV TD 

12.50 1241.89 10.00 834.05 12.38 1408.S7 2.91 995.39 

12.83 1208,43 10.00 832.59 12.75 1381.33 3.18 999.63 

12.58 1202.31 10.00 829.01 12.50 1368.03 3.09 969.29 

12.58 1197.42 10,00 828.45 12.38 1369.48 3.09 954.36 

12.00 1229.48 10.00 828.38 11.50 1394.26 2.73 989.62 

11.92 1222.12 10.00 828.38 11.50 1389.58 2.73 975.12 

12.41 1203.00 10.00 830.00 12.25 1357.00 2.91 955.00 

12.41 1198.00 10.00 829.00 11.88 1356.00 2.82 947.00 

12.41 1201.00 10.00 829.00 12.00 1356.00 2.91 945.00 

12.08 1209.19 10.00 828.38 11.50 1389.22 2.73 963.62 

11.92 1214.20 10.00 828.38 11.50 1385.30 2.73 954.32 

12.17 1251.40 10.00 828.50 11.88 1414,86 2.73 1056.59 

12.55 1214,80 10.00 828.40 12.46 1395.47 3.05 971.97 

12.45 1212.95 10.00 828.38 12.13 1389.15 3.00 969.09 

12.38 1213.35 10.00 828.38 12.08 1380.38 3.00 965.37 

12.38 1211.64 10.00 828.38 11.96 1385.65 3.00 952.07 

12.38 1210.83 10.00 828.38 11.92 1388.13 3.00 960.31 

12.78 1216.38 10.00 830.48 12.63 1406.58 3.15 1002.79 

12.61 1209.65 10.00 828.82 12.29 1383.83 3.15 984.39 

12.61 1203.05 10.00 828.41 12.25 1374.49 3.12 977.15 

12.61 1199.36 10.00 828.38 12.13 1373.18 3.09 972.31 

12.61 1196.27 10.00 828.38 12.04 1372.71 3.09 966.95 

12.17 1243,72 10.00 828.71 11.88 1399.76 2.73 1025.80 

12.17 1215.23 10.00 828.38 11.88 1380.55 2.73 975.93 

12.08 1247.12 10.00 828.50 11.63 1418.53 2.73 998.70 

12.08 1222.69 10.00 828.38 11.63 1398.83 2.73 977.28 

12.67 1200.33 to.OO 830.75 12.12 1388.15 3.00 966.56 

12.17 1217.79 10.00 832.24 11.83 1383.70 2.85 959.84 

13.00 1225.62 10.00 838,93 13.00 1418.58 3.62 996.03 

12.92 1223.74 10.00 838.00 12.88 1417.92 3.62 992.48 

12.92 1222.36 10,00 836.87 12.77 1418.36 3.62 990.09 

12.64 1233.88 10.00 830.41 12.08 1404.59 3.00 1046.56 

12.39 1230.48 10.00 828.59 12.00 1387.01 3.00 1029.65 

12.33 1220.35 10.00 828.45 11.90 1381.31 3.00 1013.35 

12.50 1223.40 12.20 1390.80 3.00 989.50 

C2 RC2 

NV TO llV 

3.00 591.78 3.38 

3.00 595.38 3.62 

3.00 590,32 3.62 

3.00 590.32 3.62 

3.00 590.30 3.25 

3.00 589.86 3.25 

3.00 592.00 3.25 

3.00 590.00 3.25 

3.00 590.00 3.25 

3.00 589,86 3.25 

3.00 589.86 3.25 

3.00 590.06 3.25 

3.00 593.19 3.38 

3.00 592.97 3.33 

3.00 592.89 3.33 

3.00 592.04 3.33 

3.00 591.85 3.33 

3.00 596.19 3,63 

3.00 592.97 3.58 

3.00 591.06 3.54 

3.00 590.49 3.46 

3.00 590.49 3.38 

3.00 597.84 3.25 

3.00 589.86 3.25 

3.00 590.30 3.25 

3.00 589.86 3.25 

3.00 592.29 3.38 

3.00 592.12 3.25 

3.10 616.44 4.18 

3.00 611.25 4.18 

3.00 610.28 4.18 

3.00 592.75 3.38 

3.00 591.14 3.38 

3.00 590.91 3.38 

- 3.50 

TO 

1139,70 

1207.37 

1155.47 

1139.79 

1141.07 

1128.38 

1154.00 

1144.00 

1140.00 

1143.70 

1129.43 

1258.15 

1191.87 

1168.34 

1163.08 

1153.63 

1149.28 

1187.41 

1168.63 

1155.86 

1156.77 

1155.74 

1255.22 

1170.85 

1171. 75 

1150.48 

1133.42 

1158.05 

1249.80 

1245.06 

1244.77 

1248.34 

1220.28 

1198.63 

1205.40 

12.25 

12.03 

1208.40 10.00 828.38 11.80 1370.72 2.85 986.90 3.00 609.39 3.33 1167.24 

12.11 

12.11 

13.73 

13.70 

12.30 

13.20 

12.58 

1213.50 10.00 828.38 11.63 

1232.18 10.00 828.44 11.70 

1218.56 10.00 828.38 11.70 

1190.69 10.00 828.40 13.27 

1189.28 10.00 828.38 13.34 

1247.23 10.00 834.44 12.04 

1280.13 10.00 889.31 12.81 

1296.80 10.00 838.01 12.13 
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1380.06 2.73 985.36 3.00 591.85 3.28 1156.39 

1403.34 2.78 982.47 3.00 590,31 3.25 1162.43 

1389.68 2.78 967.19 3.00 589.85 3.25 1146.61 

1363.61 5.61 885.99 3.00 589.93 6.43 1014.06 

1352.38 5.64 886.60 3.00 589.95 6.44 1013,72 

1406.46 2.88 1025.69 3.00 591.03 3.34 1205.12 

1467.33 3,23 1105.82 3.14 688.02 3.63 1271.05 

1446.20 3.00 1117.70 3.00 589.93 3.38 1360.57 



with 12 and each pheromone trail of DMIN is set with 13. 

After changing the way of pheromone initialisation as described above, the new 

DACS system is tested using five different pheromone evaporation values, p = 0.0, 

0.1, 0.5, 0.8 or 1.0 in order to have a better understanding of its behavior. From 

the results in Tables B.3 and B.4, it can be recognised that the results are rather 

bizarre and strange and as if they say when there is no evaporation, p = 0.0, the best 

results are gained in terms of the number of vehicles (13.75 for R1-100 and 23.17 for 

Rl-200). For that, this issue is going to be investigated further in Section 4.5.3. 

Additionally, it can be seen from Tables B.3 and B.4 that the pheromone ini

tialisation of 1/ dCiCj is significantly better than (in terms of the total of travelled 

distances, on average by 8.22%) the new way of pheromone initialisation using V-1 

and V in VMIN and DMIN respectively and as a result the latest way of pheromone 

trail initialization is discarded. 

4.5.3 What pheromone trail re-initialisations can do? 

Because of the controversial issue regarding the pheromone initialisation using V-1 

and V in VMIN and DMIN respectively and the pheromone evaporation when it 

equals zero in Section 4.5.2, the issue of pheromone initialisation and evaporation 

is thought about for the third time. Of course, this controversial issue has led the 

author to manage a careful investigation for two reasons. 

The first reason is to let the DACS system behave in performance in the same way 

as the MACS-VRPTW system in [4] and to bring results that are also comparable 

with the results of other VRPTW algorithms like LS [28] and LS+ TA [28]. The 

second reason is to answer this controversial question: Why Gambardella in [4] has 

used the value 0.1 of the evaporation parameter in MACS-VRPTW? For that, the 

references in [4] [76] were reviewed to check for any sentence that refers to the way 

of initialising the pheromone trail structures in VMIN and DMIN but unfortunately 

it was not clear which way it is needed to initialise each pheromone trail Tcicj with 

and whether the term To is the possibility for doing that. 

Then after reviewing about the pheromone trail initialisation and re-initialisation 

in an ACO technique in [76] that is used for solving Quadratic Assignment Problems 

QAPs, the conclusion was that the pheromone re-initialisation in addition to the 

initialisation itself might lead into improving the performance of the DACS system. 
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Therefore, two major updates are made to the DACS system. The first update 

is to initialise each pheromone trail of the pheromone memory structures of the two 

colonies VMIN and DMIN with l/(n.J$b), where J$b is the total of travelled distances 

of the best global solution \jfgb found so far and n is the number of visited nodes -

depot or vehicle nodes + customer nodes. The second update is to re-initialise the 

pheromone trails once a new best global solution, in terms of the number of vehicles 

in particular, is found. Here, the re-initialisation of the pheromone trails happens, as 

described above, but using the number of vehicles and the total of travelled distances 

of the new best global solution. 

After making the two updates mentioned above, the new DACS system is tested 

on the problem set R1-100 of the problem group PG 100 using the evaporation values, 

p = 0.0, 0.1, 0.5, 0.8 and 1.0. It can be seen from the results obtained in Table B.5 

by the pheromone trail initialisation and re-initialisation with 1/ (n. Jt) is that the 

NV results are significantly better, on average by -3.31%, than the results gained 

in Table 4.2 by DACS 01 that initialises only the pheromone trails with l/dcicj' 

Despite the significant improvement gained because of making the DACS sys

tem initialise and reinitialise with l/(n.Jt), however such way of pheromone trail 

initialisation and re-initialisation has not made the new system in any way behave 

in performance in the same way as the system MACS-VRPTW in [4] and to bring 

results that are comparable to those of the algorithms LS [28] and LS+ TA [28]. 

Nonetheless, it can be recognised from Table B.5 that the results of the new 

DACS system with the evaporation value equal to 0.1 is the best on average, by 

-4.14% for NV and -0.09% for TD, over all the results of the DACS systems with 

other evaporation values like 0.0, 0.5, 0.8 and 1.0. But, such results suggest as well 

that there is not any significant difference in performance between the various DACS 

systems that use the five different evaporation values. Therefore in order to avoid 

any doubt about whether our DACS system is behaving or not in performance as 

MACS-VRPTW in [4], the parametric values of m, p, (3 and PE in Table 4.1 are 

kept from now onwards with the same values used in MACS-VRPTW [4]. 

4.5.4 Is it about reconfiguring the cycle phases? 

Despite the fact of improving the performance of the DACS system because of ini

tialising and re-initialising the pheromone trails with l/(n.J$b) as indicated from 
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Table B.5, however that system is not behaving in performance as well as the per

formance of the MACS-VRPTW system [4] and many other algorithms like LS [28], 

LS+ TA [28] ... etc. 

For that, one thing thought about is to try to reconfigure the cycles of the 

coordinator DACS, the colonies VMIN and DMIN and the XCHNG local search 

by changing the numbers of iterations used, as in Table 4.4, as limits to stop such 

components. In the new DACS system, 5 iterations is used for the cycle of the 

coordinator DACS, 4 iterations is used for each of the two cycles of VMIN and 

DMIN and 500 iterations is used for the cycle of the XCHNG local search. These 

limits, mentioned above, are used also in the DACS systems tested in Sections 4.5.5 

and 4.5.6. 

One of the main reasons behind choosing the number of iterations, as a stopping 

criterion, is that it was not known what are the halting criteria should be used to stop 

the work of each of components mentioned above as in MACS-VRPTW [4]. After 

reconfiguring the cycles of the components mentioned above, it can be seen from 

Table B.6 that the TD result 1505.82 on the problem set R1 of the problem group 

PG100, is significantly better on average by -1.03% but it is not really good enough 

when compared with the TD result 1521.50, of the DACS system that initialises and 

re-initialises the pheromone trails with l/(n.J$b). 

Consequently also, reconfiguring the cycles of the components mentioned above 

has not made any real difference in performance to be as well as the systems MACS

VRPTW system [4], LS [28], LS+TA [28] and so on. 

Table 4.4: The parametric values used in the DACS system with reconfigured cycles. 

Number of artificial ants (m) 10 

Evaporation parameter (p) 0.1 

Heuristic value ((3) 1 

Transition mode probability (PE) 0.9 

Maximum iterations of the cycle phase 5 

Of the system DACS 01 

Maximum iterations of the cycle phase 4 

of each colony (VMIN or DMIN) 

Maximum iterations of the XCHNG 500 

local search 
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4.5.5 What about threading the colonies? 

Despite the fact that the researchers of the MACS-VRPTW system [4] have not 

mentioned clearly whether concurrent threads are used or not, MACS-VRPTW 

may be a multi-threaded system and therefore the issue of concurrent programming 

and its ideas, like multithreaded algorithms and synchronization, are reviewed here 

in order to see the effects of threading the DACS system and its two colonies on the 

performance of the system as a whole. 

In Java, a thread is a single sequential flow of control within a program and 

threads might be used to work on a task each. To let two or more threaded algo

rithms of a multithreaded system run concurrently, the PC machine must have a 

dual processor. Otherwise, the multithreaded system might NOT be considered as 

a system with two or more threads running concurrently. In this case, it may need 

a scheduling algorithm to yield the process of running from a thread to another, if 

the PC system has a single CPU. 

Because our PC uses a single CPU, the deterministic scheduling algorithm (fixed 

priority scheduling) of Java is used in the system Threaded-DACS to help in yielding 

the process of running from a threaded colony to another. Now in Threaded-DACS, 

the system consists of two threaded colonies of VMIN and DMIN that have the 

same level of priority - 10 is the priority level of each thread of the two threaded 

colonies. To make the two colony threads of Threaded-DACS run concurrently, the 

Java instance method yieldO of threads is used at the end of the cycle of a threaded 

colony especially after the ants build their solutions and applying the component of 

pheromone global updating. The reason is to ease yielding the process of running 

from a colony thread to another. 

Now, whether threads can run concurrently or not, threads might or might not 

share resources such as using the instances variables or methods of an object. In 

order to avoid accessing the shared resources by two threaded colonies, like VMIN 

and DMIN in a Threaded-DACS system, in a conflicting way at the same time, the 

instance methods shared by these two threaded colonies must be declared with the 

Java keyword synchronized. Otherwise, some sort of illegal exceptions may come 

out as a result of not prefixing the Java keyword synchronized. 

After threading the colonies, it can be seen from Table B.7 that the system 

Threaded-DACS has improved, on average, the TD results significantly by -0.94% 
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on the problem set R1 of the problem group PG100. But, threading the system and 

its colonies has not made the performance in any way closer to the performance of 

the MACS-VRPTW system [4] and the other VRPTW algorithms in the literature. 

Also, one thing recognized is that it lacks consistency in getting the same kind of 

performance at every time such system is run and this is indicated from the SD 

value in terms of NV (where SD = 0.15), which is greater than that of the DACS 

system where SD = 0.09. Subsequently, adding threads into DACS is disregarded 

because it is unnecessary and makes no real difference. 

4.5.6 Is it about changing the move operator used? 

One of the objectives in this research is to check the effects of using different types 

of local searches on improving the results and the performance of the DACS system 

and to discover whether a small change to the work of the local search would make 

any difference. Another objective is to see what are the effects of using either inter 

or intra-route move operators, applied individually (like 2-0pt, 3-0pt, Or-Opt and 

relocation [9] [7]), on the decision making of the ants. 

For example, would any of these different "individually applied" move operators 

make the decision making of the ants more precise and the results and the perfor

mance of the systems involved much better? As a result, different types of local 

searches that use one move operator each are built in the process of implementation 

to test the five different move operators (2-0pt*, Relocate, Exchange, Or-Opt1 and 

Or-Opt2 [9] [7] [31]), explained below in detail, as substitutes to the move operator 

of the XCHNG local search. 

01- The 2-0pt* move operator replaces two old edges with two new edges in an 

X-like fashion as in Figure 2.2. Note that the local search that uses 2-0pt* 

happens between two routes chosen randomly and therefore the 2-0pt* used 

here is an inter-route improvement operator. The 2-0pt* is different from the 

2-0pt move operator in the sense that it preserves the sequence order of the 

customers in each of the two routes after replacing two old edges with two new 

edges. 

02- The relocate move operator moves one customer from one route to another 

as in Figure 2.4 and therefore it is an inter-route improvement operator. It 
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selects two routes randomly and later it chooses again in a random way one of 

the two routes. Then, it chooses randomly one customer to be relocated from 

the randomly chosen route to a random location in the other route. 

03- The exchange move operator exchanges two customers between two routes as 

in Figure 2.6 and therefore it is an inter-route improvement operator. It starts 

by choosing two routes randomly. After that, one customer is selected ran

domly from a route in order to be exchanged with another customer, selected 

randomly also, from the other route. 

04- The Or-Opt1 move operator moves a continuous segment of customers as in 

Figure 4.10 from one position on a route to another position on the same 

route. It is an intra-route improvement operator and it starts by selecting a 

route randomly. Later, it chooses two random indices on the chosen route. 

The lowest index of the two indices is considered as the start of the segment 

to be removed and the highest index is considered as the end of the segment. 

In this operator, there is not any restriction on the length of the segment to 

be cut out. Next after cutting out the segment of customers, the chosen route 

is reduced to a number of nodes greater than or equal to one. Afterwards, the 

Or-Opt1 selects a random position of the reduced route in order to relocate 

the segment cut out into that random position . 

., 
s 

j+l j j +1 j 

Figure 4.10: Or-Opt1 operator for intra-route improvements. 

05- The Or-Opt2 move operator moves a continuous segment of customers as in 

Figure 4.11 from one position on a route to another position on another route. 

It is an inter-route improvement operator in which two routes are selected at 

random. Subsequently, one of the two routes is randomly selected for removing 
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a segment of customers while the other route is selected for hosting the removed 

segment. The length of the segment to be cut out is chosen randomly and is 

restricted to be between 1 and 3 customers. In order to cut out a segment 

from a route, two random indices are chosen on the route. The lowest index 

of the two indices is considered as the start of the segment and the highest 

index is considered as the end of the segment. Later, a random position on 

the hosting route is selected randomly to embed the segment to be cut out 

from the route, chosen for removing that segment. 

i-I k+l 

• 

j+J j j+J j 

Figure 4.11: Or-Opt2 operator for inter-route improvements. 

The question that comes possibly to the mind is that why the local searches that 

use the five neighbourhood operators described above are taken into consideration in 

this experimental work. The reason is that the researchers of MACS-VRPTW in [4] 

have said that the type of the local search procedure, they are using, has similar 

moves to the CROSS exchanges mentioned in [31]. In addition, some researchers [31] 

declares that the move operator of CROSS exchanges is a generalization of the 2-

Opt* and Or-Opt move operators. Consequently, it is believed the same thing is 

true for the move operators explained above and it is worthwhile to check what each 

move can do when it is applied individually. 

As indicated from Table B.S, adding a new move operator to work on its own 

individually instead of another one has not made the performance of the DACS 

system in any way near from the performance of the MACS-VRPTW system [4] 

and the other VRPTW algorithms in the literature. Additionally, the change of the 

move operator of XCHNG into a new move operator has not made the ants more 

accurate enough in their decision-making. 
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The local search of 2-0pt in Table B.8 is the only one, which has improved 

the TD result on average by -1.49% on the problem set R1 of the problem group 

PG 100. But, its main obstacle is that it is not good enough for it to work on its 

own without the help of other move operators. For that, the idea of letting inter or 

intra-route move operators work on their own individually is ignored and as a result 

the idea is now to try to join two or more move operators to work together as intra 

and inter-route improvement heuristics at the same time - For more information, 

check Section 4.6.1. 

4.6 Different configurations of the double ant colony 

system - DACS 02 

Despite the experimental campaign done as in Sections 4.5.2, 4.5.3, 4.5.4, 4.5.5 

and 4.5.6 and the fact that the results and the performance of the DACS system have 

improved as in Table B.5 in comparison to the results and the performance of the 

original system DACS 01 in Section 4.5.1, however the MACS-VRPTW system [4] 

and other VRPTW algorithms like LS [28] and LS+TA [28] are still outperforming 

the DACS system. 

Consequently in this section, an experimental work on a system called DACS 02 

is done and this system has all the features described in Section 4.4 but with the 

exception of four components, which are mentioned below. The DACS 02 system 

applies the parametric values in Table 4.5, which are used as well by all DACS 

systems tested onwards. 

C1- The push forward and push backward strategy PFPBS. 

C2- The hybrid local search HLS. 

C3- The variant of the 2-0pt move. It is not used in the local search of quadruple 

moves. 

C4- The candidate lists. They are not used in the probabilistic-state transition 

component and the insertion procedure. 

For that at the start, the effects of using a local search of triple moves in DACS 

02 are discussed in Sections 4.6.1 and 4.6.2 on the problem groups PG100, PG200 
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Table 4.5: The parametric values used in the new DACS systems onwards. 

Number of ants (m) 10 

Evaporation parameter (p) 0.1 

Heuristic value ((3) 1 

Transition mode probability (PE) 0.9 

CPU time limit in seconds 100, 300, 400, 

600, 1200, 1800, 

2400 or 4800 

Maximum iterations of the cycle phase 1 

of each colony (VMIN or DMIN) 

Maximum iterations of the until no improvement 

TripleMovesLS local search can be found 

and PG400. Also, the search ways of ants in Section 4.6.3 and the initialisation 

techniques used to get the first best global solution in Section 4.6.4 and their effects 

are discussed. Furthermore, the kinds of candidate lists that should be used by 

the ants' routing builder are considered and investigated in Section 4.6.5. Finally 

in Section 4.6.6, some experiments with the pheromone updating and local search 

moves near the depot nodes are talked about. 

4.6.1 What is the effect of USIng a local search of triple 

moves? 

As in Sections 4.5.1 and 4.5.6, letting any move operator work, on its own individu

ally in a local search and as either an inter or an intra-route improvement heuristic, 

has resulted in making the system miss many search points in the search space 

of solutions already available. Also, using the random strategy, in relocating and 

swapping customers or replacing old edges with new ones, has made the efficiency, 

performance and results of the DACS systems implemented so far not to be as good 

as the performance and results of the other VRPTW algorithms in the literature. 

Moreover, such individually applied move operators suffer from the fact that 

they are not using the candidate lists, which may help in limiting the search space 

in areas that are more likely to lead to good quality solutions. In addition, the way, 

in which such move operators are configured individually with other elements in the 
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local search, makes them unable of emptying routes with small numbers of visited 

customers and relocating such customers into other routes. 

Therefore, it might be worthwhile to try two or more move operators, which 

are inter and intra-route improvement heuristics at the same time, to work together 

within a local search and with the help of candidate lists as explained in Section 4.4.8 

rather than depending only on one move operator as described earlier. 

In order to check the effect what is described in the previous paragraph, a local 

search of triple moves (Ml to M3 in Section 4.4.8) is tested on the problem group 

PG 100 for three runs at six different amounts of CPU time - 100, 300, 400, 600, 

1200 and 1800. From Tables 4.6, 4.7 and 4.8, it can be seen that after 300 to 400 

seconds the results and the performance of DACS 02 have improved dramatically, 

on average by -17.04% for TD and by -1.67% for NV, on all the six problem sets 

of PGI00 (except C2) when compared with that of the system DACS 01. The best 

and worst-case performances of DACS 02 are much better as well. 

In comparison to the other VRPTW algorithms (like MACS-VRPTW, SA+LNS, 

LS, LS+TA ... etc) in Table 4.3, DACS 02 has on average a percentage of deviation, 

equal to 4.38% for NV and 3.87% for TD, which is a lot better than that of DACS 

01 - 6.37% for NV and 25.59% for TD. For instance as indicated from Tables 4.6, 

DACS 02 is a lot closer to MACS-VRPTW and the percentage of deviation, after 

300 to 400 seconds, is on average equal to 5.37% for NV and 4.39% for TD. Also 

when it comes to SA+LNS run for 1800 seconds, DACS 02 after 300 to 400 seconds, 

as in Tables 4.7 and 4.8, is closer to it on average by 7.08% for NV and 3.92% for 

TD. 

Also from Tables 4.6 and 4.9, it can be understood when DACS 02 is run for a 

certain amount of short CPU time like 300 to 400 seconds or for a certain amount 

of long CPU time like 1200 to 1800 seconds, it does not mean that the system is 

going to bring out the same kind of behaviour described in such tables. However, 

if DACS 02 is run for longer CPU times such as 1200 and 1800 seconds on each 

problem instance, the system is often expected to get even further improved results 

and performance. 
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Table 4.6: Comparison between the average case performances of t he algorithms 

DACS 02 and DACS 01 , after three runs, on t he problem group PGlOO. 

OACS 02 - AVGs 

SO. 

% to DACS 01 

% to MACS-Va?lV [ 4J 

OAes 02 - Aves 
SO. 

% to DAes 01 

% to KACS-VRPTV [4] 

OAes 02 - Aves 
SO. 

% to DACS 0 1 

% to HACS-VRPTV [ 4] 

DACS 02 - Aves 

SO. 

% to OACS 01 ' 

% to KACS-VRPTV [41 

DACS 02 - Aves 

SO. 

% to DACS 01 

% to HACS-VRPTW (4] 

OACS 02 - Aves 

SO. 

% to OACS 01 

% to KACS-VRPTV (4) 

OACS 0 1 - Aves 

SA+L!IS [29] -AVGs 

MACS-VRP! V (4) - Aves 

HGA (28] - Aves 

HCA+!A (28) - AVCs 

LS (26] - Aves 

LS+TA [26] - Aves 

Tine(aeCB.) 

100 

300 - 400 

100 

300 

300 - 400 

300 

400 

300 - 400 

300 

600 

300 - 400 

600 

1200 

300 - 400 

1200 

1800 

300 - 400 

1800 

300 - 400 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 

126 

156 

RI el Rei R2 

flV TO flV TO flV TO IIV 

13.44 1289.43 10.00 860.55 13.2 1 1454.84 3.27 

0.05 13.69 0.00 11.28 0.07 B.S8 0.09 

-4.54 - 15.33 0.00 -11.91 -3.94 - 14.15 2.66 

7.13 6. 14 0.00 3.88 6.01 4.25 7.30 

13.25 1245.12 10.00 855.92 12.B8 1422.21 3.16 

0.14 4. 18 0.00 5.18 0. 13 10.01 0.00 

- 5.92 -18.24 0.00 -12.38 -6.36 -16.08 0.00 

6.43 2.65 0.00 3.33 G.g 2.38 6.06 

13.31 1247.99 10.00 844.26 12.83 1427.10 3.18 

0.10 9.33 0.00 8.24 0.14 6.44 0.00 

- 5.52 -18.05 0.00 -13.57 -6.67 -15.79 0.00 

6.87 2.89 0.00 1.92 5.80 2.73 6.06 

13. 17 1244.77 10.00 860.31 12.7 1 1412.59 3. 18 

0.00 4.56 0.00 18.15 0.14 12.86 0.00 

-6 . 51 -18.26 0.00 -11.93 - 7.58 - 16.64 0.00 

6.35 2.59 0.00 3.85 5.20 2.33 6.06 

13.14 1231.12 10.00 847.72 12.58 1414,30 3.15 

0.17 13.07 0.00 5,51 0,07 9,70 0.05 

-6.71 - 19.16 0.00 -13.22 -8.48 -16.54 -0,95 

6.13 1.61 0.00 2,33 5,21 2,07 5,05 

13.00 1225.67 10.00 835.91 12.75 1404.20 3.18 

0. 14 11.34 0.00 5,64 0,00 9.93 0.00 

-7.69 -19.5 1 0.00 -14.43 -7.27 -17.14 0.00 

5,01 1.23 0.00 0.91 6.96 1.16 6.06 

14.06 1522.81 10.00 976.86 13.75 1694.65 3.16 

12.25 1208.40 10.00 828,38 11.60 1370.72 2.85 

12.03 1213.50 10.00 628.36 11.63 1360.06 2,73 

12.55 1214.80 10.00 826.40 12.46 1395.47 3,05 

12,45 1212,95 10.00 626.38 12.13 1389.15 3.00 

12.38 

12.38 

12.38 

12.17 

12.17 

12.08 

12.08 

1213.35 

1211.64 

1210,63 

1243.72 

1215.23 

1247.12 

1222.69 

10.00 828.38 

10.00 628.38 

10,00 828.38 

10,00 828.71 

10.00 828.38 

10.00 828.50 

10.00 826.38 

12.08 

11.96 

11,92 

11.88 

11.88 

11.63 

11.63 
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1380.38 3.00 

1385.65 3.00 

1388,13 3.00 

1399.76 2.73 

1380.55 2.73 

1418.53 2.73 

1398 . 83 2.73 

e2 Re2 

TO IIV TO flV TO 

1094.37 3.29 668.60 3.83 1330.21 

25.80 0.07 9.32 0.19 27.46 

-18.80 9.72 -3.63 3.37 -15.97 

12.59 9.72 12.71 13.4 1 11.61 

1063.77 3.08 610.94 3.67 1273.33 

3.88 0.07 17.81 0.14 12.63 

- 21.07 2.78 - 11.94 - 1. 12 -1 9.57 

9.77 2.78 3.03 10.11 8 . 99 

1038.20 3.08 600.10 3.71 1246.69 

10.25 0.07 7.35 0.07 23.98 

- 22.97 2.78 - 13.51 0.00 -21.25 

7.13 2.78 1.20 11.36 6.71 

1020.19 3.00 593,24 3.71 1199.88 

5.64 0.00 1.93 0.07 9.06 

- 24.31 0,00 -14,50 0,00 -24,21 

5.68 0,00 0.06 11.36 3.16 

994.12 3,00 592,63 3.58 1173.25 

7,31 0.00 2.14 0.07 13.41 

-26.24 0.00 -14.60 -3.37 -25.89 

3.33 0,00 0.08 7.61 1.70 

983.86 3.00 591.92 3.5.. 1157.52 

7.24 0.00 1.07 0.07 5.61 

-27.00 0.00 -14.69 - 4.49 - 26.66 

2.45 0.00 0,01 6.36 0.72 

1347.79 3.00 693.81 3,71 1583,11 

986.90 3.00 609.39 3.33 1167.24 

965.36 3,00 591.65 3,28 1156.39 

971.97 3.00 593.19 3.38 1191.87 

969,09 3,00 592,97 3.33 1168.34 

965.37 

962,07 

960.31 

3.00 592.89 3.33 

3.00 592.04. 3.33 

3.00 591.65 3.33 

1025.80 3.00 597.84 3.25 

975,93 3.00 589.86 3.25 

998.70 3.00 590.30 3.25 

977.28 3.00 589.86 3.25 

1163,08 

1153.63 

1149.28 

1255,22 

1170.85 

1171.75 

1150. 48 



Table 4.7: Comparison between the average case performances of DACS 02 and 

other VRPTW algorithms, after three runs of 300 seconds, on the problem group 

PGlOO. Check Tables C.l and C.2 for more information about the best and worst 

case performances. 

Plio. 

01 - AVGs 

SO. 
% to DAGS 01 

02 - AVGs 

SD. 

% to DAes 01 

03 - AVGs 

SD. 

% to DAGS 01 

04 - AVGs 

SD. 

% to DACS 01 

05 - AVGs 

SD. 

% to DACS 01 

06 - AVG s 

SD. 

% to DACS 01 

01 - AVGs 

SD. 

% to DACS 01 

08 - AVGs 

SD. 

% to DACS 01 

09 - AVGs 

SD. 

% to OACS 0 1 

10 - AVG s 

SD. 

% to OACS 01 

11 - AVGs 

SD. 

% to OACS 01 

12 - AVGs 

SD. 

% to DACS 01 

OACS 02 - AVGs 

SD. 

% to OACS 01 

% to SAtLiIS (29] 

OACS 01 - AVGs 

SAtLIIS [29] -AVGs 

HACS-VRPT'J [4)-AVGs 

HGA (28] - AVGs 

HGAtTA (28) - AVGs 

LS (28] - AVGs 

LStTA (28) - AVGs 

Ti!:le(SBCB.) 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

1800 

300 - 400 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 

126 

156 

R1 e l ReI R2 

!IV TO trV TO IIV TO IIV 

19.67 1664.04 10.00 828.94 15.33 1750.18 4.00 

0.58 6.57 0.00 0.00 0.58 92.76 0.00 

-4.84 -12.17 0.00 -2.77 ,-8.00 -11.93 0.00 

18.00 1518.09 10.00 904.26 14.00 1531.98 4.00 

0.00 13.62 0.00 79.18 0.00 16.85 0.00 

-3.57 -19.11 0.00 -7.44 -2.33 -16.47 . 0.00 

14.00 1266.08 10.00 915.84 12.00 1366.34 3.00 

0.00 22 . 85 0.00 32.10 0 . 00 17.35 0.00 

-6.67 -21 .47 0.00 -15.28 0.00 -14.36 0.00 

10 , 33 1057.89 10.00 895.12 11. 00 1207,06 3.00 

0.58 23.45 0.00 32.29 0.00 7.79 0.00 

-13.89 -19.74 0.00 -23.16 -8.33 - 18.03 0.00 

14.67 1439.92 10.00 828.94 15,00 1603.31 3.00 

0.58 3 1. 33 0.00 0.00 0.00 7.91 0.00 

-4.35 -16.74 0.00 - 2.88 - 6.25 -14.25 0.00 

13.00 1308.11 10.00 843.39 12.67 1430.74 3.00 

0.00 1.71 0.00 25,03 0.58 24,96 0.00 

-9.30 -19.60 0.00 -7.07 - 9.52 -1 6.19 0.00 

11.67 1138.78 10.00 828.94 12.00 1299,51 3.00 

0.58 19.36 0.00 0.00 0.00 16,09 0.00 

-2.78 -18.01 0.00 -15.76 - 7.69 -19.63 0.00 

10,67 1006,74 10.00 828,94 11. 00 118B.55 3,00 

0.58 19.46 0.00 0.00 0.00 23.02 0.00 

-3. 03 -18.95 0.00 -13 . 06 -8 . 33 -19,38 0.00 

12,00 1233.19 10.00 828.94 

0.00 

-18,56 

3.00 

0.00 

0,00 

0.00 44.73 0.00 

- 12.20 -19.28 0.00 

12.00 

0,00 

-2 . 70 

12.00 

0.00 

-7.69 

11.00 

0.00 

0.00 

13.25 

0.14 

-5.92 

8. 16 

14.08 

12.25 

12.03 

12.55 

12.45 

12.38 

12.38 

12,38 

12 . 17 

12,17 

12.08 

12.08 

1152.52 

24,00 

-16,89 

1145,14 

11 .24 

-19,59 

1010.30 

12.55 

-18.88 

3.00 

0,00 

0,00 

3.00 

0,00 

0.00 

1245.12 10.00 855.92 12.88 1422.21 3,18 

4.18 0.00 5.18 0. 13 10.01 0.00 

-18.24 0,00 -1 2.38 - 6.36 -16.08 0.00 

3.04 0,00 3.33 9,11 3.76 11.64 

1522,8110,00 976,86 13,75 1694,653.18 

1208.40 10.00 828.38 11.80 1370.72 2.85 

1213,50 10,00 828.38 11.63 1380.06 2.73 

12 14,80 10.00 828.40 12.46 1395.47 3.05 

1212.95 10.00 828.38 12,13 1389, 15 3.00 

1213.35 10.00 828.38 12,08 1380,38 3.00 

1211.64 10.00 828.38 11.96 1385.65 3.00 

1210.83 

1243.72 

1215.23 

1247. 12 

1222.69 

10. 00 

10.00 

10.00 

10.00 

10.00 

828.38 

828.71 

828.38 

828.50 

828.38 

11.92 

11.88 

11.88 

11.63 

11.63 
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1388.13 

1399.76 

1380.55 

1418.53 

1398.83 

3.00 

2.73 

2.73 

2.73 

2.73 

e2 Re2 

TO IIV TO !IV TO 

1453.22 3.00 591.56 4.00 1629.50 

69.12 0.00 0.00 0.00 99.57 

- 17.41 0.00 0.61 -7.69 -14.22 

1255,59 3.00 591.56 4.00 1403.23 

31.07 0.00 0.00 0.00 14.95 

- 18.42 0.00 - 22.22 0.00 -18.06 

1124.07 3.00 600.92 3.67 1252,26 

18.37 0,00 8,70 0,58 81,0 1 

- 19.56 0.00 -25.66 10 . 00 - 18.39 

864.69 3.67 149.48 3,00 959,46 

6.09 0.58 151.05 0,00 24.24 

- 23,70 22 .22 - 9,32 0.00 -16.71 

1153.54 3.00 588.88 4.00 1502.09 

14,82 0.00 0.00 0.00 52 .1 0 

-20,01 0,00 -2,76 -7 ,69 - 19.76 

1058.76 3.00 588.49 3.67 1255.22 

16,71 0,00 0,00 0.58 20.38 

-19.49 0,00 -8.70 0,00 -22,67 

963.50 3.00 588.29 4.00 1202.62 

9.97 0.00 0.00 0.00 37,72 

- 23.24 0.00 - 10.66 0.00 -2 ... 86 

816.32 3.00 588,32 3.00 982,29 

5.74 0,00 0,00 0,00 10.63 

- 22.48 0.00 -10.67 0.00 -22.7 1 

1058.73 

39.29 

-18.61 

1056.05 

11.41 

- 26.60 

897.01 

37.01 

-24.70 

1063.77 3.08 

3.88 0.07 

-21.07 2,78 

7.79 2.78 

1347.79 3.00 

986.90 3.00 

985.36 3.00 

971.97 3.00 

969.09 3.00 

965,37 3.00 

962.07 3.00 

960.31 3.00 

1025.80 3.00 

975 .93 3.00 

998,70 3.00 

977,28 3.00 

610.94 3.67 1273.33 

17.81 0.14 12.63 

-11.94 -1.12 -19.57 

0,25 10.11 9.09 

693.81 3.71 1583.11 

609.39 3.33 1167.24 

591.85 3.28 1156,39 

593.19 3.38 1191.87 

592.97 3.33 1168.34 

592.89 3.33 1163.08 

592.04 3.33 1153.63 

591.85 3.33 

597.84 3.25 

589.86 3.25 

590.30 3.25 

589.86 3.25 

1149.28 

1255.22 

1170 . 85 

1171.75 

1150.";8 



Table 4.8: Comparison between t he average case performances of DACS 02 and 

other VRPTW algorithms , after three runs of 400 seconds, on the problem group 

PG100. Check Tables C.3 and C.4 for more information about the best and worst 

case performances. 

P~lo . 

01 - AVGs 

SO. 
% to DACS 01 

02 - AVGs 

SO. 

% to DAes 01 

03 - AVGs 

SO. 

% to DACS 01 

04 - AVGs 

SO. 

% to DACS 01 

as - AVGs 

SO. 

% to DACS 01 

06 - AVGs 

SO. 

% to DACS 01 

07 - Aves 
so. 
% to DACS 01 

08 - Aves 
so. 
% to DACS 01 

09 - Aves 
so. 
% to DACS 01 

10 - AVGs 

SO. 

% to DACS 01 

11- AVGs 

SO. 

% to DACS 01 

12 - Aves 
so. 
% to DACS 01 

DACS 02 - AVGs 

SO. 

% to DACS 0 1 

% to SA+UIS (29] 

DACS 01 - AVCs 

SA+LI1S [29] - AVGs 

MACS-VRPT'J [4]-AVCs 

HCA [28] - Aves 
HCA+TA [28] - Aves 

LS [28] - AVGs 

LS+TA (28J - Aves 

Tice(S8CS.) 

.00 

300 - 400 

.00 

300 - 400 

.00 

300 - 400 

.00 

300 - ~oo 

.00 

300 - 400 

.00 

300 - 400 

.00 

300 - 400 

.00 

300 - 400 

<00 

300 - 400 

.00 

300 - 400 

<00 

300 - 400 

<00 

300 - 400 

.00 

300 - 400 

1800 

300 - 400 

1800 

7200 

.00 

300 

600 
1200 

1800 

1800 

209~ 

.26 

.56 

01 e. oe. 

!IV TO IIV TO IIV 

19.67 1671.25 10.00 828.94 15.33 

0.58 12.86 0.00 0.00 0.58 

- 4.84 -11.79 0.00 -2.77 -8.00 

18 . 00 1503.95 10.00 843.18 14 .00 

0.00 14.18 0.00 24.66 0.00 

- 3.57 -19.86 0.00 -13.69 -2.33 

14 .00 1279.04 10.00 922 . 92 12.00 

0.00 28.47 0.00 30.32 0.00 

-6. 67 - 20.66 0.00 -14.63 0.00 

10.33 1064 . 66 10.00 858 . 57 11 .00 

0.58 35.02 0.00 29.68 0.00 

-13.89 -19.23 0.00 -26.29 - 8.33 

15 .00 1449.62 10.00 828 . 94 15.00 

0.00 41.68 0.00 0.00 0.00 

-2. 17 -16.18 0.00 - 2.88 -6.25 

13 .00 1314.18 10.00 828.94 12.67 

0.00 17.93 0.00 0.00 0.58 

-9.30 - 19.26 0.00 -8.66 -9.52 

11. 67 1122. 12 10.00 828 . 94 11. 67 

0.58 15.55 0.00 0.00 1.15 

- 2.78 - 19.20 0.00 -15.76 -10.26 

10.33 1044 . 32 10.00 828.94 11. 00 

0.58 44.04 0.00 0.00 0.00 

-6.06 -15.92 0.00 -13.06 -8.33 

13.00 

0.00 

- 4.88 

11 .67 

0.58 

-5.41 

12 .00 

0.00 

-7.69 

11.00 

0.00 

0.00 

13 .31 

0.10 

- 5.52 

8.62 

14.08 

12. 25 

12.03 

12.55 

12.45 

12.38 

12.38 

12.38 

12.17 

12.17 

12.08 

12.08 

1220.88 10.00 828.94 

15 .11 0.00 0.00 

-20.09 0.00 -18.56 

1179.42 

31.15 

-14.95 

1129 . 21 

5.83 

-20.71 

997 . 21 

8.93 

- 19.93 

1247.99 10.00 844. 26 12.83 

9.33 0.00 8.24 0.14 

- 18.05 0.00 -13.57 -6.67 

3.28 0.00 1.92 8.76 

1522.81 10.00 976.86 13.75 

1208.40 10.00 828.38 11. 80 

1213.50 10.00 828.38 11.63 

1214.80 10.00 828.40 12.46 

1212.95 

1213.35 

1211.64 

1210.83 

1243.72 

1215.23 

1247.12 

1222.69 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

828.38 

828.38 

828.38 

828.38 

828.71 

828.38 

828.50 

828.38 

12.13 

12.08 

11.96 

11.92 

11.88 

11.88 

11.63 

11.63 

136 

02 

TO IIV 

1730.44 4.00 

42.07 0.00 

-12 . 93 0.00 

1511.26 4 .00 

5.15 0.00 

-17 .60 0.00 

1372.33 3.00 

22.35 0.00 

-13.99 0.00 

1246.76 3.00 

61.88 0.00 

-15.33 0.00 

1618.24 3.00 

10.72 0.00 

-13.45 0.00 

1423.92 3.00 

6.80 0.00 

-16.59 0.00 

1317.52 3.00 

28.67 0.00 

-18.51 0.00 

1196.29 3.00 

57.84 0.00 

-18.86 0.00 

3.00 

0.00 

0.00 

3.00 

0.00 

0.00 

3.00 

0.00 

0.00 

1427.10 3.18 

6.44 0.00 

-15.79 0.00 

4.11 11. 64 

1694.65 3.18 

1370. 72 2.85 

1380.06 2.73 

1395.47 3.05 

1389.15 3.00 

1380.38 3.00 

1385.65 3.00 

1388. 13 3.00 

1399.76 2.73 

1380.55 2.73 

1418.53 2.73 

1398.83 2.73 

e2 oe2 

TO IIV TO IIV TO 

1340.90 3.00 591.56 4 . 00 1623 . 79 

10.43 0.00 0.00 0.00 113 .66 

- 23.79 0.00 0.61 - 7.69 - 14.52 

1239.77 ).00 591.56 4.00 1395.92 

34.00 0.00 0.00 0.00 45.70 

-19.45 0.00 -22.22 0.00 - 18.49 

1070.75 3.00 591.17 3.67 1191.35 

44.05 0.00 0.00 0.58 50.09 

-23.38 0.00 -26.86 10.00 - 22.36 

872 . 09 3.67 672 . 51 3.00 929.03 

7.84 0.58 58.77 0.00 21.02 

-23.05 22.22 -18 .63 0.00 -19 .35 

1132.91 3.00 588.88 4.00 1449.10 

15. 82 0.00 0.00 0.00 26 .48 

-21.44 0.00 -2.76 -7.69 -22.59 

1066.58 3.00 588 .49 4.00 1259.32 

10.47 0.00 0.00 0.00 8.14 

-18.89 0.00 - 8.70 9.09 -22.41 

934.67 3.00 588.29 4.00 1164 , 10 

19.78 0.00 0.00 0.00 19 .-4 1 

-25.54 0.00 -10.66 0.00 -27.26 

801.97 3.00 588 . 32 3.00 960 , 93 

12.09 0.00 0.00 0.00 50.75 

- 23 .85 0.00 -10.67 0.00 -24.39 

1000 . 18 

11. 23 

- 23.11 

1066.26 

33.02 

- 25.89 

894.12 

8.89 

-24.94 

1038.20 3.08 

10.25 0.07 

-22.97 2.78 

5.20 2.78 

1347.79 3.00 

986.90 3.00 

985.36 3.00 

971.97 3 . 00 

969.09 

965.37 

962.07 

960.31 

3.00 

3.00 

3.00 

3.00 

1025.80 3.00 

975 .93 3 .00 

998.70 3.00 

977.28 3.00 

600.10 3.71 1246.69 

7. 35 0.07 23.98 

-13.51 0.00 -21.25 

-1.52 11.36 6.81 

693.8 1 3.71 1583.11 

609.39 3.33 11 67.24 

591.85 3.28 1156.39 

593. 19 3.38 1191.87 

592.97 3.33 

592.89 3.33 

592.04 3 . 33 

59 1.85 3.33 

597.84 3.25 

589.86 3.25 

590.30 3.25 

589.86 3.25 

1168.34 

1163.08 

1153.63 

11 49.28 

1255.22 

1170.85 

1171.75 

1150 . 48 



Table 4.9: Comparison between the average case performances of DACS 02 and 

other VRPTW algorithms, after three runs of 1800 seconds, on the problem group 

PG100. Check Tables C.5 and C.6 for more information about the best and worst 

case performances. 

Plio. 

01 - Aves 

so, 
% to OACS 01 

02 - AVGs 

SO, 

% to DACS 01 

03 - Aves 

so, 
% to OACS 0 1 

04 - Aves 

so, 
% to DACS 01 

05 - Aves 

so, 
% to DACS 01 

06 - AVG s 

SO, 

% to DACS 01 

07 - Aves 

so, 
% to DACS 01 

08 - Aves 

so, 
% to DACS 0 1 

09 - AVCs 

SO, 

% to DACS 01 

10 - AVG s 

so, 
% to DACS 0 1 

11 - Aves 

so, 
% to DACS 01 

12 - Aves 

so, 
% to DACS 01 

DACS 02 - Aves 

so, 
% to DACS 01 

% to SA-+lIIS (29) 

DACS 01 - Aves 

SA-+LIiS (29) -Aves 

HACS- VRPTV (4)-AVGs 

HeA (28) - Aves 

HCA+TA [28) - Aves 

LS [28] - Aves 

LS+TA [28) - Aves 

Rl 

Tice(S8CS.) IIV 

1800 19.33 

0.58 

300 - 400 - 6.45 

1600 17 .33 

0.58 

300 -400 -7.14 

1800 14.00 

0.00 

300 - 400 - 6.67 

1800 11. 00 

0.00 

300 - 400 -8.33 

1800 14.67 

0.58 

300 - 400 -4.35 

1800 13.00 

0.00 

300 - 400 - 9.30 

1800 11.33 

0.58 

300 - 400 - 5.56 

1800 10.00 

0.00 

300 - 400 -9.09 

Cl RCI R2 

TO flV TO IIV TO !IV 

1692 . 56 10.00 828.94 15.33 1707.58 4.00 

31.86 0.00 0.00 0.58 35.55 0.00 

-10.66 0.00 -2.77 -8.00 -1 4.08 0.00 

1499.39 10.00 828.94 13.67 1512.20 4 .00 

15.25 0.00 0.00 0.58 19.85 0.00 

-20.10 0.00 -15.15 - 4.65 -17.55 0.00 

1236.68 10.00 873.97 11.67 1341.39 3.00 

6.83 0.00 30.58 0.58 23.88 0.00 

- 23.29 0.00 - 19 .16 -2.78 -15.93 0.00 

1020.10 10.00 846.65 11 .00 1184.33 3.00 

7.79 0.00 20 . 46 0.00 8.40 0.00 

-22.61 0.00 -27.32 -8.33 -19.57 0.00 

1421.98 10.00 828.94 14.67 1600.63 3.00 

42.11 0.00 0.00 0.58 27.11 0.00 

-17.78 0.00 - 2.88 - 8.33 -14.39 0.00 

1312.56 10 . 00 828 . 94 12.67 1461.58 3.00 

20 . 93 0.00 0.00 0.58 64.09 0.00 

- 19.36 0.00 -8.66 -9.52 -14.38 0.00 

1115.36 10.00 828 . 94 12.00 1264.60 3.00 

17. 15 0.00 0.00 0.00 29.59 0.00 

-19.69 0.00 - 15 .76 -7.69 -21.78 0.00 

979.53 10.00 828 . 94 11 .00 1161.30 3.00 

U.U 0.. 0.00 D.. gU D. 
- 21.14 0. 00 -13.06 -8.33 - 21.23 0.00 

1800 12.00 1218.66 10.00 828.9'; 

0.00 

-18.56 

3.00 

0.00 

0.00 300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

7200 

1. 
300 
6DO 

1200 

1800 

1800 

2094 

126 

156 

0.00 40.26 0.00 

- 12.20 - 20.23 0.00 

11. 33 1116.85 

0.58 7.84 

-8.11 - 19.46 

11.67 1106 . 42 

0.58 30.08 

- 10.26 - 22 .31 

10.33 

0 .58 

- 6.06 

13.00 

0.14 

- 7.69 

6.12 

14.08 

12.25 

12.03 

12.55 

12.45 

12 .38 

12 . 38 

12.38 

12.17 

12 .17 

12.08 

12. 08 

987.93 

10.90 

-20.67 

1225 . 67 10.00 

11.34 0.00 

-1 9.51 0.00 

1.43 0.00 

1522.81 10.00 

1208.40 10.00 

1213.50 

1214.80 

1212.95 

1213 .35 

1211.64 

1210.83 

1243.72 

1215.23 

1247.12 

1222.69 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10. 00 

3 .00 

0.00 

0.00 

3.00 

0.00 

0.00 

835 . 91 12 . 75 1404 . 20 3. 18 

5.64 0.00 9.93 0.00 

- 14. 43 -7.27 -17 .14 0.00 

0.91 8.05 2.44 11.64 

976.86 13.75 1694.65 3.18 

828.38 11. 80 1370.72 2.85 

828.38 

828.40 

828.38 

828.36 

828.38 

828.;J8 

828.71 

828.38 

828.50 

828.38 

11.63 

12.46 

12.13 

12.0B 

11. 96 

11.92 

11. 88 

11.88 

11.63 

11.63 

137 

1380.06 2.73 

1395.47 3.05 

1369.15 3.00 

1380 .38 3.00 

1385.65 3.00 

1388.13 3.00 

1399.76 

1380.55 

1418.53 

1398.83 

2.73 

2.73 

2.73 

2. 73 

C2 RC2 

TO IIV TO IIV TO 

1268 . 97 3.00 591 .56 4.00 1500.98 

24.50 0.00 0.00 0.00 14.64 

-26.74 0,00 0.61 -7 .69 -20.98 

1130.56 3.00 591.56 4.00 1219.33 

21.93 0.00 0.00 0.00 25.22 

- 26.54 0.00 -22.22 0.00 -28.80 

1011.98 3.00 591.17 3.00 1129 . 00 

10.72 0 .00 0.00 0.00 13.81 

- 27 . 59 0.00 - 26.86 -10.00 -26.42 

825.01 3.00 605.92 3.00 866.49 

11. 46 0.00 10.50 0.00 3.62 

-27.20 0.00 -26.69 0.00 -24.78 

1060 . 18 3.00 588 . 88 "i.00 1359 . 47 

20.28 0.00 0.00 0.00 '23.62 

-26.48 0.00 - 2. 76 - 7 .69 -27.38 

985.80 3.00 588.49 3.33 1202.83 

22.94 0.00 0.00 0.58 57. 10 

-25.04 0.00 - 8.70 -9.09 -25.89 

919.95 3.00 589 . 44 4.00 1074.80 

14 .55 0.00 1.99 0.00 29.41 

-26.71 0.00 -10 .48 0.00 -32.84 

764.68 3.00 588.32 3 . 00 907.28 

24. 15 0.00 0.00 0.00 49.77 

-27.39 0.00 -10.67 0.00 -28.61 

978 . 59 

25.79 

-24 .77 

1003.90 

11.04 

-30.22 

852.80 

11.46 

-28.41 

983 . 86 3.00 591.92 3.54 

7.24 0.00 1.07 0.07 

-27 .00 0.00 -14.69 - 4.49 

- 0.31 0.00 -2.87 6.36 

1347.79 3.00 693.81 3.71 

986.90 3.00 609.39 3.33 

985.36 

971. 97 

969.09 

965 . 37 

962.07 

960.31 

3.00 591.85 3.28 

3.00 593.19 3.38 

3.00 592.97 3.33 

3.00 592.89 3.33 

3.00 592.04 3.33 

3.00 591.85 3.33 

1025.80 3.00 597.84 3.25 

975.93 3.00 589.86 3.25 

998.70 3.00 590.30 3.25 

977.28 3.00 589.86 3.25 

1157 . 52 

5.61 

- 26.88 

-0.83 

1583.11 

1167 .2 4 

1156 .39 

1191.87 

1168.34 

1163. 06 

1153.63 

1149.28 

1255.22 

1170.85 

1171. 75 

1150.48 



4.6.2 Is the local search of triple moves doing well on large 

problem instances? 

The dramatic improvement, in the performance and the outputted results of the 

system DACS 02 in Section 4.6.1 on the problem instances with 100 customers, has 

encouraged the author to test the system on larger problem instances with 200 or 

400 customers each and to see whether such system is able to scale up in trying to 

solve such problem instances as efficient as the state-of-the-art approaches. 

Therefore as in Tables 4.10 and 4.11, DACS 02 is tested on each of the problem 

groups PG200 and PG400 in Section 2.2 for three runs, which are stopped after 2400 

or 4800 seconds. From Tables 4.12 and 4.13, it can be said that the performance and 

the results of DACS 02 on the six problem sets of PG200 and PG400 are not so bad 

and therefore they are considered as encouraging in comparison to other VRPTW 

algorithms like RVNSc [5], ES4C [2] ... etc. 

However the system DACS 02 does not outperform such algorithms. On average, 

DACS 02 is worse than all VRPTW algorithms on PG200 by 4.63% and 9.98% for 

NV and TD respectively. For instance on average, RVNSc outperforms DACS 02 on 

PG200 with 5.07% for NV and 9.46% for TD. Also on PG400, DACS 02 is worse, 

by 5.40% for NV and 22.63% for TD, on average as well. For that with 6.08% for 

NV and 22.78% for TD, ES4C is better on PG400 than DACS 02, on average, as an 

example. 

4.6.3 Are the parallel ants improving anything at all? 

One of the questions thought about is: How should the ants search for nodes to 

visit during the building up of solutions in the VMIN and DMIN colonies of the 

system DACS 02 in Sections 4.6.1 and 4.6.2? Should they search in parallel or 

sequential? Of course, these questions have triggered after reading two paragraphs 

in [4] and [51] respectively. One of the two paragraphs says that the ants of an ACS 

system, used for a TSP problem instance, should search in parallel, whereas in the 

other paragraph the ants are imagined to search in sequential. 

Now in all the DACS systems used so far, the ants search for nodes to visit in 

a sequential way. Therefore, if there are ten ants queuing in order to build their 

solutions, then the first ant, before any other artificial ant, in the queue builds 
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Table 4.10: Comparison between the average case performances of DACS 02 and 

other VRPTW algorithms, after three runs of 2400 seconds, on the problem group 

PG200. Check Tables C.7 and C.S for more information about the best and worst 

case performances. 

Pllo. 

01 - AVGs 

so, 
% to RVnSc [5] 

02 - AVGs 

SO, 

% to RVNSc (5) 

03 - AVGs 

SO, 

% to RVIfSc (5) 

04 - AVGs 

SO, 

% to RVNSc [5J 

05 - AVGs 

SO, 

% to avnsc [5J 

06 - AVGs 

SO, 

% to RVllSc (5) 

07 - AVGs 

SO, 

% to RVIiSc (5] 

08 - AVGs 

SO, 

% to RVIfSc (5] 

09 - AVGs 

SO, 

% to RVNSc [5] 

10 - AVGs 

SO, 

% to RVIiSc [5) 

DACS 02 - AVGs 

SD, 

% to RV!iSc [5] 

% to ES4C [2] 

RVNSc [5J 

ES4C [2] 

LC03 [33J 

AGES (48] 

MSLSI [17] 

MSLS+TAl [17] 

Tille (secs) 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1660 

2400 

720 - 1680 

2400 

720 - 1660 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

3DOO 

480 

102 

144 

Rl el Rei R2 e2 Re2 

NV TO IlY TO IIV TO NV TO IIV TO IIV TO 

20.33 5666.76 20.00 2713.96 19.00 4002.89 5.00 4321.64 6.00 1966.89 7.00 3440.00 

0.58 88.79 0.00 16,26 0,00 83.07 0.00 106.22 0.00 19.02 0.00 58.01 

7.02 12.78 0.00 0.35 5.56 -4.06 25.00 -10.97 0.00 1.84 16.67 8.59 

19,00 4511.13 19.33 3686.73 19.00 3702.85 5.00 3772,64 6.00 1914.02 5.67 3033.96 

0.00 162.92 0.58 150.28 0.00 178.02 0.00 138.60 0.00 5.62 0.58 182.54 

5.56 6.54 7.41 17.39 5.56 0.76 25.00 -1.33 0.00 2.73 13.33 5.60 

19.00 3909.77 19.00 3776.04 18.00 4390.49 4.00 3304.57 6.67 1993.12 5.00 2785.87 

0.00 99.10 0.00 392.79 0.00 106.62 0.00 110.05 0.58 120.37 0.00 109.41 

5.56 10.06 5.56 33.29 0.00 33.68 0.00 9.29 11.11 10.20 25.00 1.55 

18.00 3841.86 19.00 3083.95 16.00 3787.33 4.00 2351.49 7.00 1945.55 4.00 2513.79 

0.00 21.26 0.00 169.31 0.00 189.35 0.00 54,27 0.00 22.10 0.00 21.75 

0.00 20.90 5,56 14.36 0.00 24.41 0.00 16.36 16.67 10.87 0.00 19.09 

19.00 4739.68 20.00 2743.41 19.00 3824.30 4.00 3714.44 6.00 1972.67 5.33 3135.01 

0.00 311.23 0.00 5.89 0.00 104.63 0.00 21.16 0.00 68.85 0.58 101.20 

5.56 6.17 0.00 1.53 5.56 -1.62 0.00 6.56 0.00 4.97 33.33 -7.24 

18.67 4143.41 20.33 2818.68 19.00 3845.74 4.00 3267.52 6.00 2096.45 5.00 3051.57 

0.58 261.26 0.58 192.82 0.00 106.22 0.00 7.64 0.00 106.34 0.00 54.55 

3.70 8.33 1.67 4.36 5.56 3.78 0.00 8.56 0.00 12.87 0.00 14.45 

18.00 4337.51 20.00 2886.73 19.00 3725.49 4.00 2770.46 6.33 1926.754.67 2922.17 

0.00 218.39 0.00 126.04 0.00 68.63 0.00 33.57 0.58 50.96 0.58 185.46 

0.00 30.23 0.00 6.87 5.56 6.19 0,00 9.33 5.56 4,14 16.67 8.07 

18.00 3591.89 20.00 2880.11 19.00 3490.30 4.00 2298.87 6.00 1926.79 4.00 2713.62 

0.00 23.81 0.00 76.70 0.00 24.18 0.00 93.17 0.00 34.66 0.00 116.72 

0.00 16.40 5.26 2.87 5.56 4.44 0.00 23.84 0.00 5.71 0.00 14.40 

19.00 4412,82 19.00 2969.61 18.67 3804.97 4.00 3460.71 6.67 1988.83 4.00 2567.42 

0.00 56.22 0,00 130.04 0.58 528.61 0.00 152.50 0.58 109.42 0.00 118.22 

5.56 9.59 5.56 7.00 3.70 16.58 0.00 10.38 11.11 7.61 0.00 15.05 

18.00 4180.21 18.67 3054.69 18.00 4340.42 4.00 3037.70 6.00 2110.92 4.00 2347.65 

0.00 114.05 0.58 240.12 0.00 261.81 0.00 60.88 0.00 92.93 0.00 26.07 

0.00 19.66 3.70 11.71 0.00 35.72 0,00 12,12 0,00 16.71 0.00 15.37 

18.70 4333.50 19.53 3061.39 18.67 3891.48 4.20 3230.00 6.27 1984.20 4.87 2851.11 

0.10 93.88 0.06 82.89 0.06 102.12 0.00 50.02 0.06 19.41 0.15 38.50 

3.31 13.40 3.35 10.17 3.70 10.93 5.00 6.07 4.44 7.69 10.61 8.47 

2.75 16.96 3.35 10.04 3.70 9.46 5.00 5.73 4.44 7.49 13.18 6.58 

18.10 3821.43 18.90 2778.80 18.00 3508.07 4.00 3045.29 6.00 1842.43 4.40 2628.36 

18.20 3705.00 18.90 2782.00 18.00 3555.00 4.00 3055.00 6.00 1846.00 4.30 2675.00 

18.20 3676.95 18.90 2743.66 18.00 3449.71 4.00 2986.01 6.00 1836.10 4.30 2613.75 

18.20 3618.68 18.80 2717.21 18.00 3221.34 4.00 2942.92 6.00 1833.57 4.40 2519.79 

18.20 3884.95 18.90 2791.15 18.00 3543.36 4.00 3081.61 6.00 1860.71 4.40 2672.01 

18.20 3718.30 18.90 2749.83 18.00 3329.62 4.00 3014.28 6.00 1842.65 4.40 2585.89 
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Table 4.11: Comparison between the average case performances of DACS 02 and 

other VRPTW algorithms, after three runs of 4800 seconds, on the problem group 

PG400. Check Tables C.g and C.10 for more information about the best and worst 

case performances. 

PHo. 

01 - AVGs 

SO, 

% to RVIlSc (5) 

02 - AVGs 

SO, 

% to RVNSc [5] 

03 - AVGs 

so, 
% to RVIlSc (5) 

04 - AVGs 

so, 
% to RVNSc [5) 

05 - AVGs 

SOs 

% to RVllSc (5) 

06 - AVGs 

so, 
% to RVNSc (5) 

07 - AVGs 

so, 
% to RVNSc [5) 

08 - AVGs 

so, 
% to RVNSc [5J 

09 - AVGs 

so, 
% to RVNSc [5] 

10 - AVGs 

so, 
% to RVllSc [5] 

DACS 02 - AVGs 

SOs 

% to RVlISc (5] 

% to ES4C [2] 

RVlISc [5] 

ES4C [2] 

LC03 (33) 

AGES [48] 

MSLS1 (17) 

MSLS+TA1 [17] 

R1 C1 

Tic.e(secs.) flV TD 11V TO 

4800 41.00 13012.27 40.00 7534.32 

1.00 471.31 0.00 72.38 

3900 - 7980 7.B9 17,40 0.00 5.34 

4800 38.00 12489.82 41.00 13521.01 

0.00 554.93 1.00 1228.95 

3900 - 7980 5.56 24.09 10.81 77.91 

4800 37,67 10358.99 38.00 12375.00 

0.58 239.06 0.00 797,95 

3900 - 7980 4.63 19.66 5.56 64.89 

4800 37.00 8980.87 37.00 9852.32 

0.00 108.79 0.00 360.17 

3900 - 7980 2.78 16.96 2.78 35.01 

4800 37.67 12082.4740.33 8257.89 

0.58 347.17 0.58 594.74 

3900 - 7980 4.63 17.96 0,83 15.46 

4800 37.33 11121.52 42.00 8527.02 

0.58 125.90 1.00 433.49 

3900 - 7980 3.70 18.57 5.00 19.20 

4800 37.00 10322.91 40.67 8424.06 

0.00 184.26 0,58 433.38 

3900 - 7980 2.78 24.39 1.67 17.83 

4800 36.00 10947.1941.33 8704.51 

0.00 128.61 0.58 407.16 

3900 - 7980 0.00 43.64 8.77 17.94 

4800 37.33 11319.90 39.00 10125.30 

0.58 199.11 0.00 1239,82 

3900 - 7980 3,70 17.55 5.41 39.01 

4800 37.00 10428.63 38.00 10793.63 

0,00 148.55 0.00 1351.13 

3900 - 7980 2.78 17.33 5.56 43.10 

4800 37.60 11106.46 39.73 9811.51 

0.10 35.77 0.32 244,57 

3900 - 7980 3.87 21.32 4.56 34.01 

4800 3.58 24.44 4.56 29.37 

3900-7980 36.20 9154.50 38,00 7321.68 

4800 36.30 8925.00 36.00 7564.00 

6000 36.50 B839.28 37.90 7447.09 

1020 36.30 8530,03 37.90 7148.27 

408 36.40 9225.95 37.90 7464.09 

474 36,40 8692.17 37.90 7230.48 

RC1 R2 C2 RC2 

NV TO llV TD NV TD NV TD 

39.00 10166.04 9.33 10669.00 12.00 4306.88 13.00 8052.91 

1.00 147.40 0.58 341.39 0,00 25.19 1.00 165.62 

5.41 12.37 16.67 9.60 0,00 4.63 18.18 6.64 

38.00 10118.30 9.00 9486.57 12.67 5174.99 11.67 8003.99 

0,00 5B.71 0.00 198.96 0.58 524.43 0.58 322.11 

5.56 12.17 12.50 18.71 5.55 29.83 16.67 25.91 

37.00 9794.55 8.00 7699.69 13.00 5737.35 9.33 6412.74 

0.00 315.66 0.00 280.22 0.00 616.72 0.58 75.78 

2.78 18.71 0.00 23.05 8.33 46.22 16.67 18.15 

36.67 9835.38 8.00 5950.88 13.00 5040.46 8.00 5074.29 

0.58 1210.69 0.00 23.33 0.00 234.96 0.00 93.49 

1.85 26.95 0.00 29.59 8.33 31.34 0.00 34.60 

38.00 10198.70 8.00 8769.74 12.67 4641.00 12.00 7384.34 

0.00 414.38 0,00 228.33 0.58 217.69 0.00 32.63 

5.56 10.91 0.00 17.53 5.56 17,62 33,33 12.59 

38.00 10167.88 8.00 7908.02 13.00 5295.34 10.67 7214.29 

1.00 187.31 0.00 194.90 0.00 193.96 0.58 245.37 

5.56 13.30 0.00 21.03 8.33 36.30 18.52 19.61 

38.00 10376,61 8.00 6855.46 13.33 5109,95 10.00 6739.42 

0.00 180.11 0,00 81.46 0.58 99.69 0,00 146.61 

5.56 17.89 0.00 25.98 11.11 29.84 25.00 11.95 

37.00 10138.50 8.00 5661.35 12.00 4877.92 8.67 5994,52 

0.00 325.59 0.00 235.86 0.00 149.12 0.58 83.20 

2.78 18.31 0.00 30.56 0.00 26.83 8.33 16.50 

37.00 10169.17 8.00 7645.82 13.33 5372.97 8.00 5822.30 

0.00 393.70 0.00 120.98 0.58 243.01 0.00 42.22 

2.78 20.02 0.00 10.99 11.11 35.71 0.00 19.95 

37.00 9793.17 8.00 7381.01 12.00 4753.15 8.00 5533.92 

0.00 390.70 0.00 78.00 0.00 253.05 0.00 35.30 

2,78 19.18 0.00 18.25 0,00 25.36 0.00 19.85 

37.57 10074.83 8.23 7802,75 12.70 5031.00 9.93 6623.27 

0.06 95.07 0.06 67.87 0.10 142.18 0.15 49.83 

4.06 16.76 2.92 19.16 5.83 28.25 14.1817.57 

4.06 14.97 2.92 20.01 5.83 27.85 15.50 20.03 

36.10 8628.74 8.00 6547.87 12.00 3922.71 8.70 5633.28 

36.10 8763.00 B.OO 6502.00 12.00 3935.00 8,60 5518.00 

36.00 8652.01 8.00 6437.68 12.00 3940.87 8.60 5511.22 

36.00 8066.44 8.00 6209.94 12.00 3840.85 B.80 5243.06 

36.00 8636.49 8.00 6690.15 12.00 3984.57 8.90 5692,33 

36.00 8305.55 8.00 6382.63 12.00 3894.48 8.90 5407.87 
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Table 4.12: Averages of t he best solutions computed by different VRPTW algo-

rithms on the problem group PG200 - check Table 1.10 for more information. 

Algorith.c 

RVllSc [5] 

ES4C (2] 

LC03 [33] 

ACES (48] 

H~4 (3] 

HK4C [3] 

HeQS" [64] 

LL [62] 

MSLSI [17 ] 

HSLStTAl [1 7] 

SAtLIIS (29] 

Best [Tabla 1.2] 

Tlr::;o(socs.) 

720-1680 

2400 

3000 

480 

504 

50. 

96 

10926 

102 

144 

li lA 

1111.. 

Rl C1 RCI R2 C2 RC2 

IIV TO l1V TO !IV TO !IV TO IIV TO IIV TO 

18.10 3821.43 18.90 ' 2778.80 18.00 3508.07 4.00 3045.29 6 . 00 1842.43 4.40 2628.36 

18.20 3705.00 18.90 2782.00 18.00 3555.00 4.00 3055.00 6.00 1846.00 4.30 2675 .00 

18.20 3676. 95 18. 90 2743.66 18.00 3449.71 4.00 2986.01 6.00 1836. 10 4.30 2613.75 

18.20 3618.68 18.80 2717.21 18.00 3221.34 4.00 2942.92 6.00 1833.57 4.40 2519.79 

18.20 3808.27 18.90 2838.93 18.00 3717.96 4.00 3095.33 6.00 1652.63 4.40 2651.35 

18.20 3855.03 18.90 2842.08 18.10 3674.91 4.00 3032.49 6.00 1856.99 4.40 2671.34 

18.20 3890.06 19.00 2836.66 18.10 3734.32 4. 10 3059.78 6.00 1898.44 4.50 2640.94 

16.30 3736.20 19.10 2726.60 16.30 3365.80 4.10 3023.00 6.00 1854.90 4.90 2518.70 

18 .20 3884.95 18.90 2791. 15 18.00 3543.36 4.00 3081.61 6.00 1860.71 4.40 2672.01 

18.20 3718.30 18.90 2749.83 18.00 3329.62 4.00 3014.28 6.00 1842.65 4.40 2585.89 

18 .20 3677.96 18.90 2726.63 18.00 3279.99 4. 10 3023.62 6.00 1860.17 4.50 2603.08 

18. 10 3643.20 18.80 271 3.48 18.00 3196.95 4.00 2936.56 6.00 183 1 . 76 4.30 2549.30 

Table 4.13: Averages of the best solutions computed by different VRPTW algo-

rithms on the problem group PG400 - check Table 1.10 for more information. 

Algorithn 

RVllSc [5] 

ES4C [2] 

LC03 [33] 

ACES [48] 

H~4 [3] 

HM4C (3] 

HC05a [64) 

LL [62] 

MSLSI (1 7] 

MSLStTAI (17] 

SAtWS [29] 

Bnt [Table 1.3) 

Tic.e(secB.) 

3900-7980 

4800 

6000 

1020 

1704 

1704 

306 

21 588 

408 

474 

II/A 

II/A 

Rl Cl RCI R2 C2 RC2 

llV TO NV TO IIV m flV TO IIV 'i0 IIV TO 

36.20 9154.50 38.00 7321.68 36.10 8628.74 8.00 6547.87 12.00 3922.71 8.70 5633.28 

36.30 8925.00 38.00 75 84.00 36.10 8763.00 8.00 6502.00 12. 00 3935.00 8.60 5518.00 

36.50 8839.28 37.90 7447.09 36.00 8652.0 1 8.00 6437.68 12.00 3940.87 8.60 5511.22 

36.30 8530.03 37.90 7148.27 36.00 8066.44 8.00 6209.94 12.00 3840.85 8.80 5243.06 

36.30 9396.99 38.00 7853.09 36.10 9139.82 8.00 6603.38 12.00 3969.36 8.90 5614.49 

36.30 9478.22 38.00 7855.82 36.10 9294.99 8.00 6650.28 12.00 3940.19 8.80 5629.43 

36.40 9547. 86 38.10 7921. 19 36.10 9296.75 8.00 6683.53 12.00 4049.71 9.20 5609.88 

36.60 8912.40 38.70 7181.40 36.50 8377.90 8.00 6610.60 12.10 40 17. 10 9.50 5466.20 

36.40 9225.95 37 .90 74 64.09 36.00 8836.49 8.00 6690.15 12.00 3984.57 8.90 5692.33 

36.40 8692. 17 37.90 7230.48 36.00 8305.55 8.00 6382.63 12.00 3894.48 8.90 5407.87 

36.40 8713.37 38.00 7220.96 36.10 8330.98 8.00 6959.75 12.00 4154.40 8.90 5631.70 

35.20 8558.4 4 37.60 726 1. 40 36.00 7998.46 8.00 6197 .61 12.00 3837 .92 8.50 5318.70 
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its solution sequentially (i.e. the node-by-node basis) using the probabilistic-state 

transition component with its exploitation and exploration parts in Section 4.4.5. 

Once the first ant is finished from building its solution, the second ant in the queue 

comes into effect and so on. The sequential nature of the search way in an ant can 

be recognised from the do-while loop in the routing builder in Figure 4.5. 

In order to see the effects of changing the sequential search way of the ants to 

the parallel search way, the do-while loop in the ants' routing builder in Figure 4.5 

is removed and the cycles of VMIN and DMIN are redesigned to encourage the 

ants to search for nodes to visit simultaneously in parallel. For that in the parallel 

search, the first ant in the queue visits an edge connecting an already visited node 

(a customer or a depot) and the node to be visited using the probabilistic-state 

transition component with its exploitation and exploration parts and then it uses 

the local updating rule in Section 4.4.6 to diminish the pheromone trail of the most 

recently visited edge. Once a node is visited using the first ant, the second ant comes 

into play in order to visit a node that is not necessarily as same as the node visited 

by the first ant. 

Also if the second ant has finished its visit, then the role of the third ant comes 

into play and so on until all the ten ants in the cycle of a colony visit a node each. 

After all the ten ants visit a node each, just then each of the ten ants starts to 

think about visiting the next node in its journey. The parallel search of the ten 

ants continues to do the procedure described above until a number of nodes equal 

to the number of nodes in a problem instance are tried in each ant. Of course in the 

parallel search of ants, an ant may build a feasible or an infeasible solution as in the 

sequential search way of ants. If an infeasible solution is built, then the solution may 

become feasible after applying the insertion procedure in Section 4.4.7 - designed to 

insert the remaining unvisited customers. 

Subsequently in Table C.11, it can be seen from the slightly deteriorated per

centages 0.64% and 0.29% that the NV and TD results of 13.06 and 1242.05 of the 

DACS system that uses the parallel search way of ants are not, on average, signifi

cant on the problem set R1 of the problem group PG 100. Furthermore, the DACS 

system with the parallel search way of ants may have improved in terms of NV on 

some problem instances (like R103 and R110) but it has got worse on others. Thus, 

the general conclusion, on the whole problem set of R1, is that the change in the 
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search way of ants has not made any significant difference and therefore the parallel 

search way of ants is useless and unnecessary. 

4.6.4 What if the initialisation technique is an insertion 

heuristic? 

In the DACS system in Sections 4.6.1 and 4.6.2, the nearest neighbourhood heuristic 

NN is used as an initialisation technique in two ways. The first way is to use the 

NN heuristic, in the initialisation step of DACS in order to create an initial solution 

and to consider it as the best global solution before doing any search in any colony. 

The second way is to use the NN heuristic, in the initialisation steps of the colonies 

VMIN and DMIN, in order to calculate two different initial values of To for the 

pheromone trails in the pheromone memory structures of such colonies and later to 

use such To values differently in the local pheromone updating rule in Section 4.4.6. 

Now in order to see the effects of changing an initialisation technique to another 

on improving the performance and the results of the DACS system, an insertion 

heuristic, called S11-Like 01, is used instead of the NN heuristic. The insertion 

heuristic has some similarities with Solomon's 11 heuristic mentioned in [lJ. In S11-

Like 01, the braced parametric values (al = 1, a2 = 0, A = 1 and J1 = 1) are used. 

For more information about insertion heuristics, check Chapter 5. 

It can be recognized, from Tables C.12, C.13 and C.14, that the performance 

and the results of the system DACS 2.1 that uses S11-Like 01 have improved on 

many occasions on the six problem sets of the problem group PC 100 and their 

problem instances as indicated by the numeric results (attached with the minus 

sign) in comparison with that of DACS 2.1 that uses NN. Despite the improvement 

on average by -0.04% and -0.74%, however the two systems cannot dominate each 

other in terms of NV and TD together. 

For example, the new system with S11-Like 01 is able sometimes to dominate 

(in terms of NV and TD together) the system with NN at some problem instances 

but not all of them and generally on at most three problem sets out of six after any 

amount of elapsed CPU time. Of course, this discovery is indicated in Tables C.12 

and C.13 from the cells that have numeric results colored with red and blue at the 

sal11.e time. 
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Moreover, the addition of SIl-Like 01 has not made the performance and results 

of DACS 2.1 in any way near or as competitive as those of the MACS-VRPTW 

system in [4] and the other VRPTW algorithms in the literature. Because of the in

ability of the system DACS 2.1 + SIl-Like 01 to dominate and to bring competitive 

performance and results, the author has decided to abandon doing any experimen

tation any more with such system and to continue from now on our investigation 

with the system DACS 2.1 that uses the NN heuristic. 

4.6.5 What about changing the kind of candidate lists used? 

In this section, the aim is to see what are the effects of using different orderings 

of the candidate nodes within the candidate lists and the effects of changing time

oriented into distance-oriented candidate lists on the performance and the results of 

the DACS 2.1 system in Section 4.6.4. 

In the most recent DACS systems like DACS 02 and DACS 2.1 in Sections 4.6.1, 

4.6.2 and 4.6.4, the time-oriented candidate lists are used only within the local search 

of triple moves (Ml to M3 in Section 4.4.8) and up to 20 nearest nodes of each list 

are used as candidates for each visited node in the built routes of the feasible solution 

of an ant coming from the DMIN colony. 

However, the systems tested in this section also use the candidate lists within 

the exploitation and exploration parts of the probabilistic state transition rule in 

Section 4.4.5 and in the insertion procedure described in Section 4.4.7. Behold that 

in the components described earlier, the number of candidate nodes is not limited 

to 20 as in the local search of triple moves mentioned above. 

Therefore in the probabilistic state transition rule with its exploitation aild ex

ploration parts, each of the candidate nodes in a candidate list might have the 

chance for a visit by an ant. Also in the insertion procedure, a remaining unvisited 

customer Ci might have the chance to be inserted near any node of the n candidate 

nodes in his candidate list but the candidate node has to be visited somewhere in a 

route. 

It can be seen from Table C.15 that changing the candidate lists from a time

oriented into a distance-oriented fashion has not made any significant difference. 

For that insignificantly on the problem set Rl of the problem group PGI00, the 

NV result has deteriorated by 0.44% on average and the TD result has improved by 
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-0.38%. Furthermore, changing the time-oriented into distance-oriented candidate 

lists has not made the performance and the results of the DACS system in any way 

a little bit closer to the performance and the results of MACS-VRPTW in [4] and 

the other VRPTW algorithms in the literature. Therefore, using any particular 

kind of candidate lists and changing the way in which the candidates are ordered is 

immaterial. 

4.6.6 What if the pheromone updating changed and LS moves 

near depots added? 

In an effort to improve the performance and results of the DACS 2.1 system in 

Section 4.6.4 and to make DACS 2.1 as competitive as MACS-VRPTW in [4], the 

way, in which the pheromone trails are updated locally and globally, is changed and 

new local search moves near the depot nodes of a solution are tried. 

In this section, the pheromone local and global updating components in Sec

tions 4.4.6 and 4.4.9 update the pheromone trails, not just in the pheromone memory 

structure of the active colony, VMIN or DMIN, but also in the pheromone memory 

structure of the other colony that is idle and waiting for its role to start a new search 

for new solutions. So, whatever colony is active, the pheromone trails in the two 

colonies will be updated rather than only the pheromone trails of the active colony. 

In addition, the local search of triple moves is redesigned to work as follows. For 

instance, if a visited customer Ci in a route is currently selected and the nearest node 

Cj in the candidate list of Ci is the depot that represents all the duplicated depots, 

then the local search of triple moves is going to try to relocate Ci to be near any 

duplicated depot (either at the start or at the end of a route) and later to choose the 

best feasible move (in terms of the total of traveled distances) out of all the moves 

tried near the duplicated depots in order to possibly improve things. 

As a resultant, two different DACS systems in Table G16 are used to check what 

is discussed in previous paragraphs from ideas. The important thing to recognise is 

the two DACS systems, tried with such ideas, have not managed to perform compet

itively as well as the MACS-VRPTW system in [4] and other VRPTW algorithms 

in the literature. 

Moreover, it can be seen from the table that changing the new way the pheromone 

145 



trails are updated locally and globally has not led, on the problem set R1 of the 

problem group PG 100, into any significant improvement on the performance and the 

results of the DACS 2.1 system. On average, the NV and TD results are improved 

on R1 trivially by -0.43% and -0.44% respectively. Also despite the significant 

improvement on R1, by -2.09% on average, in terms of TD because of adding local 

search moves near the duplicated depot nodes, however the time taken in doing 

such moves and the slight deterioration on average, in terms of NV by 0.43%, has 

discouraged the author from including them into the local search of triple moves. 

4.7 Specific multiple ant colony systems 

After the significant improvement of the performance and the results of the DACS 

system because of adding the local search of triple moves in Sections 4.6.1 and 4.6.2, 

the addition of the other components in Sections 4.6.3, 4.6.4, 4.6.5 and 4.6.6 have 

not managed to let the system look competitive in comparison to other VRPTW 

algorithms in the literature like MACS-VRPTW [4], SA+LNS [29], LS [28] ... etc. 

For that, this section investigates and studies the effects of adding a number 

of components, mentioned below, on improving the performance and the results of 

the DACS system. Those components are such as the strategy of push-forward and 

push-backward PFPBS in Section 4.7.1, the colonies with different objectives or 

goals in Section 4.7.2, the hybrid local search HLS in Section 4.7.3, the 2-0pt move 

variant in Section 4.7.4 and the saving ants as in Section 4.7.6 that pick up edges 

rather than singular nodes. Also, the elements that might be behind the synergistic 

effects of ants are looked at in Section 4.7.7. Finally, the more deterministic ants 

using simple heuristics are tried in Section 4.7.8 as a substitute to the pheromone 

ants. 

4.7.1 What about including a push-forward and push-backward 

strategy PFPBS? 

In the system DACS 02 in Sections 4.6.1 and 4.6.2, there is no use for the push

forward and push-backward strategy PFPBS, described in Section 4.4.11, in the 

probabilistic state transition rule with its exploitation and exploration parts, the 

insertion procedure or the local search of triple moves - M1 to M3 in Section 4.4.8. 
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For that, a lot of waste CPU time is expected and it would be worthwhile to see the 

effects of including that strategy on the performance and the results of the DACS 

system. 

Then after adding the PFPBS strategy to DACS 02, the new system DACS 03 

is tested, at six different amounts of CPU time in seconds (100, 300, 400, 600, 1200 

and 1800), for thirty runs on the problem group PG100 in Section 2.2 according 

to the methodology of experimentation in Section 4.2. In terms of the number of 

vehicles firstly and the total of travelled distances secondly, it can be seen from 

Tables 4.14 and 4.15 that the system DACS 03 is able, at the six amounts of CPU 

time in seconds, to make a significant improvement on average by -3.07% for NV 

and -3.25% for TD on all the six problem sets of Solomon [1]. 

In the best case scenario at the six different amounts of CPU time, the PFPBS 

strategy improves on average the performance and the results by -3.34% for NV 

and -3.77% for TD. The worst case scenario is to get things better on average 

by -1.83% and -2.05% for NV and TD respectively. However in the worst case 

and on rare occasions only after 1800 seconds, the performance and results, on the 

problem sets C1, C2 and RC2, might deteriorate by 1.21% to 1.83% in terms of TD 

in particular in comparison with that of DACS 02. 

When it comes to comparing DACS 03 to all other VRPTW algorithms in Ta

ble 4.3 on the problem group PG100, it can be said that the percentage of deviations, 

on average, for NV and TD is 0.94% and -0.25% respectively, which are much better 

than those of the system DACS 02 - for NV 4.21% and for TD 3.22%. 

For instance, DACS 03 is deviated on average, by 1.84% for NV and 0.38% for 

TD, from MACS-VRPTW [4]. Also in relation to the algorithm SA+LNS [29] run 

for 1800 seconds, DACS 03 is departed on average after the same amount of CPU 

time, by 2.59% for NV and -0.61% for TD. However interestingly and with 7.03% 

for NV and 0.55% for TD, the algorithms LS [28] and LS+TA [28] after 126 to 156 

seconds outperforms, on average, DACS 03 run for 100 seconds only. 

Overall, adding the push-forward and the push-backward strategy PFPBS, which 

stores, uses and updates information as those mentioned in 11 to 16 in Section 4.4.11, 

is very successful and has resulted in making the performance and results very 

much so closer to the performance and results of other VRPTW algorithms in the 

literature. As a consequence, the DACS system without the strategy described 
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earlier is significantly worse than another DACS system that does use it. 

Table 4.14: Comparison between the average case performances of the algorithms 

DACS 03 and DACS 02, after three runs, on the problem group PG100. 

DACS 03 - Aves 

so. 
% to DACS 02 

% to KACS-VRPTV [4] 

DACS 03 - Aves 

so. 
% to DACS 02 

% to MACS-VRPTV [4] 

DACS 03 - AVGs 

SO. 

% to DACS 02 

% to KACS-VRPnI [4] 

DACS 03 - AVGs 

SO. 

% to DACS 02 

% to KACS- VRPTV (41 

DACS 03 - AVGs 

SO, 

% to DACS 02 

% to MACS -VRPTII (4] 

DACS 03 - AVGs 

SO, 

% to DACS 02 

% to MACS - VRPTII (4) 

DACS 02 - AVGs 

MACS-VRPTII (4) -AVGs 

HGA (28] - AVGs 

HG A+TA [28) - AVGs 

LS [28) - AVGs 

LS+TA [28] - AVGs 

Tioe(ucs.) 

100 

100 

100 

300 

300 

300 

400 

400 

300 

600 

600 

600 

1200 

1200 

1200 

1800 

1800 

1800 

100 

300 

400 

600 

1200 

1800 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 

126 

156 

"' el ReI R2 

I/V TO IIV TO IIV TO I/V 

12.96 1242.95 10.00 634.85 12.61 1413.30 3. 16 

0. 12 9.21 0.00 4.98 0.12 15.42 0.04 

-3.60 -3.60 0.00 - 2.99 -4.51 - 2.86 -3.43 

3.28 2.32 0.00 0.78 1.22 1. 28 3.63 

12.77 1232.18 10.00 831. 77 12.46 1403.85 3.13 

0.09 7.51 0.00 3.54 0. 12 10.23 0.07 

-3.55 -1. 04 0.00 -2.82 -3. 24 -1.29 - 1.62 

2.54 1.59 0.00 0.41 2.71 1.06 4.34 

12.74 1229.23 10,00 831.32 12.40 1401.11 3.10 

0.09 6.18 0.00 3 .57 0. 14 8.86 0.06 

-4.26 -1.50 0.00 -1.53 - 3.34 -1. 82 - 2.57 

2.32 1.34 0.00 0.36 2.26 0.86 3.33 

12 .70 1225.99 10.00 831. 08 12.37 1397.75 3.08 

0.08 7.18 0.00 3 . 66 0.14 8.84 0.07 

- 3.52 - 1.51 0.00 - 3.40 -2.66 - 1.05 - 3.24 

2.61 1.04 0.00 0.33 2.41 1.26 2.63 

12.63 1223.57 10.00 830.75 12.32 1392.88 3.05 

0.09 6.14 0.00 3.58 0.15 7.52 0.05 

- 3.89 -0.61 0.00 -2 .00 - 2.12 -1. 5 1 - 3.37 

2.00 0.96 0.00 0.29 2.98 0.52 1.52 

12.60 1221.49 10.00 830.60 12.29 1390.92 3.04 

0.10 6.62 0.00 3.60 0.13 7.86 0.05 

-3 .08 -0 .34 0.00 -0.64 - 3.59 -0.95 -4.48 

1.78 0.88 0.00 0.27 3.12 0.20 1.31 

13.44 1289.43 10.00 860.55 13.21 1454.84 3.27 

13.25 1245. 12 10.00 855.92 12.88 1422.21 3. 18 

13.31 1247.99 10 .00 844.26 12.83 1427.10 3.18 

13.171244.77 10.00 860.31 12.71 1412.59 3.18 

13.14 

13.00 

1231 . 12 

1225.67 

10.00 847.72 12.58 

12.75 

1414.30 3.15 

12.25 

12.03 

12.55 

12.45 

12.38 

12.38 

12 .38 

12.17 

12.17 

12.08 

12.08 

1208.40 

1213.50 

1214.80 

1212.95 

1213.35 

1211.64 

1210.83 

1243.72 

1215.23 

1247. 12 

1222.69 

10.00 835.91 

10 .00 828.38 

10.00 828.38 

10.00 828.40 

10.00 828.38 

10.00 828.38 

10.00 828.38 

10 .00 828.38 

10.00 828.71 

10.00 828.38 

10. 00 828.50 

10.00 828.38 

11. 80 

11.63 

12.46 

12.13 

12.08 

11.96 

11.92 

11.88 

11.88 

11.63 

11.63 

1404.20 3.18 

1370.72 2.85 

1380.06 2.73 

1395.47 3.05 

1389. 15 3.00 

1380.38 3.00 

1385.65 3.00 

1388.13 3.00 

1399.76 2.73 

1380.55 2.73 

1418.53 2.73 

139B.83 2.73 

TD 

991.42 

7.30 

-9.4 1 

2.00 

965.34 

6.56 

- 9.25 

- 0.39 

963.04 

7.88 

- 7.24 

-0.62 

961.14 

8.17 

- 5.79 

-0.44 

959.58 

8.00 

- 3.47 

-0. 26 

958.53 

7.65 

-2 .57 

-0.19 

1094.37 

1063.77 

1036.20 

1020. 19 

994. 12 

983.86 

986.90 

985.36 

971. 97 

969.09 

965.37 

962.07 

960.31 

C2 

flV 

3.00 

0.00 

-8.86 

0,00 

3.00 

0.00 

- 2.70 

0.00 

3.00 

0.00 

- 2.70 

0.00 

3.00 

0.00 

0.00 

0.00 

3.00 

0.00 

0.00 

0.00 

3.00 

0.00 

0 .00 

0.00 

3.29 

3. 08 

3.08 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

3.00 

1025.80 3.00 

975.93 3 . 00 

998 .70 3.00 

977 .28 3.00 

Re2 

TO I/V 

592.44 3.60 

2.04 0.08 

-11.39 -6.20 

- 0. 13 6.39 

692.17 3,46 

2.07 0.08 

- 3.07 - 5.68 

-0. 14 3.85 

592.16 3.44 

2.07 0.08 

-1. 32 -7.30 

-0. 14 3.23 

592.05 3.42 

2.08 0.07 

-0.20 -7.75 

-0. 14 2.73 

591.84 3.40 

2.09 0.06 

-0.12 -5.00 

- 0 . 03 2.23 

591.82 3.39 

2.10 0.04 

- 0.02 - 4.24 

-0.01 1.85 

668.60 3.83 

610.94 3.67 

600.10 3.71 

593.24 3.71 

592.53 3.58 

591.92 3.54 

609.39 3.33 

591.85 3.28 

593.19 3.38 

592.97 3.33 

592.89 3.33 

592.04 3.33 

591.85 3.33 

597.84 3.25 

589 .86 3.25 

590.30 3. 25 

589.86 3 .25 

TO 

1169.58 

17 .18 

-12.08 

-1.87 

1162.42 

19.32 

-8.7 1 

-0.51 

1162.37 

19 .23 

-6.76 

-0.51 

1162.62 

17.98 

-3. 11 

- 0.04 

1159.78 

16 .36 

-1. 15 

0.53 

1158.81 

16.56 

0.11 

0.83 

1330.2 1 

1273.33 

1246. 69 

1199.88 

1173.25 

1157.52 

1167.24 

1156.39 

1191. 87 

11 68.34 

1163.08 

1153.63 

1149.28 

1255.22 

1170.85 

1171.75 

1150.48 

4.7.2 What if colonies with new different objective functions 

are injected? 

Later after the significant improvement in the performance and results of the system 

DACS 03 in Section 4.7.1, the plan in this section is to check and to see if adding 

other types of colonies with goals or objectives, different from the goals or objectives 
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Table 4.15: Comparison between the average case performances of DACS 03 and 

other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem group 

PG100. Check Tables D.1 and D.2 for more information about the best and worst 

case performances. 

Plio. 

0 1 - AVGs 

so, 
% to DACS 02 

02 - Aves 

SD. 

% to DACS 02 

03 - AVGs 

SD, 

% to DACS 02 

04 - AVGs 

so. 
% to DACS 02 

as - AVGs 

so, 
% to OACS 02 

06 - AVGs 

so. 
% to DACS 02 

07 - AVGs 

so. 
% to OACS 02 

08 - AVGs 

so. 
% to DACS 02 

09 - AVGs 

so, 
% to DACS 02 

10 - AVG s 

so, 
% to DACS 02 

11 - AVGs 

so, 
% to DACS 02 

12 - AVGs 

so, 
% to DACS 02 

!ice(seCB.) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

DACS 03 - AVGs 1800 

so, 
% to DACS 02 1800 

% to SA+LtIS [29] 1800 

DACS 02 - AVGs 1800 

SA+LI1S (29] - AVGs 1800 

7200 

KACS-VRPTI.I (4]-AVGs 100 

HGA (28] - AVGs 

HGA+TA (28] - AVGs 

LS (28] - AVGs 

t.S+TA [28] - AVGs 

300 

600 

1200 

1800 

1800 

2094 

126 

156 

., Cl RCI R2 C2 RC2 

IIV TO tlV TO flY TD IIV TD JlV TO IIV TO 

19.00 1676.48 10.00 828.94 14.97 1698 . 55 4.00 1289.27 3.00 591.56 4.00 1478.86 

0.00 14.42 0.00 0.00 0.18 35.73 0.00 21.68 0.00 0.00 0.00 36.84 

-1. 72 -0.95 0.00 0.00 - 2.39 -0.53 0.00 0.02 0.00 0.00 0.00 -1. 47 

17.20 1491.96 10.00 835.26 13.00 1525.47 3.37 1183.22 3.00 591.56 4.00 1195.89 

0.4 1 8.81 0.00 15.63 0.00 19.66 0.49 62.07 0.00 0.00 0.00 33.62 

- 0.71 -0.50 0.00 0.76 -4.88 0.88 -15.83 4.66 0.00 0.00 0.00 -1.92 

13.50 1273.67 10.00 831.10 11.37 1308 .33 3.00 967.03 3.00 594.53 3.00 1120.97 

0.51 .. 6.24 0.00 8 .13 0.49 23.92 0.00 11. 49 0.00 4.49 0.00 27.63 

- 3.57 2.99 0.00 -4.90 -2.57 -2.46 0.00 -4.44 0.00 0. 57 0.00 -0. 71 

10.17 1013.27 10.00 824.92 10.53 1161.02 3.00 770.38 3.00 602.78 3.00 829.15 

0.38 15 .60 0.00 0.61 0.51 19.10 0.00 10.74 0.00 16.83 0.00 16.99 

-7.58 - 0.67 0.00 -2.57 -4.24 -1.97 0.00 -6 .62 0.00 -0.52 0.00 -4.3 1 

14.03 1435.36 10.00 830.05 14 ... 0 1586.G4 3.00 1062.94 3.00 588.88 4.00 1383.65 

0.18 21.10 0.00 6.10 0.50 31.18 0.00 22.64 0.00 0.00 0.00 34.17 

- 4.32 0.94 0.00 0.13 -1. 82 -0. 9 1 0.00 0.26 0.00 0.00 0.00 1.78 

12.20 1287.55 10.00 828.94 12 . 03 1432 . 27 3.00 940.52 3.00 588.49 3. 10 1241.82 

0.41 18.00 0.00 0.00 0.18 32.25 0.00 15.40 0.00 0.00 0.31 67.55 

- 6.15 -1.91 0.00 0.00 -5.00 -2.00 0.00 -4.59 0.00 0.00 - 7.00 3.24 

10 . 97 1098 . 79 10.00 831. 26 11.20 1265.91 3.00 837.16 3.00 588.40 3 .03 1146.59 

0.18 16.39 0.00 8.82 0,41 28.93 0.00 11.99 0.00 0.63 0.18 48.88 

-3.24 -1.49 0.00 0.28 -6 .67 0.10 0.00 -9.00 0.00 -0.18 -24 .17 6.68 

10. 00 964.33 10. 00 836. 00 10.83 1149.74 2.07 754.10 3.00 588.32 3.00 873.57 

0.00 10.92 0.00 19.70 0.38 18.56 0.25 14.14 0.00 0.00 0.00 23.47 

0.00 -1.55 0.00 0.85 - 1.52 -1.00 -31.11 -1.38 0.00 0.00 0.00 - 3.72 

12.00 1198.78 10.00 828.94 

0.00 25.90 0.00 0.00 

0.00 - 1.63 0,00 0 . 00 

11.10 1129.44 

0.40 21.32 

-2.06 1.13 

11.03 1101.47 

0.18 18.05 

-5 .43 -0.45 

10.00 986.77 

0.00 15.25 

- 3.23 -0.12 

12.60 1221.49 

0.10 6.62 

-3.0B -0.34 

2.86 1. 08 

13.00 1225.67 

12. 25 1208.40 

12.03 12 13.50 

12.55 1214.80 

12.45 

12.38 

12.38 

12.38 

12.17 

12.17 

12.08 

12. 08 

12 12.95 

1213.35 

12 11.64 

1210.B3 

1243.72 

1215.23 

1247 .12 

1222.69 

10.00 830 . 60 12.29 

0.00 3.60 0.13 

0.00 - 0.64 -3.59 

0.00 0.27 ".17 

10.00 835 .91 12 .75 

10.00 828.38 11.80 

10.00 828.38 11.63 

10.00 828.4.0 12.46 

10.00 828.38 12.13 

10.00 828.38 12.08 

10.00 828.38 11.96 

10.00 828.38 11.92 

10.00 828.71 

10.00 828.38 

10.00 828.50 

10.00 828.38 

11.88 

11.88 

11.63 

11.63 
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3.00 

0.00 

0.00 

3.00 

0.00 

0.00 

3.00 

0.00 

0.00 

1390 . 92 3.04 

7.86 0.05 

-0.95 - 4.48 

1.47 6.65 

1404.20 3.18 

1370.72 2.85 

1380.06 2.73 

1395.47 3.05 

1389.15 3.00 

1380.38 3.00 

1385.65 3.00 

1388.13 3.00 

1399.76 2.73 

1380.55 2.73 

1418.53 2.73 

1396.83 2.73 

953.58 

16.58 

-2.56 

984.59 

19.36 

-1.92 

801.04 

12.84 

-6.07 

958 . 53 

7.65 

-2. 57 

-2.B7 

983.86 

966.90 

965.36 

971.97 

969.09 

965. 37 

962.07 

960.31 

3.00 591.82 3.39 

0.00 2.10 0.04 

0.00 -0.02 - 4.24 

0.00 - 2.88 1.85 

3.00 591.92 3.54 

3.00 609.39 3.33 

3.00 591.85 3.28 

3.00 593. 19 3.38 

3.00 592.97 3.33 

3.00 592.89 3.33 

3.00 592.04 3.33 

3 . 00 591.85 3.33 

1025.80 3.00 597.84 3.25 

975.93 3.00 589.86 3.25 

998.70 3.00 590.30 3.25 

977.28 3.00 569.86 3.25 

1158.81 

16.56 

0. 11 

-0.72 

1157.52 

1167.24 

1156.39 

1191.87 

1168.34 

1163.08 

1153.63 

1149.28 

1255.22 

1170.85 

1171. 75 

1150.48 



of the colonies VMIN and DMIN, can make any difference. For that, the five colonies, 

mentioned below from G1-G5, are configured in order to inject anyone of them into 

DACS 03 and to see if any of the different types of multiple ant colony systems, may 

be created, can lead to better performance and new improved quality results. 

G1- The colony CWTsMIN has the responsibility to minimise the total of customer 

waiting times for vehicles to arrive. 

G2- The colony CWTsMAX has the responsibility to maximise the total of cus

tomer waiting times for vehicles to arrive. 

G3- The colony VWTsMIN has the responsibility to minimise the total of vehicle 

waiting times for the start times of customers to open. 

G4- The colony VWTsMAX has the responsibility to maximise the total of vehicle 

waiting times for the start times of customers to open. 

G5- The colony TMIN has the responsibility to minimise the total time consumed 

in vehicle travelling, waiting and servicing. 

In each of the previous five colonies, the insertion procedure in Section 4.4.7 and 

the local search of triple moves (M1 to M3 in Section 4.4.8) of the current feasible 

solution of each ant are modified to work in a way to accept neighbouring solutions 

that either minimise or maximise a value that is related to the total of customer 

waiting times, the total of vehicle waiting times or the total consumed time in vehicle 

travelling, waiting and servicing. 

Also, the cycle in each of the colonies of CWTsMIN, CWTsMAX, VWTsMIN and 

VWTsMAX is designed to accept a solution of an ant as the new best global solution 

if that solution improves the solution quality of the current best global solution 

according to the following objective criteria: firstly reducing the number of vehicles, 

then secondly reducing the total of travelled distances and finally minimising or 

maximising the total of customer or vehicle waiting times. The only colony that is 

different is the TMIN colony where its cycle is designed to take into consideration 

only the minimization of the total consumed time in vehicle travelling, waiting and 

servicing as the main objective criterion to choose new best global solutions. 

According to Student's t-tests and Wilcoxon signed rank tests done on four 

types of triple ant colony systems or TACS systems run (for thirty runs of 100 

150 



seconds each) on the problem set R1 of the problem group PG100 as in Table 4.16, 

the addition of each of the four colonies CWTsMIN, CWTsMAX, VWTsMIN or 

VWTsMAX into the system DACS 03 has not made, on average by 0.15%, any 

significant impact on the performance in terms of the number of vehicles. Also for 

the three TACS systems that have the three colonies of CWTsMIN, CWTsMAX and 

VWTsMAX, the results in terms of the total of travelled distances have deteriorated 

significantly, by 0.65% on average, according to Student's t-tests and Wilcoxon 

signed rank tests. However when the VWTsMIN colony is added in DACS 03, 

the results in terms of the total of travelled distances have not been significant as 

the percentage 0.11% says that on average and according to Student's t-tests and 

Wilcoxon signed rank tests. 

Afterwards, the two colonies of CWTsMIN and CWTsMAX are added into the 

system DACS 03 to create a quadruple ant colony system QACS and to see if things 

get better. Then, the QACS system is run for thirty runs of 100 seconds each on 

the problem set R1 of the problem group PG100. Unfortunately, the outcomes of 

adding the two colonies of CWTsMIN and CWTsMAX are insignificant either. 

Thereafter, the DMIN colony of the system DACS 03 is replaced with the TMIN 

colony mentioned in G5 in order to see if better performance and quality results can 

be achieved. After replacing DMIN with TMIN, the new DACS system that has 

VMIN and TMIN is tested on the problem set R1 of the problem group PG100 for 

three runs of 1200 seconds. Also, the performance and the results of the new DACS 

system are realized to be horrible and literally very bad. 

4.7.3 What about adding a hybrid local search HLS? 

Although the great improvement in performance and results because of including 

the push-forward and push-backward strategy PFPBS as in Section 4.7.1, however 

the system DACS 03 is not reducing the number of vehicles enough during the 

amount of CPU time allocated. For reducing the number of vehicles on average, 

DACS 03 should embed the hybrid local search HLS, described in Section 4.4.10, in 

the cycle phases of the colonies VMIN and DMIN - as in the step a in Figures 4.3 

and 4.4. Then, the HLS takes part in only when there is NOT a single solution 

feasibly created from any of the ten ants set out to search for feasible solutions in a 

cycle of a colony. 
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Table 4.16: Four different types of multiple ant colony systems tested, after thirty 

runs of 100 seconds or in ten batches of three runs, on the problem set R1 of the 

problem group PG 100. 

nACS 03 DACS+ DACS+ DACS+ DACS+ 
alone CWTsMIN CWTsMAX VWTsMIU VWTsMAX 

Batch no. Time(secs. ) NV TO l/V TO NV TO NV TD NV TD 

01 - AVGs 100 12.89 1239.11 12.92 1246.78 13.06 1247.47 13.06 1238.35 13.06 1243.11 
SDs 0.10 2.45 0,08 5.72 0.10 4.59 0.19 5.41 0.13 10.57 
evs 0.75 0.20 0.65 0.46 0.74 0.37 1.47 0.44 0.98 0.85 

02 - AVGs 100 13.17 1234.01 13.00 1240.62 12.94 1249.58 13.00 1246.07 13.08 1250.72 
SOs 0.00 2.36 0.08 8.07 0.13 15.93 0.08 11. 70 0.08 10.65 
evs 0.00 0.19 0.64 0.65 0.98 1.28 0.64 0.94 0.64 0.85 

03 - AVGs 100 12.92 1243.44 13.08 1249.54 13.08 1242.02 13.00 1242.97 13.00 1252.13 
SOs 0.17 16.33 0.17 9.94 0.14 9.37 0.08 7.62 0.00 11.02 
evs 1.29 1.31 1. 27 0.80 1.10 0.75 0.64 0.61 0.00 0.88 

04 - AVGs 100 12.92 1256.26 13.17 1251.05 13.11 1255.43 12.94 1254.39 13.11 1251.66 
SOs 0.08 10.09 0.14 3.88 0.05 3.45 0.13 3.53 0.17 4.58 

evs 0.65 0.80 1.10 0.31 0.37 0.28 0.98 0.28 1.32 0.37 

05 - AVGs 100 13.00 1243.22 13.17 1244.47 12.89 1253.62 13.03 1243.19 13.00 1244.91 
SOs 0.00 2.19 0.14 13.91 0.24 8.52 0.13 7.28 0.14 10.74 
evs 0.00 0.18 1.10 1.12 1.87 0.68 0.98 0.59 1.11 0.86 

06 - AVGs 100 12.94 1238.41 13.11 1241.01 13.08 1242.56 13.08 1246.95 12.94 1245.29 
SDs 0.10 5.03 0.10 1. 71 0.08 3.59 0.08 9.26 0.10 3.23 
evs 0.74 0.41 0.73 0.14 0.64 0.29 0.64 0.74 0.74 0.26 

07 - AVGs 100 13.14 1231.37 12.97 1253.61 13.03 126B.69 12.89 1239.74 12.97 1245.44 
SOs 0.10 1.97 0.05 7.75 0.13 29.31 0.05 9.02 0.05 9.29 
evs 0.73 0.16 0.37 0.62 0.98 2.31 0.37 0.73 0.37 0.75 

08 - AVGs 100 13.17 1237.77 12.97 1250.71 13.11 1251.93 13.00 1243.18 13.11 1247.34 
SDs 0.17 5.50 0.10 12.83 0.19 2.11 0.00 0.6a 0.13 1.07 
evs 1.27 0.44 0.74 1.03 1.47 0.17 0.00 0.05 0.97 0.09 

09 - AVGs 100 12.97 1241.46 13.03 1248.06 13.00 1246.74 13.08 1240.45 13.03 1248.27 
SOs 0.10 7.02 0.10 10.02 0.08 2.84 0.14 3.81 0.05 2.21 
evs 0.74 0.57 0.74 0.80 0.64 0.23 1.10 0.31 0.37 0.18 

10 - AVGs 100 12.97 1250.17 13.06 1256.17 12.86 1270.09 13.14 1244.72 12.94 1248.55 
SOs 0.13 13.68 0.13 12.59 0.10 7.22 0.05 7.63 0.05 8.38 
evs 0.98 1.09 0.98 1.00 0.75 0.57 0.37 0.61 0.37 0.67 

AVGs 100 13.01 1241.52 13.05 1248.20 13.02 1252.81 13.02 1244.00 13.03 1247. 74 
SOs 0.11 7.36 0.08 5.10 0.09 9.76 0.07 4.55 0.06 3.08 
evs 0.83 0.59 0.65 0.41 0.70 0.78 0.56 0.37 0.49 0.25 
% to nACS 03 100 0.00 0.00 0.30 0.54 0.06 0.91 0.11 0.20 0.13 0.50 
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Soon, the HLS catches the solution of an ant with the least unvisited customers 

and tries to insert such unvisited customers into the feasible parts in that infeasible 

solution. 

According to the Student's t-test and the Wilcoxon signed rank test done on the 

NV results of Table 4.17 related to DACS 03 and DACS+ HLS (on the problem set 

R1 of the problem group PG 100 in Section 2.2) after 100 seconds, the addition of the 

hybrid local search HLS is successful at the 99.9% level and has led on average into 

a significant improvement. However in terms of the TD results, the statistical tests, 

mentioned earlier, show a significant deterioration on average. As in Figure 4.12, If a 

closer look is directed towards to what happens during the running of DACS 03 and 

DACS+ HLS on R1 in the first 100 seconds of CPU time, the chart demonstrates on 

average that DACS+HLS is able considerably to reduce the NV values, as indicated 

from the light blue columns, more than the NV values (with the yellow columns) 

gained by DACS 03. However, reducing the NV values in DACS+HLS , on R1, comes 

at the expense of deteriorating the TD values with the pink lines, which are greater 

on average than the TD values with the dark blue lines of DACS 03. 

Average case scenarios 

13.6 ,-----------------, 1320 
13.4 1300 

~ 13.2 1280 ~ 
'g 13 1260 'g 
m m 
~ 12.8 1240 ~ 
~ 12.6 1220 ~ 

12.4 1200 
12.2 1180 

10 20 30 40 50 60 70 80 90 100 

CJ DIICS 03(NV) 

- DIICS 03(TD) 

Time in soconds 

DIICS . HI S(NV) 

- DileS . III.S(TO) 

_ DI\ S .HIS . ?·QP I (NV) 

• DIICS " II.S.2 OPT(TD) 

Figure 4.12: The average case scenarios of ten batches of three runs for the systems 

DACS 03, DACS+HLS and DACS+HLS+2-0pt during the first 100 seconds of CPU 

time on the problem set R1 of the problem group PG 100. 

Thereafter discovering the significance of the system DACS+HLS in terms of the 

number of vehicles, DACS+ HLS is tested for thirty runs, according to the method

ology of experimentation in Section 4.2, on all the six problem sets of the problem 

group PG100 at six different amounts of CPU times in seconds - 100,300,400, 600, 
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Table 4.17: The systems DACS 03, DACS+ HLS and DACS+ HLS+ 2-0pt tested, 

after thirty runs of 100 seconds or 111 ten batches of three runs, on the problem set 

R1 of the problem group PG100. 

DACS 03 DACS+HLS DACS+HLS+2-0pt 

Batch 110. Tillle(secs.) IIV TD IIV TD IIV TD 

01 - AVGs 100 12.92 1234.74 12.72 1242.82 12.72 1230.32 
SOs 0.08 5.38 0.10 3.16 0.13 3.89 
evs 0.65 0 . 44 0.76 0.25 1.00 0.32 

02 - AVGs 100 12.89 1243.28 12.67 1255.71 12.75 1235.05 

SOs 0.05 7.76 0.00 8.36 0.14 4.77 

evs 0.37 0.62 0.00 0.67 1.13 0 . 39 

03 - AVGs 100 12.97 1236 . 31 12.64 1253.91 12.67 1231.88 
SOs 0.17 8.35 0 . 13 2.71 0.08 4 . 78 
evs 1.34 0.68 1.01 0.22 0.66 0 . 39 

04 - AVGs 100 13.00 1242.98 12.72 1245 . 95 12.64 1227.55 
SOs 0.08 3.50 0.05 6.34 0.05 1.33 
evs 0.64 0.28 0.38 0.51 0.38 0.11 

05 - AVGs 100 12.94 1242.86 12.69 1248.43 12.75 1240.72 

SOs 0.13 1.06 0.05 6.81 0.17 9.52 
evs 0.98 0.09 0.38 0.55 1.31 0.77 

06 - AVGs 100 13 . 00 1241.20 12.72 1245.28 12.78 1230.42 

SOs 0.08 3.81 0 . 05 2.77 0.05 3.23 
evs 0.64 0.31 0.38 0.22 0.38 0.26 

07 - AVGs 100 12.92 1248.39 12.72 1242.63 12.69 1230.65 
SDs 0.08 7.71 0.10 8.71 0.05 6.88 
evs 0.65 0.62 0.76 0.70 0.38 0.56 

08 - AVGs 100 12.92 1246.08 12.67 1255.27 12 . 72 1226 . 55 

SDs 0.08 6 . 60 0.08 3.28 0.13 7.36 
evs 0.65 0.53 0.66 0.26 1.00 0.60 

09 - AVGs 100 12.86 1238.52 12.64 1253.52 12 . 69 1229 . 89 

SDs 0.05 7.76 0.13 13.93 0.05 1.04 
evs 0.37 0.63 1.01 1.11 0.38 0.08 

10 - AVGs 100 12.86 1239.45 12.78 1247.47 12.72 1225.22 

SDs 0.13 11.42 0 . 10 15 . 85 0.05 5.16 
evs 0.99 0.92 0.75 1.27 0.38 0.42 

AVGs 100 12.93 1241.38 12.70 1249.10 12.71 1230.83 

SOs 0 . 05 4.23 0.04 5 . 09 0.04 4.46 
evs 0.39 0.34 0.35 0.41 0.33 0 . 36 

% to DACS 03 100 0.00 0.00 -1. 78 0.62 -1.65 -0.85 

% to DACS+HLS 100 0.00 0 . 00 0.13 -1.46 
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Table 4.18: Comparison between the average case performances of the algorithms 

DACS+HLS and DACS 03, after thirty runs, on the problem group PGI00. 

DACS+HLS - AVGs 

so, 
% to DACS 03 

% to MACS-VRPTV [4J 

DACS+HLS - AVGs 

so, 
% to DACS 03 

% to MACS-VRPTW [4] 

DACS+HLS - AVGs 

so, 
% to DACS 03 

% to MACS-VRPTIl [4] 

DACS+HLS - AVGs 

so, 
% to DACS 03 

% to MACS-VRPTIl [4J 

DACS+HLS - AVGs 

so, 
% to DACS 03 

% to MACS-VRPnl [4J 

DACS+HLS - AVGs 

50s 

% to DACS 03 

% to MACS-VRPTIl [4) 

DACS 03 - AVGs 

SA+LJlS [29J -AVGs 

MACS-VRPTW (4J -AVGs 

RGA (28J AVGs 

RGA+TA [28] - AVGs 

LS [28) - AVGs 

LS+TA [28J - AVGs 

Tioe(aecs.) 

100 

iOO 

100 

300 

300 

300 

400 

400 

300 

600 

600 

600 

1200 

1200 

1200 

1800 

1800 

1800 

100 

300 

400 

600 

1200 

1800 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 

126 
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R1 C1 Re1 R2 

NV TD NV TD NV TD NV TD 

12.70 1248.05 10.00 838.26 12.32 1416.72 3.04 1003.71 

0.07 7.14 0.00 8.79 0.12 10.84 0.05 9.66 

-1.99 0.41 0.00 0.41 -2.35 0.24 -3.74 1.24 

1.22 2.74 0,00 1.19 -1.15 1.52 -0.25 3.27 

12.60 1238.15 10.00 834,20 12.14 1408.55 3.00 979.02 

0.09 7.18 0.00 6.65 0.11 B.19 0.04 6.12 

-1.31 0.48 0.00 0,29 -2.58 0.33 -4.16 1.42 

1.20 2.08 0.00 0.70 0.05 1.40 0.00 1.02 

12.59 1234.74 10.00 832.94 12,11 1407.35 2.99 973.95 

0.09 6.95 0.00 5.87 0.11 8.18 0.04 5.93 

-1.18 0.45 0.00 0.19 -2.38 0.45 -3.52 1.13 

1.12 1.80 0,00 0.55 -0.18 1.31 -0.30 0.50 

12.57 1231.17 10.00 832.46 12.09 1405.07 2.97 970.94 

0.08 7.31 0.00 5.65 0.11 8.19 0.05 6.71 

-1.07 0.42 0.00 0.17 -2.26 0.52 -3.44 1.02 

1.51 1.47 0.00 0.49 0.10 1.79 -0.91 0.58 

12.52 1228.43 10,00 831.81 12.07 1400.25 2.95 969,61 

0,07 8.15 0.00 4.95 0.10 8.51 0.06 8.07 

-0,86 0.40 0.00 0.13 -2.03 0.53 -3.08 1.05 

1.13 1.39 0.00 0.41 0.89 1.05 -1.62 0.78 

12,51 1224.75 10.00 831.42 12.04 1398.10 2.92 970.87 

0.07 7.09 0.00 4.19 0,08 8,32 0.08 8.73 

-0.71 0.27 0.00 0,10 -2.03 0.52 -3.79 1.29 

1.06 1.15 0.00 0,37 1.02 0,72 -2.53 1.10 

12,96 1242.95 10,00 834.85 12.61 1413.30 3.16 991.42 

12,77 1232.18 10,00 831.77 12.46 1403.85 3.13 965.34 

12,74 1229.23 10,00 831.32 12.40 1401.11 3.10 963.04 

12,70 1225,99 10.00 831.08 12.37 1397.75 3.08 951.14 

12.53 

12.50 

12.25 

12.03 

1223,57 

1221.49 

1208.40 

1213.50 

10.00 830.75 

10.00 830.60 

10.00 828.38 

10,00 828.38 

12,32 

12.29 

11.80 

11.63 

1392.88 3.05 

1390.92 3.04 

1370.72 2.85 

1380.06 2.73 

959.58 

958,53 

985.90 

985.35 

e2 Re2 

NV TO NV TD 

3,00 593.97 3.38 1194.72 

0.00 6.19 0.03 14.04 

0.00 0.26 -6.14 2.15 

0.00 0.13 -0.15 0.24 

3.00 593.26 3.37 1173.38 

0.00 5.73 0.02 14.42 

0.00 0.18 -2.53 0.94 

0.00 0.05 1.23 0.43 

3.00 593.18 3.37 1170.73 

0,00 5.76 0.02 14.59 

0.00 0.17 -1.94 0.72 

0.00 0.04 1.23 0.20 

3.00 593.13 3.36 1171.01 

0.00 5.78 0.04 15.59 

0.00 0.18 -1.71 0.72 

0.00 0.04 0.98 0.68 

3.00 592.84 3.35 1171. 72 

0.00 5,76 0,05 19.12 

0.00 0.17 -1.71 1.03 

0.00 0.14 0.48 1.57 

3.00 592.65 3.33 1173.56 

0.00 5,81 0.06 19,24 

0.00 0.14 -1.72 1.27 

0.00 0.14 0.10 2.11 

3.00 592.44 3.60 1159,58 

3.00 592.17 3.46 1162.42 

3.00 592.16 3.44 1162,37 

3.00 592.05 3,42 1162.62 

3.00 

3.00 

591.84 3.40 1159.78 

1158,81 

3,00 

3,00 

591.82 3.39 

609,39 3.33 

591.85 3.28 

1167,24 

1156,39 

12.55 

12,45 

12,38 

12,38 

12,38 

1214.80 10,00 828.40 12.46 1395.47 3,05 971.97 3.00 593.19 3.38 1191.87 

1168.34 

1163.08 

1153.63 

1149.28 

12,17 

12.17 

12.08 

12.08 

1212.95 10,00 828,38 12.13 

1213.35 10,00 828.38 12.08 

1211.64 10.00 828.38 11.96 

1210.83 10,00 828.38 11.92 

1243.72 10,00 828.71 11.88 

1215,23 10.00 828.38 11.88 

1247.12 10.00 828.50 11.63 

1222,69 10.00 828.38 11.63 
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1389.15 3.00 

1380.38 3.00 

1385.55 3.00 

1388.13 3.00 

1399.76 2.73 

1380,55 2.73 

1418,53 2.73 

1398.83 2.73 

959,09 3.00 592,97 3,33 

955.37 3.00 592,89 3.33 

952.07 3.00 592.04 3.33 

950.31 3.00 591.85 3.33 

1025.80 3.00 597,84 3.25 

975,93 3,00 589.86 3.25 

998,70 3,00 590.30 3,25 

977.28 3.00 589.86 3.25 

1255,22 

1170.85 

1171.75 

1150.48 



Table 4.19: Comparison between the average case performances of DACS+HLS and 

other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem group 

PG100. Check Tables E.1 and E.2 for more information about the best and worst 

case performances. 

PlIo. 

01 - AVGs 

SO. 

% to DAes 03 

02 - AVG8 

SO. 

% to DACS 03 

03 - Aves 

so. 
% to DACS 03 

04 - AVCs 

SO. 

% to DACS 03 

05 - AVCs 

SO. 

% to DACS 03 

06 - AVGs 

so, 
% to DACS 03 

07 - Aves 

so, 
% to DACS 03 

08 - Aves 

so, 
% to DACS 03 

09 - Aves 

so. 
% to OACS 03 

10 - Aves 

so. 
% to OACS 03 

11 - AVCs 

so, 
% to DACS 03 

12 - Aves 

so, 
% to DACS 03 

DACS+HL S - AVCs 

so, 
% to DACS 03 

% to SA+LI:S [29] 

DACS 03 - AVC s 

SA+LtIS {29] - Aves 

HACS-VRPTII (4)-AVCs 

HCA (28] - AVCs 

HCA+TA [28] - Aves 

LS (28] - AVCs 

LS+TA (28) - AVC s 

TiIle{secs.) 

1800 

1800 

1800 

1800 

1800 

' 1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 

126 

156 

Rl Cl RCI R2 

IIV TO IIV TO IIV TO IIV 

19.00 1677.74 10.00 828.94 14.97 1697 . 28 4.00 

0.00 11.89 0.00 0.00 0. 18 34.72 0.00 

0.00 0.07 0.00 0.00 0.00 - 0.07 0.00 

17.30 1492 .95 10 .00 84 2.42 13.00 1524.46 3.00 

0. 47 9.96 0.00 27.63 0.00 16.17 0.00 

0.58 0.07 0.00 0.86 0.00 -0 .07 - 10.89 

13.37 1281.29 10.00 835.28 11.10 1307 . 12 3.00 

0.49 39.85 0.00 19.75 0.31 31.34 0.00 

-0. 99 0.60 0.00 0.50 -2.35 - 0.09 0.00 

10.00 1006.83 10.00 825.08 10.00 1173.08 2.60 

0.00 12.40 0.00 0.96 0.00 20.03 0.50 

- 1.64 -0.64 0.00 0.02 -5. 06 1.04. -13.33 

14.00 1440.4.4 10.00 830.42 g.03 1606.70 3.00 

0.00 21.11 0.00 8.10 0,18 23.64 0.00 

-0.24 0.35 0.00 0.04 -2.55 1.30 0.00 

12.03 1288.64 10. 00 830.39 12.00 1428.97 3.00 

0.18 14..71 0.00 7.92 0.00 18 . 75 0.00 

-1.37 0.09 0.00 0.17 -0.28 -0 .23 0.00 

10.77 1101. 59 10.00 831.26 11.00 1275.83 2.67 

0.43 19.97 0.00 8.82 0.00 38.85 0.48 

-1.82 0.25 0.00 0.00 -1.79 0.78 - 11. 11 

9 . 93 966.63 10. 00 830.08 10.23 1171.40 2.00 

0.25 10.20 0.00 6.27 0.43 23.93 0.00 

- 0.67 0.24 0.00 -0. 71 -5.54 1.88 -3 .23 

11.80 1212.74 

0.41 40.95 

- 1.67 1.16 

10 . 97 1134.56 

0.18 22.97 

-1.20 0.45 

11.00 1102 . 59 

0.00 19.29 

-0.30 0. 10 

9.97 

0. 18 

991.04 

16.00 

-0.33 0.43 

10.00 828.94 

0.00 0.00 

0.00 0.00 

3.00 

0.00 

0.00 

3 . 00 

0.00 

0.00 

2.90 

0.31 

-3.33 

12.51 1224.75 10.00 83 1.42 12.04 1398. 10 2.92 

0.07 7.09 0.00 4. 19 0.08 8.32 0.08 

-0.71 0.27 0.00 0. 10 -2. 03 0.52 -3.79 

2.13 1.35 0.00 0.37 2.05 2.00 2.60 

12.60 1221.49 10. 00 830.60 12 .29 1390.92 3.04 

12.25 1208.40 10.00 828.38 11.80 1370.72 2.85 

12.03 

12.55 

12.45 

12.38 

12.38 

12.38 

12.17 

12. 17 

12.08 

12.08 

12 13 .50 

1214.80 

1212 .95 

1213. 35 

1211.64 

1210 .83 

1243.72 

1215.23 

1247.12 

1222 .69 

10.00 828.38 11.63 1380.06 2.73 

10.00 828.40 12.46 1395.47 3.05 

10.00 828.38 12.13 1389.15 3.00 

10.00 828 .38 12.08 1380.38 3.00 

10 .00 828.38 11.96 1385.65 3.00 

10.00 828.38 11.92 1388.13 3.00 

10.00 828.71 11.88 1399 .76 2.73 

10 . 00 828.38 11.88 1380.55 2.73 

10.00 828 .50 11. 63 1418.53 2.73 

10.00 828. 38 11.63 1398 .83 2.73 

156 

C2 RC2 

TO IIV TO IIV Tn 

1287 . 35 3.00 591.56 4.00 1486.83 

19.62 0.00 0.00 0.00 43.01 

-0.15 0.00 0.00 0.00 0.54 

1219.81 3.00 591.56 3.67 1285.82 

19 .49 0.00 0.00 0 .48 122 . 7S 

3.09 0.00 0.00 -8. 33 7.60 

967.30 3.00 599.97 3.00 1126.84 

13.18 0.00 37.85 0.00 29.44 

0.03 0.00 0.92 0.00 0.52 

8 18.06 3.00 604.16 3.00 825.02 

71. 56 0.00 29.49 0.00 14.96 

6.19 0.00 0.23 0.00 - 0.50 

1063.76 3.00 588.88 4.00 1380 . 16 

24.06 0.00 0.00 0.00 34.18 

0.08 0.00 0.00 0.00 -0.25 

943.69 3.00 588.49 3.00 1247.03 

17 .22 0 . 00 0 .00 0.00 45 .93 

0.34 0.00 0.00 -3.23 0.42 

873.28 3.00 588 . 29 3.00 1166.13 

57.54 0.00 0.00 0.00 37.56 

4.31 0.00 -0.02 -1.10 1.70 

760.89 3.00 588.32 3.00 869.68 

19.7 1 0 .00 0.00 0.00 22.84 

0.90 0.00 0.00 0.00 -0.44 

956.72 

17.04 

0.33 

975.99 

12.85 

- 0.87 

812.76 

45.35 

1.46 

970.87 

8.73 

1.29 

- 1.62 

3 . 00 592.65 3.33 1173.56 

0.00 5.81 0.06 19.24 

0.000.14 -1.72 1.27 

0.00 -2.75 0.10 0.54 

958.53 3.00 591.82 3.39 1158.81 

986.90 

985.36 

3.00 609.39 3.33 1167.24 

3.00 591.85 3.28 

971.97 3.00 593.19 3.38 

969.09 3.00 592.97 3.33 

965.37 3.00 592.89 3.33 

952.07 3 . 00 592.04 3.33 

960.31 3.00 591.85 3.33 

1025.80 3.00 597.84 3.25 

975.93 3.00 589.86 3.25 

998.70 3.00 590.30 3 . 25 

977 .28 3.00 589.86 3 .25 

1156.39 

1191. 87 

1168.34 

1163.08 

1153 .63 

1149.28 

1255.22 

1170.85 

1171. 75 

1150. 48 



1200 and 1800. From Tables 4.18 and 4.19, it can be seen that adding the hybrid 

local search HLS into the DACS 03 system is a significant one and has led into re

ducing the number of vehicles NV, on average by -2.43%, on the problem sets R1, 

RC1, R2 and RC2 and into improving the performance during all the six different 

CPU times in seconds. The improvement in the performance, especially in terms of 

NV, is indicated from the numeric results colored with red. However on all the six 

problem sets, adding HLS has led also into having bad traveled distances TDs on 

average with 0.59% if such results are compared with the TD results of DACS 03. 

On the problem sets R1, R2 and RC2 also and in comparison to the system 

DACS 03, the best and worst case scenarios of the performance of the DACS+HLS 

system, at the six different amounts of CPU time, have improved greatly on average 

in terms of NV in a way that ranges between -4.33% to -4.83% and have got worse 

in terms of TD by 1.97% to 2.64%. In relation to the problem set RC1, only the 

worst case scenario is improved, by -2.27% on average, in terms of NV and the best 

case scenario has not changed from that of DACS 03. Moreover when it comes to the 

TD result of RC1 in the best case scenario, the DACS+HLS system has deteriorated 

it slightly by 0.22% on average at the six different amounts of CPU time. However 

in the worst case scenario on RC1, the TD result, on average and by 1.51%, has 

worsen very much so. 

The addition of HLS to the DACS system has made the performance and results 

on the problem group PG100 much more competitive in terms of NV, by -0.73% 

on average, to those of other VRPTW algorithms in the literature as in Table 4.3. 

However in terms of TD, the situation is deteriorated on average, by 0.35% on 

PG100, for now. In the case where there is no use for HLS, DACS 03 is far on 

average, by 0.94% for NV and -0.25% for TD, from other VRPTW algorithms and 

this shows the difference between DACS 03 and DACS+ HLS. 

In comparison to the MACS+VRPTW system [4], DACS+HLS is nearer in terms 

of NV and departed from it on average, by 0.18% and 0.98% for NV and TD re

spectively. Also, it is much closer, after 1800 seconds, to the algorithms LS [28] and 

LS+TA [28] on average (with 2.80% for NV and -0.24% for TD) and the algorithm 

SA+LNS [29], with 1.15% for NV and -0.02% for TD. Subsequently, adding the hy

brid local search HLS is a good thing and leaving it out would make the performance 

and results a lot worse, on PG 100, in terms of the number of vehicles. 
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4.7.4 What if a variant of a 2-0pt move is inserted in local 

searches? 

After the significant improvement in terms of the number of vehicles in Section 4.7.3 

because of adding the hybrid local search HLS into the system DACS 03 in Sec

tion 4.7.1, the system DACS+ HLS needs to improve on average in terms of the 

total of traveled distances. In order to make that improvement happen, a variant of 

a 2-0pt move as in Figure 2.2 or the move M4 in Section 4.4.8 is injected in the local 

search of triple moves in Sections 4.6.2 and 4.6.1 and the HLS component itself. 

The main purpose of the 2-0pt move variant is to reduce the total of traveled 

distances done by two routes especially after discovering from Table B.8 on the 

problem set R1 of the problem group PG 100 that it is possible for it on average by 

-1.49% to help in bringing down the traveled distances in 300 to 400 seconds. In 

Section 4.5.6, it was not possible for 2-0pt* to work on its own individually and to 

move forward the performance in a way to let the DACS system look competitive 

or at least as good as the other VRPTW algorithms in the literature. 

As a result as in Table 4.17, inserting the 2-0pt move variant to the local searches 

of triple moves and HLS is successful on R1 after 100 seconds and has lead into 

having a significant improvement on average at the 99.9% level in terms of the 

traveled distances according to the Student's t-test and the Wilcoxon signed rank 

test on the TD results, related to the systems DACS+HLS and DACS+HLS+2-0pt. 

From the orange line of DACS+HLS+2-0pt in Figure 4.12, it can be perceived 

during the first 100 seconds that the TD values at hand on R1 are considerably less, 

on average, than the TD values of the pink line achieved by DACS+HLS. Moreover 

after inserting 2-0pt*, the TD values in Table 4.17 are still significant on average 

at the 99.9% level in comparison to those of DACS 03, on R1, according to the 

statistical tests described earlier in the previous paragraph and this is indicated in 

Figure 4.12 also from the good position of the orange line beneath the dark blue 

line. 

Of course also, the addition of this 2-0pt move variant has not led on average 

into any significant change or reduction on R1 in terms of the number of vehicles 

after 100 seconds. Therefore in Figure 4.12, the NV values with the red columns of 

DACS+HLS+2-0pt on R1 are still as significant on average as those with the light 
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blue columns of DACS+HLS at the 99.9% and this is in comparison with those of 

the system DACS 03 with the yellow columns and according to the statistical tests 

of Student's t-test and Wilcoxon signed rank on the NV values in Table 4.17. 

Then, the encouraging discovery of how significant the addition of the 2-0pt 

move variant is has led into testing the DACS+HLS+2-0pt system on the six prob

lem sets of the problem group PG100 in Section 2.2 for thirty runs according to the 

experimental methodology in Section 4.2 - at six different amounts of CPU time 

in seconds, which are 100, 300, 400, 600, 1200 and 1800. It can be seen from Ta

bles 4.20 and 4.21 that the addition of the 2-0pt move variant into the DACS+HLS 

system has led into improving the TD results, on average by -1.14%, on all the six 

problem sets of PG 100 at all the six different CPU times in seconds, as indicated by 

the numeric results colored with blue. In comparison to the TD results of DACS 03, 

the TD results of DACS+HLS+2-0pt are improved on average by -0.56% likewise 

for now. 

Even though the NV results have deteriorated on average by 0.05% on PG100 

after including 2-0pt*, however DACS+HLS+2-0pt is still getting NVs that are 

better, with -1.57%, than the NV results of DACS 03 and therefore the reduction of 

the number of vehicles has not significantly changed from the same kind of reduction 

in DACS+HLS. For instance on the problem R2, the NV result might get worse on 

average by 0.83% in DACS+HLS+2-0pt but in comparison to that of DACS 03 it 

is still improved with -2.82%. 

In the DACS+HLS+2-0pt system, the best and worst case scenarios of the per

formance have advanced on average also in terms of TD by -0.51% and -3.57% in 

comparison of those scenarios of DACS+HLS. On the other hand, such case scenar

ios have become, on average, slightly worse in terms of NV, by 0.34% and 0.01% 

respectively, but they are regarded though as enhanced by -1.85% and -2.79% 

if compared with those scenarios of the system DACS 03. Now in comparison 

to the best case scenario of DACS 03 at the six different amounts of CPU time, 

DACS+HLS+2-0pt gets poorer in terms of TD with average equal to 0.75%, only 

on the problem sets R1, RC1, R2 and RC2. Also, it gets worse on the problem sets 

R1, RC1 and RC2, by 0.22% on average, in the worst case scenario. However on the 

problem sets C1, R2 and C2 only, it manages in the worst case scenario to improve 

the TD results by -1.95% on average. 
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. 1 

Table 4.20: Comparison between the average case performances of the algorithms 

DACS+HLS+2-0pt and DACS+HLS, after thirty runs , on the problem group 

PGIOO. 

Tice(aecs.) 

DACS+HLS+2-Opt - AVGs 100 

SO. 
% to DACStHLS 100 

% to HACS- VRPnI [4] 100 

DACS+HLS+2- Opt - AVGs 300 

SO. 

% to DAeS+HtS 300 

% to HACS- VRPni [4) 300 

DACStHLSt2-Opt - Aves 400 

SO. 

% to DACStHLS 400 

% to HACS - VRPTII (4] 300 

OACStHLSt 2-Opt - AVCs 600 

SO. 

% to DACStHLS 600 

% to HACS-VRPTII (4] 600 

DACStHLSt2-Opt - AVCs 1200 

SO. 

% to OACStHLS 1200 

% to HACS-VRPTII (4] 1200 

OACS+HLSt 2-Opt - AVCs 1800 

SO. 

% to OACS+HLS 1800 

% to KACS-VRPIV (4] 1800 

OAC StHLS - AVGs 100 

SAtLIIS (29] -AVG s 

MACS-VRPT'J (4) -AVCs 

HGA [28] - AVGs 

HGAtTA [2 8] - AVGs 

LS {28] - AVGs 

LS+TA (28] - AVGs 

300 

400 

600 

1200 

1800 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 
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R1 el Rei 

IIV TO IIV TO IIV 

12.73 1233 . 54 10.00 830. 28 12.27 

0.07 6.04 0.00 1.53 0.12 

0.17 - 1.16 0.00 - 0.95 -0.41 

1. 39 1. 54 0.00 0.23 -1.55 

12.64 1224 . 23 10.00 828 . 85 12.11 

0.09 6.43 0.00 0.48 0.09 

0.29 - 1.12 0.00 - 0.64 -0.21 

1.49 0.93 0.00 0.06 - 0.14 

12 .61 1223 . 69 10.00 828 . 75 12.08 

0.10 6.81 0.00 0.41 0.09 

0.18 -0.90 0.00 -0.50 - 0.24 

1.29 0.89 0.00 0.05 - 0.42 

12.56 1222 . 67 10. 00 828.66 12.05 

0.10 6.39 0.00 0.37 0.09 

-0.07 -0.69 0.00 - 0.46 - 0.34 

1.44 0.77 0.00 0.03 - 0.25 

12,48 1221.27 10.00 828 . 54 12.01 

0.09 6.29 0.00 0.27 0.03 

- 0.33 -0.58 0.00 -0.39 - 0,48 

0.79 0.79 0.00 0.02 0.40 

12.43 1222 . 20 10 .00 828.47 12.00 

0.08 5.81 0.00 0.19 0.00 

-0.67 -0.21 0.00 -0.36 - 0.35 

0.39 0.94 0.00 0.01 0.67 

12.70 1248 .05 10.00 838.26 12.32 

12.60 1238.15 10 .00 834.20 12.14 

12 .59 

12.57 

12.52 

12.51 

12.25 

12.03 

12.55 

12.45 

12.38 

12.38 

12.38 

12 .17 

12.17 

12.08 

12.08 

1234.74 

1231.17 

1228.43 

1224.75 

1208.40 

1213.50 

1214.80 

1212 .95 

1213.35 

121 1. 64 

1210.83 

1243.72 

1215.23 

1247.12 

1222.69 

10.00 832.94 

10.00 832 .46 

10.00 831.81 

10.00 831.42 

10.00 828.38 

10.00 828.38 

10.00 828.40 

10.00 828.38 

10.00 828.38 

10.00 828.38 

10.00 828.38 

10. 00 828.71 

10.00 828.38 

10.00 828.50 

10.00 828.38 

160 

12 .11 

12.09 

12.07 

12.04 

11.80 

11.63 

12.46 

12 . 13 

12.08 

11.96 

11 .92 

11. 88 

11.88 

11.63 

11.63 

R2 

TO IIV 

1400 . 50 3.06 

10.61 0.05 

-1.14 0.50 

0.36 0.25 

1395 . 58 3.02 

9.43 0.05 

- 0.92 0.81 

0.46 O.B l 

1394.97 3.02 

9.64 0.06 

-0.88 0.91 

0,42 0.61 

1393.25 3.01 

9 .25 0.06 

- 0.84 1.12 

0.93 0.20 

1389.85 2.97 

8.06 0.05 

-0.74 0.72 

0.30 -0.91 

1387.21 2.95 

7.25 0.07 

-0.78 0.93 

- 0.07 -1. 62 

1416.72 3.04 

1408.55 3.00 

1407.35 2.99 

1405.07 2.97 

1400.25 2.95 

1398 .10 2.92 

1370.72 2.85 

1380.06 2.73 

1395.47 3.05 

1389.15 3.00 

1380.38 3.00 

1385.65 3.00 

1388.13 3.00 

1399.76 2.73 

1380.55 2.73 

1418.53 2.73 

1398.83 2.73 

TO 

975 .38 

6.72 

-2 .82 

0 . 35 

959.13 

7.35 

-2 .03 

-1.03 

956 . 45 

7.03 

- 1.80 

- 1.30 

955.06 

7,43 

- 1 .64 

- 1.07 

956.62 

8.62 

-1.34 

- 0.57 

958.23 

10,45 

- 1. 30 

-0.22 

1003.71 

979.02 

973.95 

970.94 

969.61 

970.87 

986.90 

985.36 

971.97 

969 . 09 

965.37 

962.07 

960.31 

e2 Re2 

IIV TO IIV 

3.00 591.59 3.37 

0.00 2.12 0.02 

0.00 -0.40 -0.12 

0.00 -0.27 -0.27 

3 .00 591.29 3 .37 

0.00 2.09 0.02 

0.00 -0.33 0.00 

0.00 - 0.28 1.23 

3.00 591.27 3.37 

0.00 2.09 0.03 

0.00 - 0.32 -0.12 

0.00 - 0.29 1.10 

3.00 591.17 3.35 

0.00 2.10 0.05 

0.00 -0.33 - 0.50 

0.00 - 0.29 0.48 

3.00 591.11 3 . 34 

0.00 2.12 0.06 

0.00 - 0.29 -0.12 

0.00 - 0. 16 0.35 

3.00 590.69 3.34 

0.00 0.97 0.06 

0.00 - 0.33 0. 12 

0.00 - 0.20 0.23 

3.00 593.97 3.38 

3.00 593.26 3.37 

3.00 593.18 3.37 

3.00 593.13 3.36 

3.00 592.84 3.35 

3.00 592.65 3 .33 

3.00 609.39 3.33 

3.00 591.85 3 .28 

3.00 593.19 3.38 

3.00 592.97 3 .33 

3.00 592 .89 3.33 

3.00 592.04 3.33 

3.00 591.85 3.33 

1025.80 3.00 597. 84 3.25 

975.93 3.00 589.86 3.25 

998.70 3.00 590.30 3.25 

977 .28 3.00 589.86 3.25 

TO 

1157 . 51 

12.53 

-3. 11 

-2.88 

1142 . 36 

10.97 

-2.64 

-2. 22 

11~2 . 05 

11.56 

-2.45 

-2.25 

1145 . 88 

16.81 

- 2. 15 

-1.48 

1145.70 

17.37 

- 2 . 22 

-0.69 

1145.99 

19.07 

- 2.35 

- 0.29 

1194.72 

1173.38 

1170.73 

1171.01 

1171.72 

11 73.56 

1167.24 

1156.39 

1191.87 

1168.34 

1163 .08 

1153.63 

1149.28 

1255.22 

1170. 85 

11 71.75 

1150.48 



Table 4.21: Comparison between the average case performances of DACS+HLS+2-

Opt and other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem 

group PG100. Check Tables F .1 and F.2 for more information about the best and 

worst case performances. 

PlIo. 

01 - AVGs 

SD, 

% to DACS+HLS 

02 - AVGs 

SD, 

% to DACS+HL.S 

03 - AVGs 

SD, 

% to DACS+HLS 

04 - AVCs 

SD, 

% to OACS+HLS 

05 - AVCs 

SD, 

% to OACS+HLS 

06 - AVGs 

SD, 

% to DACS+HLS 

07 - AVGs 

SD, 

% to OACS+HLS 

08 - AVGs 

SD, 

% to DACS+HLS 

09 - Aves 

SD. 

% to DACStH LS 

10 - Aves 

SD, 

% to OACStHLS 

11 - AVGs 

SD, 

% to OACS+HLS 

12 - Aves 

SD, 

% to DACStHLS 

DACStHLS+2-Opt - Aves 

SD. 

% to OACStH LS 

% to SA+LlIS (29) 

OACS+HLS - AVGs 

SA+LIIS (29] - Aves 

MACS - VRPT\/' (4 ]-AVGs 

HGA (28] - Aves 

HGA+TA (28] - Aves 

LS (28] - AVGs 

LS+TA (28] - AVGs 

Tice(S8CS.) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

7200 

100 

300 

600 

1200 

1800 

1800 

2094 

126 

156 

Rl el Rei 

IIV TO IIV TO 11V 

19.00 1671.08 10.00 828.94 14 . 97 

0.00 8.19 0.00 0.00 0.18 

0.00 - 0.40 0.00 0.00 0.00 

17 .20 1488.93 10.00 829.13 13.00 

0.4 1 7.96 0.00 1.04 0.00 

-0.58 - 0.27 0.00 -1.58 0.00 

13.20 1286.18 10.00 828.6 1 11 .00 

0.41 32.28 0.00 1.43 0.00 

-1.25 0.38 0.00 - O.BO -0.90 

10.00 999.88 10.00 824.83 10.00 

0.00 12. 12 0.00 0.19 0.00 

0.00 -0.69 0.00 -0.03 0.00 

g . OO 1419.89 10.00 828.94 14.03 

0.00 15.67 0.00 0.00 0.18 

0.00 -1.43 0.00 -0.18 0.00 

12.00 1283.39 10.00 828.94 12.00 

0.00 14.00 0.00 0.00 0.00 

-0.28 - 0.41 0.00 - 0. 17 0.00 

10 .50 111 1. 14 10.00 828.94 11.00 

0.5 1 24 . 57 0.00 0.00 0.00 

-2.48 0.87 0.00 -0.28 0.00 

9.93 963 . 32 10.00 828.94 10.00 

0.25 8.82 0.00 0.00 0.00 

0.00 -0.34 0.00 -0.14 -2.28 

11 .43 1223.36 10.00 828.94 

0.50 37.18 0.00 0.00 

-3.11 0.88 0.00 0.00 

10.90 1131.22 

0.3 1 24.29 

-0.61 -0.29 

10.97 1097.85 

0.18 26.11 

-0.30 - 0.43 

10.00 

0.00 

0.33 

990.20 

18.71 

- 0.08 

12.43 1222.20 10.00 828.47 12.00 

0.08 5.81 0.00 0.19 0.00 

-0.67 - 0.21 0 . 00 -0.36 -0.35 

1.451.14 0.000.01 1.69 

12.51 1224.75 10.00 831.42 12.04 

12.25 1208.40 10.00 828.J8 11.80 

12.03 

12.55 

12.45 

12.38 

12.38 

12.38 

12.17 

12.17 

12.08 

12.08 

121J.50 

1214.80 

1212.95 

1213.35 

121 1.64 

1210.83 

1243.72 

1215.23 

1247.12 

1222.69 

10.00 828.J8 

10.00 828.40 

10.00 828.38 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

10.00 

828.38 

828 .38 

828 . 38 

828.7 1 

828.38 

828.50 

828.38 
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11.63 

12.46 

12.13 

12.08 

11.96 

11.92 

11. 88 

11.88 

11.63 

11 .63 

R2 

TO II V 

1697.15 4.00 

31.04 0.00 

-0.01 0.00 

1507.70 3 .1 0 

11.97 0.31 

-1.10 3.33 

1293.70 3.00 

33.51 0.00 

-1.03 0.00 

1159.59 2.80 

13.28 0.41 

- 1.15 7.69 

1585.50 3 . 00 

25.46 0.00 

-1.32 0.00 

1422.65 3.00 

15 .95 0.00 

-0.44 0.00 

1250.53 2.70 

20.24 0.47 

-1.98 1.25 

1180.86 2.00 

16.96 0.00 

0.81 0.00 

3.00 

0.00 

0.00 

e2 Re2 

TO IIV TO JlV TO 

1266.28 3.00 59 1. 56 4.00 1439.23 

9.84 0.00 0.00 0 . 00 2 1. 59 

- 1.64 0.00 0,00 0.00 -3 . 20 

1208.53 3.00 591.56 3, 70 1239.30 

45.34 0.00 0.00 0.47 118.61 

-0.92 0.00 0.00 0.9 1 -3.69 

958.73 3.00 59t.47 3.00 1113.27 

8.67 0.00 1.65 0.00 21.42 

-0.89 0.00 -1.42 0.00 -1.20 

785.14 3.00 596.92 3 . 00 821.71 

46.66 0.00 7.73 0 .00 12 .89 

-4.02 0.00 -1.20 0.00 -0.40 

1046.24 3.00 588.88 4.00 1342.30 

19.42 0.00 0.00 0.00 22.31 

-1.65 0.00 0.00 0.00 - 2.74 

932.81 3.00 588.49 3.00 1215.70 

13.38 0.00 0.00 0.00 37.11 

-1.15 0.00 0.00 0.00 -2.51 

860.46 3.00 588.29 3.00 1141.41 

52.20 0.00 0.00 0.00 29.93 

- 1.47 0.00 0.00 0.00 - 2.12 

753.36 3.00 588.32 3.00 854.98 

17.41 0.00 0 . 00 0.00 17.59 

- 0.99 0.00 0.00 0.00 - 1.69 

945.75 

14.B7 

-1.15 

3.00 971.48 

0.00 8.33 

0.00 - 0.46 

2.87 811.74 

0.35 53.96 

-1.15 -0.12 

1387.21 2.95 

7.25 0.07 

-0.78 0.93 

1.20 3.56 

1398.10 2.92 

1370.72 2.85 

1380.06 2.73 

1395.47 3.05 

1389.15 3.00 

1380 .38 3 . 00 

1385.65 3.00 

1388.13 3.00 

958.2J 

10.45 

-I.JO 

- 2.91 

970.87 

986.90 

985.36 

971.97 

969.09 

965.37 

962.07 

960.31 

3.00 590.69 J . 34 1145.99 

0.00 0.97 0.06 19.07 

0.00 -0.33 0. 12 -2.35 

0.00 -3.07 0.2J -1. 82 

3.00 592.65 3.33 1173.56 

3.00 609.39 3.33 1167.24 

3.00 591.85 3.28 

3.00 593.19 3.38 

3.00 592.97 3.33 

3.00 592.89 3.33 

3.00 592.04 3.33 

3.00 591.85 3.33 

1156 . 39 

1191.87 

116B.34 

1163.08 

1153 . 63 

1149.28 

1399.76 2.73 1025.80 3.00 597.84 3.25 1255.22 

1170.85 1380.55 2.73 

1418.53 2.73 

1398.83 2.73 

975 . 93 3.00 589.86 3.25 

998.70 3.00 590.30 3.25 

977.28 3.00 589.86 3.25 

1171.75 

1150.48 



In relation to other VRPTW algorithms in the literature as in Table 4.3, using the 

2-0pt move has resulted in enhancing the traveled distances, on the problem group 

PG 100, with average equal to -0.81 % if compared with the traveled distances gained 

by DACS+HLS, which are 0.35% up. However in terms of the number of vehicles 

on PG 100, the system that uses the HLS only gets a percentage of deviation equal 

to -0.73% on average, which is slightly better than that -0.68% of DACS+HLS+2-

Opt. Furthermore, the percentage of deviations of NV and TD, related to the system 

using 2-0pt, are better on average than those of the system DACS 03, which are 

0.94% for NV and -0.25% for TD. 

For that, the results of DACS+HLS+2-0pt are getting closer in terms of TD 

to the results of the system MACS-VRPTW [4J and they are deviated on average 

by 0.22% for NV and -0.18% for TD. Also although the TD results after 1800 

seconds are closer on average with -1.12% in comparison to the algorithms LS [28J 

and LS+TA [28], however the NV results of the system using 2-0pt are worse on 

average by 2.81%, which is almost similar to the percentage deviation of 2.80% of 

DACS+HLS. In contrast to SA+LNS [29], the system applying 2-0pt is beaten, 

on average by 1.16%, in terms of NV and this is nearly same as that faced by 

DACS+HLS but with 1.15%. Nevertheless in DACS+HLS+2-opt, the TD results are 

much enhanced and are departed on average by -0.91% in comparison to SA+LNS. 

As a conclusion, including 2-0pt improves things in terms of the traveled distances 

and a system without it will have the disadvantage of having poor TD results. 

4.7.5 What the components PFPBS, HLS and 2-0pt can do 

on the problem groups PG200 and PG400? 

In this section, it is worthwhile to see the effects of the push-forward and push

backward strategy PFPBS, the hybrid local search HLS and the 2-0pt move variant 

in Sections 4.7.1, 4.7.3 and 4.7.4 on the problem groups PG200 and PG400 in Sec

tion 2.2 after discovering their significance, in terms of performance and results as in 

the systems DACS 03, DACS+HLS and DACS+HLS+2-0pt, on the problem group 

PG100 in Section 2.2. 

The performance and the results of such components are more of the same thing 

but on the problem groups PG200 and PG400. Accordingly, the three systems 
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DACS 03, DACS+HLS and DACS+HLS+2-0pt are tested each, on each one of the 

problem groups PG200 and PG400, for three runs of 2400 or 4800 seconds according 

to the methodology of experimentation in Section 4.2. 

Once the PFPBS strategy in Section 4.4.11 is added as in the system DACS 

03, the performance and the results have improved, on average by -2.81% for NV 

and by -5.17% for TD, on all the six problem sets of PG200 as in Table 4.22. On 

PG400, the same kind of progress happens in Table 4.23 on all the six problem sets 

but on average with -2.16% for NV and -10.76% for TD. Furthermore, the best 

and worst case scenarios of the performance have advanced too. 

In comparison to the performance and results of the DACS 02 system in Sec

tion 4.6.2 that does not use that strategy, DACS 03 is closing a lot on average 

to other VRPTW algorithms in the literature mentioned in Tables 4.12 and 4.13 

and it is deviated now, from such algorithms, on PG200 by 1.66% and 4.29% for 

NV and TD respectively where as on PG400 it is distant with 3.13% and 9.19%. 

For instance, DACS 03 is outperformed on average by the algorithm RVNSc [5] on 

PG200 usually with 2.08% for NV and 3.79% for TD. Also on PG400 for example, 

the algorithm ES4C [2] beats DACS 03 on average by 3.80% and 9.35%, which are 

not as worse as those percentage of deviations gained usually by DACS 02. 

Later after the addition of the HLS in Section 4.4.10 as in the system DACS+ HLS, 

it can be seen, from Tables 4.24 and 4.25, in comparison to DACS 03 that the HLS 

has led into improving the performance and results in terms of the number of ve

hicles NVs on average, by -1.02% for PG200 and -1.92% for PG400. However in 

terms of the traveled distances TDs, the performance and results have deteriorated 

on average by 2.70% and 4.66% for PG200 and PG400 in that order. Generally 

speaking when it comes to the best and worst case scenarios, the same thing, de

scribed above, happens on PG200 and PG400. But in the best case scenario on 

PG200, the enhancement on average is done with -1.07% in terms of NV only on 

the problem sets Cl and RCI while the NV values on the other problem sets are 

the same as in DACS 03. 

Also, the HLS has led into reducing the NV results when compared to other 

VRPTW algorithms in the literature stated in Tables 4.12 and 4.13. The gap in 

terms of NV between DACS+HLS and other VRPTW algorithms is now 0.62% for 

PG200 and 1.09% for PG400, which are much better on average than those of DACS 
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03. For that in relation to the algorithm RVNSc [5], the percentage of deviation of 

the NV results, because of adding HLS, is on average equal to 1.04% on PG200 

whereas DACS 03 manages to bring the gap equal to 2.08% in terms of NV. On 

PG400 in terms of NV, the gap between DACS+HLS and the algorithm ES4C [2] is 

reduced on average to 1.73% from the percentage deviation 3.80% of DACS 03. On 

the other hand, the addition of HLS have come at the expense of the TD results, 

which are worse (from those of DACS 03) on average by 7.11% for PG200 and 14.30% 

for PG400 in comparison to the other VRPTW algorithms and this is reflected again 

on the bad gap on average between DACS+HLS and algorithms like RVNSc and 

ES4C in terms of TD. 

Then in order to improve the performance and results in terms of the total of 

traveled distances TDs, the 2-0pt move variant or the move M4, described in Sec

tion 4.4.8, is tested as in the system DACS+HLS+2-0pt on the problem groups 

PG200 and PG400. Of course as indicated from the numeric results colored with 

blue in Tables 4.26 and 4.27, the performance and results on average have improved 

dramatically in terms of TD, by -3.79% and -5.89% for PG200 and PG400 corre

spondingly and this kind of enhancement is also echoed in the best and worst case 

scenarios. However, the change in the number of vehicles, by -0.03% and -0.32%, 

on average is not that significant and therefore this is true also in the best and worst 

case scenarios. 

When it comes to how much the performance and results is now departed, af

ter injecting 2-0pt, from other VRPTW algorithms in the literature declared in 

Tables 4.12 and 4.13, it can be realized that the TD results on average are get

ting further down on PG200 and PG400 respectively from 7.11% and 14.30% in 

DACS+HLS to 3.03% and 7.53% in DACS+HLS+2-0pt. As a consequence, the 

algorithm RVNSc beats on average the system that uses 2-0pt on PG200 by only 

2.54% for TD instead of 6.60%. As well, the algorithm ES4C outperforms on aver

age the system that applies 2-0pt with 7.67% for TD as a substitute to 14.48%. In 

contrast, the NV results are down on average as well but they are insignificant. 

As a conclusion to what is illustrated above, using the PFPBS strategy, the HLS 

local search and the 2-0pt move helps in letting the DACS system scales up to 

problem groups with large numbers of customers and without them things will get 

worse. 
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Table 4.22: Comparison between the average case performances of DACS 03 and 

other VRPTW algorithms, after t hree runs of 2400 seconds , on the problem group 

PG200. Check Tables D.3 and D.4 for more information about the best and worst 

case performances. 

Plio. 

01 - AVCs 

SO. 
% to OACS 02 

02 - Aves 

so. 
% to DACS 02 

03 - AVGs 

SO. 

% t o DACS 02 

04 - Aves 
so. 
% to OACS 02 

05 - Aves 
so. 
% to OACS 02 

06 - Aves 

so. 
% to OACS 02 

07 - Aves 

so. 
% to OACS 02 

08 - Aves 

so. 
% to DACS 02 

09 - Aves 

so. 
% to DACS 02 

10 - Aves 

so. 
% to OACS 02 

DACS 03 - Aves 

so. 
% to DACS 02 

% to RVI;Sc (5) 

% to ES4C (2) 

DACS 02 - Aves 

RVllSc [5] - AVGs 

ES4C [2] - Aves 

LC03 [33] - Aves 

AGES [48) - Aves 

MSLSI [ 17 ) - Aves 

MSLS+TAI [17] - Aves 

11I:1e(s8c8.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720-1680 

2400 

2400 

720 - 16BO 

2400 

'DOD 

<80 

102 

14. 

0 1 CI 

flV TO flV TO 

20.00 5417.47 20.00 2704.57 

0.00 94 .31 0,00 0 . 00 

-1.64 - 4.40 0,00 - 0.35 

18.33 4509.29 18.67 2934 . 04 

0.58 24 1.32 0.58 109.73 

-3.51 - 0.04 -3.45 -20.42 

18.00 3795.37 18.00 3047.89 

0.00 9 .83 0.00 123 .79 

- 5.26 -2.93 -5.26 -1 9 . 28 

18.00 3388.94 18.00 2892.72 

0.00 98.22 0.00 109.76 

0.00 -11.79 -5.26 - 6.20 

I B.33 4762.37 20,00 2706.01 

0 . 58 401. 49 0, 00 6.86 

- 3.5 1 0.48 0.00 - 1.36 

18.00 4119.47 20.00 2758.22 

0.00 87.42 0.00 54.87 

-3.57 -0.58 - 1.64 - 2. 14 

18.00 3534.61 20.00 2705.00 

0.00 33. 64 0.00 6 .86 

0.00 - 18.51 0.00 - 6 .30 

18.00 3289.37 20.00 2697.66 

0.00 65.22 0.00 1. 61 

0.00 - 8.42 0.00 -6.33 

18.00 4525.95 19.00 2735.37 

0.00 100.50 0.00 40.28 

-5.26 2.56 0.00 - 7 .89 

18.00 3721.27 18.67 2755.01 

0.00 77.72 0.58 114.22 

0.00 -10.98 0.00 -9.81 

18.27 4106.41 19.23 2793.65 

0 . 06 38 . 00 0.06 11. 17 

- 2.32 - 5.24 -1.54 -8.75 

0.92 7.46 1. 76 0.53 

0.37 10.83 1.76 0.42 

18.70 4333.50 19.53 3061. 39 

18. 10 3B21.43 18.90 2778 . 80 

18.20 3705.00 18.90 2782.00 

18.20 3676.95 18.90 2743.66 

18.20 3618.68 18.80 2717.21 

18.20 3B84.95 IB.90 2791.1 5 

18.20 3718.30 18.90 2749.83 

165 

RC I 02 C2 

IIV TO IIV TO JIV 

19.00 3760.92 5.00 4356 . 94 6 . 00 

0.00 96.73 0 . 00 120.49 0 .00 

0.00 - 6.04 0.00 0.82 0 . 00 

18.00 3760.04 4.67 3572.00 6.00 

0.00 55.45 0.58 1-44.43 0.00 

- 5.26 1.54 -6.67 - 5.32 0.00 

18.00 3648.84 4.00 3057.36 6.00 

0.00 54. 79 0.00 27 .29 0 .00 

0.00 -1 6.89 0.00 - 7.48 -10.00 

18.00 3350.97 4.00 2151. 76 6.33 

0.00 99.30 0.00 32.03 0.58 

0.00 -11.52 0.00 - 8.49 -9.52 

19.00 3573,17 4.00 3780.97 6 .00 

0.00 73.84 0. 00 115.31 0 .00 

0.00 -6. 57 0.00 1.79 0.00 

18.33 4038.29 4.00 3090.24 6.00 

0.58 373.16 0.00 17.04 0.00 

-3 . 51 5.01 0.00 -5.43 0.00 

18.00 4093.15 4.00 2731.60 6.00 

0.00 106 .87 0.00 101.43 0. 00 

-5.26 9.87 0.00 - 1 .40 -5.26 

18.00 3821. 13 4.00 2096.58 6.00 

0.00 120.79 0.00 56.79 0.00 

- 5.26 9.48 0.00 - 8.80 0.00 

18.00 3636.66 4.00 3225.64 6.00 

0.00 9 1 .96 0. 00 20.32 0. 00 

- 3.57 -4.42 0 .00 - 6.79 -10.00 

18.00 3520.95 4.00 2837.72 6.00 

0.00 60.28 0.00 61.26 0.00 

0.00 -18.88 0.00 - 6.58 0.00 

18.23 3720.41 4. 17 3090.08 6.03 

0.06 31.35 0 . 06 28.34 0 . 06 

- 2.32 - 4.40 -0.79 - 4.33 -3. 72 

1.30 6.05 4. 17 1 .47 0.56 

1.30 4.65 4. 17 1 .15 0.56 

18.67 3891.48 4.20 3230.00 6.27 

18.00 350B. 07 4.00 3045.29 6 .00 

18.00 3555.00 4.00 3055.00 6.00 

18.00 3449.71 4.00 2986.01 6.00 

18.00 3221.34 4.00 29 .. 2.92 6.00 

18.00 3543.36 4 . 00 30B1. 6 1 6. 00 

18.00 3329.62 4.00 3014 . 28 6. 00 

OC2 

TO flV 

1959.23 6.00 

48. 14 0 . 00 

-0.39 -14 . 29 

1885.79 5.00 

21.19 0.00 

-1.47 - 11.76 

1857.05 4 .00 

16.41 0.0 0 

- 6.83 - 20 . 00 

1881.43 4.00 

17.56 0.00 

- 3.30 0.00 

1903.89 5.00 

35.23 0.00 

- 3.49 -6 .25 

1895 .46 5.00 

30.97 0.00 

- 9.59 0.00 

1969.61 4 . 67 

59 . 72 0 . 58 

2.22 0.00 

1873.63 4.00 

18.92 0.00 

-2.76 0.00 

1912.22 4 . 00 

87 .53 0 .00 

-3.85 0.00 

1859 .4 1 4.00 

26.88 0.00 

-11.91 0.00 

1899.77 4.57 

13.8B 0. 06 

-4.25 - 6. 16 

3.11 3.79 

2.91 6.20 

1984.20 4.87 

1842.43 4. 40 

1846.00 4.30 

1836.10 4.30 

1833.57 4.40 

1860.71 4 . 40 

1842.65 4 . 40 

TO 

3320.57 

106.73 

- 3.47 

3005.75 

49.21 

-0.93 

2751.06 

58.99 

- 1 .25 

2304.99 

94.44 

-8.31 

2970.99 

96.87 

-5.23 

2875.61 

34.46 

- 5.77 

2795.26 

218.30 

-4.34 

2589.05 

69.97 

-4.59 

2440.46 

66.45 

-4.95 

2308.76 

52.21 

-1.66 

2736.25 

40. 48 

-4.03 

4. 10 

2.29 

2851.11 

2628.36 

2675.00 

2613.75 

2519.79 

2672.01 

2585.89 



Table 4,23: Comparison between the average case performances of DACS 03 and 

other VRPTW algorithms, after three runs of 4800 seconds, on the problem group 

PG400, Check Tables D,5 and D,6 for more information about the best and worst 

case performances, 

Plio. 

01 - AVGs 

SO. 

% to DACS 02 

02 - AVGs 

SO, 

% to DACS 02 

03 - AVGa 

SO. 

% to DACS 02 

04 - AVCs 

SO. 

% to DACS 02 

05 - Aves 

so. 
% to DACS 02 

06 - Aves 

so, 
% to DACS 02 

07 - AVGs 

SO. 

% to DACS 02 

08 - AVGs 

SO. 

% to DACS 02 

09 - AVGs 

SO. 

% to DACS 02 

10 - AVGs 

SO. 

% to DACS 02 

DACS 03 - AVCs 

SO. 

% to DACS 02 

% to RVI;Sc (5] 

% to ES4C (2] 

DACS 02 - AVGs 

RV!1Sc (5] - AVGs 

ES4C (2] - Aves 

LC03 (33] - AVGs 

AGES (48) - AVGs 

IiSLSI (17] - AVGs 

IiSLS+TAI (17] - AVGs 

Rl Cl RCI 

7iD8(saCS.) NV TO tlV TO tlV TO 

4800 40.00 11524.57 40.00 7166,97 37.00 9660.98 

0.00 119.62 0.00 12.65 0.00 246.58 

1,800 -2.44 -1 1.43 0.00 -4.88 -5.13 -4 .87 

4800 37.00 10255.54 31.33 8569.28 37.00 8772.68 

0.00 131.47 0.58 164.05 0.00 48.21 

4800 -2.63 - 17.89 -8.94 -36.62 -2.63 -13.30 

4800 31.00 9250. 18 37.33 9228.22 36.61 9231.20 

0.00 118.02 0.58 511.38 0.58 1036.83 

4800 - 1.77 -10.70 -1.75 - 25.43 -0.90 -5.75 

4800 36.00 961B.90 37.00 8269.47 36 . 00 9493.50 

0.00 283.40 0.00 1~5.41 0.00 160.27 

4BOO -2.70 7.10 0.00 -16.07 -1. 82 -3.48 

4BOO 37.00 10855.84 ~O.OO 7222.70 37.00 9341. 48 

0.00 278.40 0.00 41.42 0.00 122.18 

4800 -1.77 -1 0.15 -0.83 -1 2.54 -2.63 -B.41 

4800 36.67 10611.06 40.00 7259.73 37.00 9229.06 

0.58 1464.56 0.00 22.4 1 0.00 102.52 

4800 -1. 79 -4.59 - 4.76 -14.86 -2.63 -9.23 

4800 36.33 10280.79 40.00 7291. 70 37.00 9334 . 31 

0.58 1087.03 0.00 125 .85 0.00 101.88 

4800 -1.80 -0.41 -1.64 -13 .44 -2.63 -10.04 

4800 36.00 9 174.45 39.67 7504.66 37.00 9281.23 

0.00 124.73 0.58 406.43 0.00 109.40 

4800 0.00 -16.19 -4.03 -13.78 0.00 -8.46 

4BOO 37.00 9981.59 38.00 7451.09 37.00 9151. 47 

0.00 7.70 0.00 194.31 0.00 222.56 

4800 -0.69 -11.82 -2.56 -26.41 0.00 -10.01 

~800 36.00 11183.63 37 . 33 7708.78 36.33 10081.68 

0.00 121.82 0.58 315.09 0.58 1071.68 

4800 -2.70 7.24 -1.75 - 28.58 -1.80 2.95 

4800 36.90 10273.65 38.67 7767.26 36.80 9357 . 76 

0. 10 223."'9 0.12 62.03 0.10 158.47 

4800 -1.86 -7.50 -2.68 - 20.84 -2.04 -7.12 

3900-7980 1.93 12.23 1.75 6.09 1.94 8.45 

4800 1.65 15.11 1.75 2.42 1.94 6.79 

4800 37.60 11106.46 39.73 9811.51 37.57 10074.83 

3900-7980 36.20 9154.50 38.00 7321.68 36.10 8628 .74 

4800 36.30 8925.00 38.00 7584.00 36.10 8763.00 

6000 36.50 8839.28 37.90 7447.09 36.00 8652.01 

1020 36.30 8530.03 37.90 7148.27 36.00 8066.44 

406 36.40 9225.95 37.90 7464.09 36.00 8836.49 

474 36.40 8692.17 37.90 7230.48 36.00 8305.55 

166 

R2 C2 RC2 

IIV TO IIV TO IIV 10 

9.00 9986.43 12.00 4250 . 86 13.00 7631.97 

0.00 294.60 0.00 76.69 0.00 131.78 

-3.57 -6.40 0.00 -1.30 0.00 -6.47 

8.00 8640.17 12.00 4138.15 11.33 6933.41 

0.00 84.44 0.00 107.85 0.58 149.73 

-11.11 -8.92 - 5.26 -20.04 - 2.86 -13.38 

8.00 7023.05 12.67 4293.78 9.33 5745.56 

0.00 29.55 0.58 176.63 0.5B 123.51 

0.00 -8.79 -2.56 -25.16 0.00 -10.40 

8.00 5549.16 12.67 4898.65 8.00 4475.40 

0.00 173.58 0.58 670.44 0.00 38.73 

0.00 -6.75 -2.56 -2.81 0.00 - 11.80 

8.00 8255.87 12.00 4161.42 11.67 6974.40 

0.00 379.87 0.00 151.52 0.58 279.97 

0.00 -5.86 - 5.26 -10 . 33 - 2.78 -5.55 

8.00 7189.22 12.00 4216.09 10.00 6979.12 

0.00 187.80 0.00 233.74 0.00 77 .60 

0.00 -9.09 -7.69 - 20.38 -6.25 -3.26 

8.00 6342.67 12.67 4139.22 9.67 6226.10 

0.00 213.90 0.58 58.20 0.58 5"'.91 

0.00 -7.48 -5.00 -19.00 -3 .33 -7.62 

8.00 5121.86 12.00 4052.04 9.00 58540.65 

0.00 157.96 0.00 90.40 0.00 229.42 

0.00 -9.53 0.00 - 16.93 3.85 -2.33 

8.00 7231.1 4 12.67 4389.81 8 . 00 5767.3 1 

0.00 194.92 0.58 133.90 0.00 115.41 

0.00 -5.42 -5.00 -18.30 0.00 -0.94 

8.00 6875.64 12.00 4148.86 8.00 5458.92 

0.00 38.66 0.00 40.07 0.00 30.02 

0.00 -6.85 0.00 -12.71 0.00 -1.36 

8.10 7221.52 12.27 4268.89 9.80 6194.68 

0.00 32.14 0.15 60.64 0.10 8.85 

-1.62 -7.45 -3.41 -15.15 -1. 34 -6.47 

1.25 10.29 2.22 8.82 12.64 9.97 

1.25 11.07 2.22 8.49 13.95 12.26 

8.23 7802.75 12.70 5031.00 9.93 6623.27 

8.00 6547.87 12.00 3922.71 8.70 5633.28 

8.00 6502.00 12.00 3935.00 8.60 5518.00 

8.00 6437.68 12.00 3940.87 8.60 5511.22 

8.00 6209.94 12.00 3840.85 8.80 5243.06 

8.00 6690.15 12.00 3984.57 8.90 5692.33 

8.00 6382.63 12.00 3894.48 8.90 5407.87 



Table 4.24: Comparison between the average case performances of DACS+HLS and 

other VRPTW algorithms, after three runs of 2400 seconds, on the problem group 

PG200. Check Tables E.3 and E.4 for more information about the best and worst 

case performances. 

Plio. 

01 - AVGs 

SO, 

% to DACS 03 

02 - AVC;s 

SO, 

% to DACS 03 

03 - AVGs 

SO, 

% to DACS 03 

04 - AVGs 

so, 
% to DACS 03 

os - Aves 

so, 
% to DACS 03 

06 - AVOs 

so, 
% to DACS 03 

07 - AVOs 

so, 
% to DACS 03 

08 - Aves 

so, 
% to DACS 03 

09 - Aves 

so, 
% to DACS 03 

10 - Aves 

so, 
% to DACS 03 

DACS +Hts - Avea 

so, 
% to DACS 03 

% to RVlISc [5 ] 

% to ES4C [2] 

DACS 03 - AVOa 

RVI1Sc [5] - AVOa 

ES4C [2] - AVea 

tC03 [33] - AVea 

AOES [48] - Aves 

liStS 1 [17] - AVO a 

HStS+TAl [17] - AVCa 

oi el oel 

Tice{S8CB.) IIV TO flV TO IIV 

2400 20.00 5443.00 20.00 2726.35 18.67 

0.00 19.90 0.00 8.57 0.58 

2400 0.00 0.47 0.00 0.81 -1. 7S 

2400 18.00 4750.90 18.00 3 172.7 7 18.00 

0.00 6.96 0.00 48.18 0.00 

2~OO -1.82 5.36 -3.57 8. 14 0.00 

2400 18,00 3792.66 18.00 3022.41 18.00 

0.00 169.14 0.00 163 .86 0.00 

2400 0.00 -0 .07 0.00 -0.84 0.00 

2400 18.00 3434.05 18.00 2896.98 18.00 

0.00 68.83 0.00 40.77 0.00 

2400 0.00 1.33 0.00 0.15 0.00 

2400 18 . 00 5102 .96 20.00 2709.98 18.00 

0.00 132.08 0.00 6.86 0.00 

2400 -1. 82 7.15 0.00 0.1 5 - 5.26 

2400 18.00 4g 1.31 20.00 2805.74 18.00 

0.00 157.44 0.00 122.94 0.00 

2400 0.00 0.53 0.00 1.72 -1.82 

2400 18.00 3763.11 20.00 2736 . 98 18.00 

0.00 272.02 0.00 9.93 0.00 

2400 0.00 6.46 0.00 1.18 0.00 

2400 18.00 3336.48 19.67 2798.92 18.00 

0.00 24.96 0 .58 174.31 0.00 

2400 0.00 1.43 - 1.67 3.75 0.00 

2400 18.00 4628.36 18.33 2974.03 18.00 

0.00 116.25 0.58 166.26 0.00 

2400 0.00 2.26 -3.51 8. 72 0.00 

2400 18 .00 3817. 12 18.00 3183.58 18.00 

0.00 95.15 0.00 130.51 0.00 

2400 0.00 2.58 -3.57 15.56 0.00 

2400 18 . 20 4221.00 19.00 2902.78 18.07 

D." ~.H D." ~" D.H 
2400 -0.36 2.19 -1.21 3.91 - 0.91 

720-1680 0.55 10.46 0.53 4.46 0.37 

2400 0.00 13.93 0.53 4.34 0.37 

2400 18.27 4 106.41 19.23 2793.65 18.23 

720 - 1680 18 .10 3821.43 18.90 2778.80 18.00 

2400 18.20 3705.00 18.90 2782.00 18.00 

3000 18.20 3676.95 18.90 2743.66 18.00 

480 18.20 36 18.68 18.80 2717 . 21 18.00 

102 18.20 3884.95 18.90 2791 . 15 16.00 

144 18.20 3118 .30 18.90 2749.83 18.00 

167 

02 e2 oe2 

TO IIV TO IIV TO llV iO 

3958.07 5.00 4328.39 6.0 0 1961. 40 6.00 3369. 15 

314.75 0.00 24.74 0 .00 33.05 0.00 4.17 

5.24 0.00 - 0.66 0.00 0.11 0.00 1.46 

40 13.33 4.00 3998.90 6.00 1908.98 5.00 3055.89 

164.39 0.00 83.87 0.00 79.36 0.00 111 .99 

6.74 -14.29 11 .95 0.00 1.23 0.00 1.67 

3747. 10 4.00 3167.88 6.00 1999.55 4 .00 2757.83 

81.57 0.00 49 .00 0.00 39.60 0 .00 21.68 

2.69 0.00 3.61 0.00 7. 67 0.00 0.25 

3451.01 4.00 2192.60 6.00 1853 .09 4 . 00 2301.17 

97.51 0.00 50. 73 0.00 20.29 0 . 00 36.49 

2.99 0.00 1. 90 - 5.26 -1. 51 0.00 -0.17 

4367 . 38 4.00 3631.41 6.00 1915.57 5.00 2985.59 

256.93 0.00 63.68 0 .00 5.60 0.00 46.4 1 

22.23 0.00 - 3.96 0.00 0.61 0.00 0.49 

4226.19 4.00 3111.50 6.00 1997.91 5.00 2886.28 

150.40 0.00 86.95 0.00 89.29 0.00 70.77 

4.65 0.00 0.69 0.00 5.40 0.00 0.37 

4242 .23 4.00 2690.28 6.00 1950.17 '; . 00 2883.55 

96.50 0.00 41.36 0.00 78.10 0.00 118.76 

3.64 0.00 -1.51 0.00 - 0.99 -1 4.29 3.16 

3722.18 4.00 2060.11 6.00 1870 .58 4 . 00 2600.09 

148.54 0.00 32.58 0.00 15.70 0.00 39.26 

- 2.59 0.00 - 1.74 0.00 -0.16 0.00 0.43 

3662.72 4.00 3288.37 6 .00 2172.44 4.00 2434.96 

77.87 0.00 17.08 0.00 104.73 0.00 48.06 

0.72 0.00 1.94 0.00 13.61 0.00 -0.23 

3570.53 4.00 2897.55 6.00 1869.41 4.00 2264.41 

22';.26 0.00 61. 70 0.00 68.95 0.00 125.50 

1.41 0.00 2.11 0.00 0.54 0.00 -1.92 

3896.07 4 .10 3136.70 6.00 1949.91 4 . 50 2753.89 

29.53 0.00 22.68 0.00 4.05 0.00 36. 73 

4.72 -1. 60 1. 51 -0 .55 2.64 -1.46 0.64 

11.06 2.50 3.00 0.00 5.83 2.27 4.78 

9.59 2.50 2.67 0.00 5.63 4.65 2.95 

3120.41 4.17 3090.08 6.03 1899.77 4.57 2736.25 

3508.07 4.00 3045.29 6.00 1842.43 4.40 2628.36 

3555.00 4.00 3055.00 6.00 1846 .00 4.30 2675.00 

3449.71 4.00 2986.01 6.00 1836. 10 4.30 2613 .75 

3221.34 4.00 2942.92 6.00 1833.57 4.40 2519.79 

3543.36 4.00 3081.61 6.00 1860.71 4.40 2672.0 1 

3329.62 4.00 3014.28 6 .00 1842.65 4.40 2585.89 



Table 4.25: Comparison between the average case performances of DACS+HLS and 

other VRPTW algorithms, after three runs of 4800 seconds, on the problem group 

PG400. Check Tables E.5 and E.6 for more information about t he best and worst 

case performances. 

Plio. 

01 - AVGs 

SD, 

% to OACS 03 

02 - Aves 

SD. 

% to OACS 03 

03 - Aves 

SD. 

% to DACS 03 

04 - AVCs 

SD, 

% to DACS 03 

05 - Aves 

SD. 

% to DACS 03 

06 - AVCs 

SD. 

% to DACS 03 

07 - AVCs 

SD, 

% to DACS 03 

08 - Aves 

SD, 

% to DACS 03 

09 - AVCs 

SD. 

% to DACS 03 

10 - AVCs 

SD. 

% to DACS 03 

DACS+HLS- AVCs 

SD, 

% t o DACS 03 

% to RVNSc (5] 

% to ES4C (2) 

DACS 03 - Aves 

RVllSc (5] - AVCs 

ES4C [2] - Aves 

l C03 (33] - AVGa 

ACES (48) - AVCs 

HSLSI (17) - AVCs 

HSLS+TAI (17] - AVea 

RI el Rei R2 

Tice (sec8 .) IIV TO IIV TO IIV TO IIV 

4800 40.00 11632.66 40 .00 7158.83 37.00 9646.34 8.00 

0.00 45.53 0.00 5.74 0.00 104 .07 0.00 

4800 0.00 0.94 0.00 - 0.11 0.00 -0. 15 -11.11 

4800 36.00 12801.92 37.33 9196.26 36.33 10113.72 8.00 

0.00 479.72 0.56 106.02 0.58 1030. 15 0.00 

4800 - 2.70 24.83 0.00 7.32 -1. 80 15.29 0.00 

4800 36 . 00 10710.43 37.00 8933.30 36.00 10464.50 8.00 

0.00 115 .03 0.00 168.93 0.00 124.34 0.00 

4800 -2.70 15 .79 - 0.89 -3.20 -1.82 13.36 0.00 

4800 36.00 9478 . 03 36.00 9471.32 36.00 9294.51 8.00 

0.00 80.36 0.00 218.96 0.00 243.63 0.00 

4800 0.00 -1.46 - 2.70 14.53 0.00 -2.10 0.00 

4800 36.67 11394.87 40.00 7196.63 37. 00 9343.56 8.00 

0.58 696.88 0.00 22.67 0.00 236 .65 0.00 

4800 -0.90 4.97 0.00 -0.36 0.00 0.02 0.00 

4800 36.00 11660.75 40.00 7199 . 81 36.67 10393.86 8.00 

0 . 00 317.31 0.00 79.74 0.58 1506.50 0.00 

4800 -1.82 9.89 0.00 - 0.83 -0.90 12.62 0.00 

4800 36.00 10515 .45 40.00 7365.72 37 .00 9500.71 8.00 

0.00 247.00 0.00 158.88 0.00 107.86 0.00 

4800 -0.92 2.28 0.00 1.02 0.00 1.78 0.00 

4800 36.00 9171.03 39.33 7487.01 36.00 10794.56 8. 00 

0.00 167.89 0.58 262.38 0.00 217.08 0.00 

4800 0.00 - 0.04 -0.84 - 0.24 -2. 70 16.31 0.00 

4800 36.00 12456.31 37.00 7884.02 36.00 10374.86 8.00 

0.00 555.08 0.00 170. 12 0.00 198.42 0.00 

4800 -2.70 24.79 -2.63 5.81 -2.70 13.37 0.00 

4800 36.00 10894 . 58 37.00 7714 .75 36.00 10223.05 8.00 

0.00 274.97 0.00 232.33 0.00 469.94 0.00 

4800 0.00 - 2.58 - 0.89 0.08 -0.92 1.40 0.00 

4800 36.47 11071. 60 38.37 7960.76 36.40 10014.97 8.00 

0.06 131.21 0.12 36.21 0.10 174.05 0.00 

4800 - 1.17 7.77 -0.78 2.49 -1.09 7.02 -1.23 

3900-7980 0.74 20.94 0.96 8.73 0.83 16.07 0.00 

4800 0.46 24.05 0.96 4.97 0.83 14.29 0.00 

4800 36.90 10273.65 38.67 7767.26 36.80 9357.76 8.10 

3900-7980 36.20 9154.50 38.00 7321.68 36.10 8528.74 8.00 

4800 36.30 8925.00 38.00 7584.00 36.10 8763.00 8.00 

6000 36.50 8839.28 37.90 7447.09 36.00 8652.01 8.00 

1020 36.30 8530.03 37.90 7148.27 36.00 8066.44 8.00 

408 36.40 9225.95 37. 90 7464 .09 36.00 8836.49 8.00 

474 35.40 8692.17 37.90 7230.48 36.00 8305 .55 8 . 00 

168 

e2 Re2 

70 IIV TO IIV TO 

10706.65 12.00 4272.46 12 . 00 7927.89 

415.79 0.00 150.86 0.00 97. 27 

7.21 0.00 0.51 - 7.69 5.26 

8718 . 06 12.00 4057 . 00 11 .00 7341.68 

181.76 0.00 117.94 0.00 202.18 

0.90 0.00 -1.96 - 2.94 5.89 

7143.22 12 . 00 5072.78 9 .00 6353.79 

85. 13 0.00 37 1. 73 0.00 87.89 

1.71 - 5.26 18.14 -3.57 10.59 

5466.71 12.00 5107.70 8.00 4638.05 

101.21 0.00 146.89 0.00 148 .51 

-1. 49 -5.26 4.27 0.00 3.63 

8242.71 12.00 4442.72 11. 00 6996.60 

143 .60 0.00 283.01 0.00 266.36 

-0. 16 0.00 6.76 - 5.71 0.32 

7224.02 12.00 4259.14 9.00 7122.16 

126.97 0.00 308.23 0.00 176.87 

0.48 0.00 1.02 - 10.00 2.05 

6410.22 12.00 4373.84 9.00 6728.55 

119.74 0.00 271.65 0.00 182.54 

1.06 - 5.26 5.67 -6.90 8.07 

5296.72 12.00 4394.97 8.00 5913 .24 

110 .52 0.00 5.60 0.00 70.91 

3.41 0.00 8.46 - 11.11 1.00 

7478.47 12.00 4662.31 8.00 5712 . 66 

228.52 0.00 286.99 0.00 47.98 

3.42 -5. 26 6.21 0.00 -0.94 

6847.29 12.00 4255.49 8.00 5476.21 

119.36 0.00 142.25 0.00 100 .52 

-0.4 1 0.00 2.57 0.00 0.32 

7353.41 12.00 4489.84 9.30 642 1. 09 

38.32 0.00 70.20 0.00 70.4 1 

1.83 -2.17 5.18 - 5.10 3.65 

12.30 0.00 14.46 6.90 13.98 

13.09 0.00 14.10 8. 14 16.37 

7221.52 12.27 4268.89 9.80 6 194.68 

6547. 87 12.00 3922.71 8.70 5633.28 

6502.00 12.00 3935.00 8.60 5518.00 

6437.68 12.00 3940.87 8.60 5511. 22 

6209.94 12.00 3840.85 8.80 5243.06 

6690. 15 12.00 3984.57 8.90 5692.33 

6382.63 12 .00 3894.48 8.90 5407.87 



Table 4.26: Comparison between the average case performances of DACS+HLS+2-

Opt and other VRPTW algorit hms, after t hree runs of 2400 seconds, on the problem 

group P G200. Check Tables F .3 and F.4 for more information about t he best and 

worst case performances. 

Plio. 

01 - AVGs 

SD, 

% to DACS+HLS 

02 - AVCs 

SD, 

% to DACS+HLS 

03 - AVGs 

SD, 

% to DACStHLS 

all. - AVGs 

SD, 

% to OACS+HLS 

05 - AVGs 

SD, 

% to OACS+HLS 

06 - Aves 

SD, 

% to OACS+HLS 

07 - Aves 

SD, 

% to DACS"HLS 

08 - AVGs 

SD, 

% to OACS+HLS 

09 - Aves 

SD, 

% to OACS+HLS 

10 - Aves 

so, 
% to DACS+HLS 

DACS+HLS .. 2-0pt - Aves 

so, 
% to OACS+HLS 

% to RV/ISc {5] 

% to ES4C {2] 

OACS+HLS - Aves 

RVIlSc (5) - Aves 

ES4C (2] - AVGs 

LC03 (33] - AVGs 

AGES (48) - Aves 

HSLSI (17] - Aves 

MSLS+TAI (17J - AVGs 

Tice(sacB.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720- 1680 

2400 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

Rl Cl 

IIV TO IIV 

20.00 5063.16 20.00 

0.00 80.11 0.00 

0.00 -6.98 0.00 

18.00 4608 . 76 18.00 

0.00 82.34 0.00 

0.00 -2.99 0.00 

18.00 3632.38 18.00 

0.00 27 . 80 0.00 

0.00 -4 . 23 0.00 

18.00 3274 . 51 18.00 

0.00 13.87 0.00 

0.00 -4.65 0.00 

18.00 4916.64 20.00 

0.00 63.06 0.00 

0.00 - 3.65 0.00 

18.00 3872 . 25 20.00 

0.00 119.98 0.00 

0.00 - 6.50 0.00 

18 . 00 3474.80 20.00 

0.00 61. 79 0.00 

0.00 - 7.66 0.00 

18.00 3215 . 48 19.67 

0.00 45.28 0.58 

0.00 -3.63 0.00 

18.00 4327.52 18.00 

0.00 50.34 0.00 

0.00 - 6.50 - 1.82 

18.00 3687.40 18.00 

0.00 160.49 0.00 

0.00 -3.40 0.00 

18.20 4007,29 18 . 97 

0.00 45.32 0.06 

0.00 -5.06 - 0.18 

0,55 4.86 0,35 

0.00 8.16 0,35 

18.20 4221.00 19,00 

18.10 3821.43 18.90 

18.20 3705,00 18,90 

18.20 3676.95 18.90 

18.20 3618.68 18.80 

18.20 3884 .95 18.90 

18.20 3718,30 18,90 

RCI 

TO JIV TO 

2704.S7 18.67 3916.31 

0.00 0.58 375.05 

- 0.80 0.00 -1.06 

3058.86 16.00 3750.72 

82.61 0.00 76.44 

-3.59 0.00 -6.54 

2900.79 18.00 3449.69 

90 . 21 0.00 50.03 

- 4.02 0.00 - 7.94 

2817 .17 18.00 3202.33 

14.70 0.00 90.69 

-2.76 0.00 -7.21 

2702.05 18.00 4172.54 

0 . 00 0.00 29.91 

-0.29 0.00 -4.46 

2701.04 18.00 4053.36 

0.00 0.00 143.09 

-3.73 0.00 -4.09 

2701.04 18.00 3978 . 33 

0.00 0.00 132 . 31 

-1.31 0.00 -6.22 

2740.56 18.00 3688.00 

79.07 0.00 36.06 

-2.09 0.00 - 0.92 

3121.11 18.00 3714.83 

146.35 0.00 115.32 

4 . 95 0.00 1.42 

2904.38 18.00 3471.91 

94.70 0.00 61.60 

-8.77 0.00 -2.76 

2835.16 18,07 3739 . 80 

17 .84 0,06 50.75 

-2,33 0,00 -4.0 1 

2.03 0.37 6.61 

1.91 0.37 5.20 

2902,78 18.07 3896.07 

2778.80 18.00 3508.07 

2782,00 18.00 3555,00 

2743.66 18,00 3449,71 

2717.21 18.00 3221.34 

2791. 15 18.00 3543.36 

2749 .83 18,00 3329,62 

169 

R2 

IIV 

5.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.10 

0.00 

0.00 

2.50 

2.50 

4,10 

4.00 

4,00 

4,00 

4.00 

4.00 

4,00 

C2 

TO IIV 

40B3.30 6 .00 

14.36 0 . 00 

-5.66 0.00 

3785.00 6.00 

51.1 1 0.00 

-5.35 0.00 

3124.12 6.00 

51.95 0.00 

-1.38 0.00 

2104.64 6.00 

12.05 0.00 

-4.01 0.00 

3459.13 6.00 

48.40 0.00 

- 4.74 0.00 

2995.49 6.00 

7.37 0.00 

-3.73 0.00 

2642.47 6.00 

103.03 0 . 00 

-1. 78 0.00 

1981.61 6.00 

29.89 0.00 

- 3.81 0.00 

3236.10 6.00 

45.24 0.00 

- 1.59 0.00 

2795 . 28 6.00 

72.52 0.00 

-3.53 0.00 

3020.71 6.00 

14,04 0.00 

-3,70 0.00 

-0.81 0.00 

-1.12 0.00 

3136.70 6,00 

3045.29 6,00 

3055,00 6,00 

2986,01 6,00 

2942,92 6.00 

3081.61 6 . 00 

3014.28 6.00 

TD 

1931.44 

0.00 

-1.53 

1863 . 16 

0.00 

-2.40 

1856.104, 

83.26 

-7.17 

1875.14 

94.62 

1.19 

1883.28 

6.87 

-1.69 

1863 . 13 

6.08 

-6.75 

1873 . 36 

39.72 

-3.94 

1835.30 

1.76 

-1.89 

1853.10 

24.08 

-14.70 

1820, 11 

5.43 

-2.64 

1865,42 

18.68 

-4.33 

1.25 

1.05 

1949.91 

181/02.43 

1846.00 

1836.10 

1833.57 

1860,71 

1842,65 

RC2 

IIV 

6.00 

0.00 

0.00 

5.00 

0.00 

0.00 

~.oo 

0.00 

0.00 

4.00 

0.00 

0.00 

5.00 

0.00 

0.00 

5.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4.00 

0.00 

0.00 

4,00 

0.00 

0,00 

4.50 

0,00 

0,00 

2.27 

4.65 

4.50 

4.40 

4,30 

4,30 

4,40 

4.40 

4.40 

TD 

3259.76 

15.06 

-3.25 

2949 ,88 

65.87 

-3.47 

2790.75 

86 . 57 

1.19 

2271.65 

58.72 

-1.28 

2820.18 

21 .42 

-5.54 

2757 . 93 

55.41 

-4.45 

2809.58 

116.75 

-2.57 

2442.39 

89.62 

-6.07 

2337.13 

8.49 

-4.02 

2188.02 

42,95 

-3,37 

2662.73 

16.35 

-3.31 

1.31 

-0.46 

2753,89 

2628,36 

2675,00 

2613,75 

2519,79 

2672.01 

2585,89 



Table 4.27: Comparison between the average case performances of DACS+HLS+2-

Opt and other VRPTW algorithms, after three runs of 4800 seconds, on the problem 

group PG400. Check Tables F .5 and F. 6 for more information about t he best and 

worst case performances. 

Rl el 

Ptlo . Tioe(seC8.) IIV TO IIV 

01 - AVGs 4800 40.00 10925.59 40.00 

SO, 0.00 91. 35 0.00 

% to DACStHLS 4800 0.00 - 6.0B 0,00 

02 - Aves 4800 36.00 11058.25 37.33 

SO. 0.00 407.69 0.58 

% to DACS+H LS 4800 0.00 - 13.62 0.00 

03 - Aves 4800 36.00 9892.07 36.33 

SO, 0 . 00 204.40 0.58 

% to DACS+HLS 4800 0.00 - 7.64 -LBO 

04 - Aves 4800 36.00 8944.64 36.00 

SO, 0.00 7.78 0.00 

% to OACS+HLS 4800 0.00 -5.63 0.00 

05 - Aves 4800 36.33 11442.41 40,00 

SO, 0.58 1244 . 94 0.00 

% to OACS +HLS 4800 -0.91 0.42 0.00 

06 - Aves 4600 36.00 10781.10 40.00 

SO. 0.00 229.24 0.00 

% to DACS+H LS 4800 0.00 -7.54 0.00 

07 - AYGs 4800 36.00 9971.73 40.00 

SO, 0,00 401.87 0.00 

% to DACS+HLS 4800 0,00 - 5.17 0.00 

08 - Aves 4800 36 .00 8917.81 39.00 

SO, 0.00 67.03 0.00 

% to OACS+HLS 4800 0.00 - 2.76 - 0.85 

09 - Aves 4800 36.00 11444.72 37.00 

SO, 0 .00 485.79 0,00 

% to DACS +HLS 4800 0.00 - 8.12 0,00 

10 - AVCs 4800 36,00 10221.56 37,00 

SO. 0.00 15 1. 33 0.00 

% to DACS+HLS 4800 0.00 -6, 18 0.00 

DACS+HLS+2-Opt - AVGs 4800 36.43 10359.99 38.27 

So, 0.06 230.83 0.06 

% to OACS+HLS 4800 -0.09 - 6.43 -0.26 

% to RVllSc [5] 3900-7980 0.64 13.17 0.70 

% to ES4C [2] 4800 0.37 16.08 0.70 

DACS+HLS - Aves 4800 36.47 11071.60 38,37 

RVIfSc [5] - AVGs 3900-7980 36,20 9154.50 38.00 

ES4C [2] - AVCs 4800 36,30 8925.00 38.00 

LC03 [33] - AVGs 6000 36,50 8839.28 37.90 

AGES [48] - AVGs 1020 36.30 8530.03 37.90 

MSLSI [t7] - AVGs 408 36 . 40 9225.95 37.90 

MSLS+TAI [1 7] - Ayes 474 36.40 8692.17 37.90 

Rei R2 e2 

TO IIV TO flV TO flV 

7152.06 37.00 9189.29 8.00 9768.99 12.00 

0 . 00 0,00 91 . 97 0.00 44.51 0.00 

-0.09 0,00 -4.74 0.00 - 8.76 0.00 

8009.51 36.00 10204.17 8.00 8134.41 12.00 

309.15 0.00 686.98 0.00 153.90 0.00 

- 12.90 -0.92 0.89 0.00 -6.69 0.00 

9001.30 36.00 9778.42 8.00 6708.33 12.00 

1087.84 0.00 80.24 0.00 73.01 0 . 00 

0. 76 0.00 -6.56 0.00 -6.09 0.00 

9412.26 36.00 8940.03 8.00 5ll0.14 12.00 

189.59 0.00 44.41 0.00 107.30 0.00 

- 0.62 0.00 -3.81 0.00 -6.52 0.00 

7152.06 37.00 8974.11 8.00 7613.79 12.00 

0 . 00 0,00 45 . 58 0.00 66.73 0 .00 

- 0.62 0,00 - 3.95 0.00 -7.63 0.00 

7153.45 36.33 9955.15 8.00 6868.97 12.00 

0,00 0.58 1028,11 0.00 82.45 0.00 

- 0.64 -0, 91 - 4,22 0.00 -4.91 0.00 

7149,43 36.00 10974.10 8.00 6021.60 12.00 

0.00 0.00 422.05 0.00 174.62 0.00 

- 2.94 -2,70 15.51 0.00 - 6.06 0.00 

7324,00 36.00 10337.47 8.00 4894.89 12.00 

118.09 0.00 331.26 0.00 50.36 0.00 

- 2. 18 0.00 -4.23 0.00 -7.59 0.00 

7702.80 36.00 10115.73 8 . 00 6943.37 12 . 00 

177 . 55 0.00 269,91 0.00 107.34 0.00 

- 2.30 0.00 - 2.50 0.00 -7,16 0.00 

7447.29 36.00 9925,03 8.00 6572.67 12.00 

190.97 0.00 220,93 0.00 66,85 0.00 

- 3.47 0,00 -2.92 0.00 -4,01 0.00 

7750.42 36.23 9839.35 8.00 6863.71 12.00 

75.5 4 0.06 52.90 0.00 35.08 0 .00 

- 2.64 -0.46 -1. 75 0.00 - 6.66 0 .00 

5.86 0.37 14.03 0.00 4.82 0.00 

2.19 0.37 12.28 0.00 5.56 0.00 

7960.76 36.40 10014.97 8,00 7353.41 12,00 

732 1. 68 36.10 8628.74 8,00 6547 . 87 12.00 

7584.00 36.10 8763.00 8.00 6502.00 12.00 

7447,09 36.00 8652.01 8,00 6437.68 12,00 

7148,27 36,00 8066.44 8,00 6209.94 12,00 

7464.09 36.00 8836.49 8.00 6690.15 12.00 

7230 . 48 36.00 8305.55 8.00 6382.63 12.00 
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Re2 

TO liV 

4119.20 12.00 

0.11 0 . 00 

-3.59 0 . 00 

3959.56 11.00 

24.28 0.00 

-2.40 0.00 

4240.50 8.67 

106.82 0.58 

- 16.41 - 3. 70 

4671.09 8.00 

282.26 0.00 

-8.55 0.00 

3997.00 11.00 

66.59 0.00 

- 10.03 0.00 

3905.84 9.00 

11.71 0.00 

- 8.30 0.00 

4058.32 8.33 

g9.55 0 .58 

-7.21 -7.41 

3888.62 8.00 

9.67 0.00 

-1 1.52 0.00 

4500.56 8 . 00 

176.92 0 . 00 

-3.47 0.00 

3822.77 8.00 

42,40 0.00 

-10.17 0.00 

4116.35 9.20 

20.27 0.00 

- 8.32 -1.08 

4.94 5.75 

4.61 6.98 

4489.84 9.30 

3922.71 8 . 70 

3935.00 8.60 

3940.87 8,60 

3840.85 8,80 

3984.57 8 . 90 

3894.48 8.90 

TO 

7379.59 

135.94 

-6.92 

6379.40 

144.19 

- 13.11 

5843.04 

205.39 

- 8.04 

4176.88 

83.72 

-9.94 

6109.77 

163.59 

-12,68 

6441.84 

191,05 

-9.55 

6031.39 

78.13 

-10.36 

5478.92 

60.55 

-7.34 

5255.24 

53.96 

-8 .01 

5004.07 

23.54 

-8.62 

5810.01 

27 .72 

-9.52 

3,14 

5,29 

6421.09 

5633.28 

5518.00 

5511.22 

5243.06 

5692.33 

5407.87 



4.7.6 What if saving ants with two different saving functions 

are used? 

In order to know more about the effects of choosing edges or pairs of two nodes rather 

singular nodes (as in the systems DACS 03, DACS+HLS and DACS+HLS+2-0pt 

used in Sections 4.7.1, 4.7.3 and 4.7.4) on the performance and the results, the 

routing builder of ants is changed into a constructive phase that depends on a 

Savings algorithm that has some similarities with the Savings algorithm of Clarke 

and Wright [10]. The ants, which use the Savings algorithm in this thesis, are called 

as the saving ants. 

When building the solutions in a way based on an edge-by-edge basis, the saving 

ants use the saving entries of the saving matrix, created before the start of the com

putation process of the DACS system involved, in addition to the pheromone trails 

of the pheromone memory structure in a colony, VMIN or D MIN. The saving entries 

are created using either a distance-based function as in Equation 4.7 or a time-based 

function as in Equation 4.8 and then they are normalized as in Equation 4.9 by di

viding the value of each saving entry over the maximum saving value. The main 

purpose of such functions is to calculate and to know the saving value of each pair 

of two nodes, when served together on the same route rather than serving the two 

nodes separately on two different routes. Also, the reason behind the calculation 

of the values of the saving entries is to know the pairs of two nodes that have the 

largest saving values in order to be considered first during the building up of the 

solution of a saving ant and before the other pairs of two nodes, which have smaller 

saving values. 

SVcicj (4.7) 

(4.8) 

SVcicj 
(4.9) 
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Before starting to build the solution of a saving ant, a sub list of the saving 

matrix is created and its length is equal to 20. The sub list is populated with 

twenty edges according to Equation 4.10, which has the two terms of the pheromone 

trail and the saving value of any edge. Once an edge is chosen to be one of the 

twenty edges of the sub list, it is tabooed in order not to be considered at future 

updates of the sub list. The reason behind using the sub list is to let that sub list be 

used by the probabilistic-state transition rule with its exploitation and exploration 

parts in Equation 4.3 and to avoid any worries about consuming a lot of CPU time 

when using the saving matrix, which is very large. 

1:::; i, j:::; N (4.10) 

During the building up of the solution of a saving ant, the probabilistic state 

transition rule with its exploitation and exploration parts is used in the same way 

as in any other DACS system but the main difference is in the using of the visibility 

function in Equation 4.9. Therefore if the exploitation part is used, the saving ant 

picks the edge eC;Cj that has the largest value, which is combined of two values - the 

pheromone trail and the saving value of the edge eC;Cj' However if the exploration 

part is used, the saving ant chooses in a great chance an edge eC;Cj with a large value 

of the two values described earlier but not necessarily the edge with the maximum 

value. If an edge e CiCj is chosen using either the exploitation or exploration part, 

then it is inserted after considering one of the following three steps explained below. 

RLl- If the two customers, combined by the edge eC;Cj' do not exist in a route, then 

a new route is created and they are inserted in the same order in which they 

exist in the edge involved. 

RL2- If one of the two customers of the edge eC;Cj does not exist in a route while 

the other customer is located in a route partially built, then the customer that 

does not exist in a route is inserted near the other customer located in a route 

under one condition, in which the other customer has to be an exterior and 

not an interior node. A customer can be considered as an exterior node only 

if the customer is located at the start or at the end of the route. There are 

four cases in which a customer that does not exist is inserted and those four 

cases are mentioned below. 
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(a) If the customer Ci does exist at the end of a route Rl and the customer 

Cj is not located in any route, the order of the nodes visited in Rl is kept 

as it is and Cj is attached at the end of R1 . 

(b) If the customer Ci does exist at the start of a route Rl and the customer 

Cj is not located in any route, the order of the nodes visited in Rl IS 

reversed as in Figure 4.13 and Cj is attached at the end of R 1 . 

(c) If the customer Cj does exist at the end of a route Rl and the customer 

Ci is not located in any route, Ci is attached at the start of the route Rl 

and then the order of the nodes visited after Ci is reversed in Rl as in 

Figure 4.13. 

(d) If the customer Cj does exist at the start of a route Rl and the customer 

Ci is not located in any route, Ci is attached at the start of Rl before Cj 

and the order of the nodes visited after Ci is kept as it is in R1 . 

RL3- If the two customers of an edge eCiCj are located in two different routes and 

both customers are exterior either at the end or at the start of the routes 

involved, then the two routes that include such two customers are merged 

together. In order to merge two routes, there are four cases in which any two 

routes can be merged together and these four cases are mentioned below. 

(a) If the customer Ci is located at the start of the route Rl and the customer 

Cj is located at the start of the route R2 , the order of the nodes visited 

in Rl is reversed as in Figure 4.13 and the new end Ci of Rl is attached 

with the start node Cj of R2 to form a new route R3 · 

(b) If the customer Ci is located at the start of the route Rl and the customer 

Cj is located at the end of the route R2 , the order of the nodes visited in 

Rl and R2 is reversed as in Figure 4.13 and then the new end Ci of Rl is 

attached with the new start Cj of R2 to form a new route R3 · 

(c) If the customer Ci is located at the end of the route Rl and the customer 

Cj is located at the start of the route R2 , the end Ci of Rl is attached with 

the start Cj of R2 to form a new route R3 · 

(d) If the customer Ci is located at the end of the route Rl and the customer 

node Cj is located at the end of the route R2 , the order of the nodes 
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visited in R2 is reversed as in Figure 4.13 and then the end Ci of Rl is 

attached with the new start Cj of R2 to form a new route R3 . 

VC , If) 

At! Or I r I( , 

14 

• 
59 

• 

21 35 42 • • • 
42 35 21 • • • 

59 

• 
14 

• 
Figure 4.13: Reversing the order of a group of visited customer nodes in a route. 

Furthermore because the saving matrix is very big and it is time consuming to 

try every single entry of it, each saving ant has the ability to update the sub list, 

used by the probabilistic state transition rule with its exploitation and exploration 

parts, by using t he saving matrix for up to 1000 iterations. Now at any case, if 

an edge eC;Cj located in that sub list is chosen at an iteration to be a part of the 

solution of a saving ant , then the selected edge will be tabooed in order not to be 

chosen later and the sub list will be updated to include a new edge instead of the 

one chosen to be possibly used in the next iteration. 

After changing the routing builder of the ants into the new constructive phase 

described above, the three systems DACS 03, DACS+HLS and DACS+HLS+2-0pt 

with saving ants that use one of the two visibility functions in Equations 4.7 and 4.8 

are tested each for three runs on the problem set R1 of t he problem group PG100 

in Section 2.2. In a matter of fact, the performance and the results of. the DACS 

systems that use the saving ants are very poor and not in any way as competitive as 

the systems that do not use them. However , one thing recognized is that the addition 

of the hybrid local search HLS and the 2-0pt move variant to the system DACS 03 

that uses the saving ants can improve things better but even though the performance 

and results are still poor and this suggests that changing the constructive phase in 

the way described above is not a significant idea. Nonetheless, the performance 

and the results of such DACS systems with the saving ants can be improved, if the 

behavior of the saving ants is studied and investigated further. 
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4.7.7 Which component IS causing the synergetic effects of 

artificial ants? 

According to the literature in [49] [50] [51] [52] [4] [54] [55] [56] [6] and [57], 

the usage and the update of the pheromone trails is found to be vital in encouraging 

the ants of a cycle to become synergetic and letting them look always for new edges 

and quality solutions that have not been discovered before by previous waves of 

ants. But also in Sections 4.6.1, 4.7.1, 4.7.3 and 4.7.4, the importance of using the 

local search of triple moves (M1-M3), the push-forward and push-backward strategy 

PFPBS, the hybrid local search HLS and the 2-0pt move is discovered and results 

show that a DACS system without them will lead to very bad performance. 

Consequently, what is described above triggers the question of which one of these 

components of the DACS system in general is causing such synergetic effects. Are 

they the pheromone trails and how to use and update them or just simply the local 

searches with the help of the PFPBS strategy and how they are efficiently designed? 

The moment the systems DACS 03, DACS+HLS and DACS+HLS+2-0pt are tested 

without any pheromone usage and update on the problem set R1 of the problem 

group PG 100 as in Table 4.28, the performances and results of such systems have 

deteriorated and this deterioration is significant at the 99.9% level according to 

Student's t-tests and Wilcoxon signed rank tests. 

However in the systems that use the HLS and the 2-0pt, one has to recognize 

is that the percentages of deterioration on average (with 4.46% to 6.39% for TD 

and 0.79% to 1.07% for NV) after switching off the usage and the update of the 

pheromone trails are far lesser than those of the system DACS 03 - 14.17% for TD 

and 1.18% for NV. In a matter of fact, using the HLS and later the 2-0pt helps a 

lot in recovering on average the performance and the results in terms of TD with 

50.97% to almost 75.88% of what is deteriorated or lost in DACS 03 because of 

putting off any usage and update of the pheromone trails. 

Moreover according to Student's t-tests and Wilcoxon signed rank tests, the 

systems that use HLS and 2-0pt and do NOT have any pheromone usage and 

update are still able on average to bring at the 99.9% level NV results that are better 

significantly by -0.75% to -0.94% in contrast with those of the system DACS 03 

that use and update the pheromone trails. Here also, the DACS 03 system that 
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use and update the pheromone trails is still using the local search of triple moves 

(MI-M3) and therefore all the goodness in the TD result 1243.26 of Table 4.28 is 

not because of the pheromone usage and update. 

Of course, the talk described above gives the indication that if the local search is 

fiddled with more, then that can lead into improving the performance of the DACS 

system even further until reaching the stage where the usage and the update of the 

pheromone trails are not needed any more. As a conclusion, the local search with 

the help of the PFPBS strategy has a great influence on the synergetic effects of the 

ants and switching it off will lead into performance and results that are far worse 

than that of a system that does not use and update the pheromone trails. 

4.7.8 What if the pheromone ants replaced with more de

terministic ones? 

After reviewing the deterministic approaches like the reactive variable neighbour

hood search in [5] and [8], it can be realized that such deterministic approaches 

can find very good quality solutions for the VRPTW problem without using and 

updating the pheromone trails as in [4]. For that, it is believed that the pheromone 

component is nothing but a perturbation force in ACO - Ant Colony Optimisa

tion [49] [50] [51] [52] [4] [54] [55] [56] [6] and [57]. Therefore, the theory, here, 

is that very good quality solutions can be found for VRPTW by using some sort 

of force that chooses customers or edges rather than depending on the pheromone 

component in the choosing process. 

Consequently in this section, the pheromone ants are converted to more deter

ministic ones. In order to make that conversion happen, a number of components, 

mentioned below, are introduced to differentiate between the more deterministic 

ants and the pheromone ones. For that, the perturbation force of the pheromone 

component in the pheromone ants is substituted by the following components from 

CPl to CP4: 

CPl- A deterministic ant seeds its solution with a customer in the graph, using 

the farthest in distance or the earliest deadline seeding strategy in Section 5.4, 

before using the components enumerated in CP2 and CP3. The seeding strate

gies are designed to be used in this order - firstly the farthest in distance and 
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Table 4.28: Tests that show the synergetic effects of ants in the three systems DACS 

03, DACS+HLS and DACS+HLS+2-0pt on the problem set R1 of the problem 

group PC 100. 

Using and 

updating 

pheromone 

Batch No. Time (secs.) 

01 - AVGs 100 

SDs 

CV, 

02 - AVGs 100 

so, 
CV, 

03 - AVGs 

SO, 

CV, 

04 - AVGs 

SO, 

CV, 

05 - AVGs 

SO, 

CV, 

06 - AVGs 

SDs 

CV, 

07 - AVGs 

SO, 

CV, 

08 - AVGs 

SO, 

CV, 

09 - AVGs 

so, 
CV, 

10 - AVGs 

SO, 

CV, 

AVGs 

SO, 

CV, 

% to A. 

C or E. 

% to A. 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

A) 

DACS 03 

Ye' 

HV 

12.92 

0.22 

1. 71 

12.94 

0.10 

0.74 

13.03 

0.05 

0.37 

12.89 

0.13 

0.99 

12.92 

0.08 

0.65 

13.00 

0.00 

0.00 

12.92 

0.14 

1.12 

12.92 

0.08 

0.65 

12.94 

0.05 

0.37 

12.89 

0.17 

1.35 

12.94 

0.05 

0.35 

0.00 

B) 

DACS 03 

11o 

TD NV 

1242.24 13.06 

5.89 0.05 

0.47 0.37 

1238.30 13.11 

13.97 

1.13 

0.10 

0.73 

1238.88 13.06 

4.00 

0.32 

0.05 

0.37 

1236.63 13.00 

6.82 0.08 

0.55 0.64 

1249.99 13.11 

13.53 0.13 

1.08 0.97 

1248.11 13.14 

8.08 0.05 

0.65 0.37 

1237.81 13.11 

8.35 

0.67 

1250.26 

6.79 

0.54 

0.10 

0.73 

13.08 

0.08 

0.64 

1239.35 13.11 

1.01 0.10 

0.08 0.73 

1251.00 13.11 

16.07 0.10 

1.28 0.73 

1243.26 13.09 

5.88 0.04 

0.47 0.31 

0.00 1. 18 

c) 

DACS+ 

HLS 

Ya. 

D) 

DACS+ 

HLS 

Ho 

E) 

DACS+ 

HLS+ 

2-0pt 

F) 

DACS+ 

HLS+ 

2-0pt 

Ho 

m n m n m n m n m 

1422.10 12.64 1244.87 12.81 1326.21 12.72 1230.32 12.86 1284.86 

15.05 0.10 10,52 0.05 17 .94 0.13 3.89 0.13 22.38 

I.H 0." O.M O.H 1.. I.M 0.0 O.H I.N 

1401.04 12.69 1246.05 12.81 1330.42 12.75 1235.05 12.81 1287.75 

11. 79 

0.84 

0.05 

0.38 

1411.24 12.72 

12.76 

0.90 

0.13 

1.00 

8.82 

0.71 

0.13 

0.99 

1253.55 12.83 

1.71 

0.14 

0.00 

0.00 

12.59 

0.95 

0.14 

1.13 

1332.36 12.67 

17.35 

1.30 

0.08 

0.66 

4.77 

0.39 

0.13 

0.99 

1231.88 12.81 

4.78 

0.39 

0.05 

0.38 

8.87 

0.69 

1282.12 

3.80 

0.30 

1447.15 12.69 1255.30 12.89 1330.09 12.64 1227.55 12.78 1288.08 

23.32 0.05 6.98 0.10 4.89 0.05 1.33 0.05 9.80 

1.61 0.38 0.56 0.75 0.37 0.38 0.11 0.38 0.76 

1424.31 12.75 1253.23 12.81 1330.41 12.75 1240.72 12.86 1285.29 

36.42 0.08 16.70 0.05 12.40 0.17 9.52 0.05 3.06 

2.n 0.. I.U O.H o.n I.M 0." O.U O.H 

1414.17 12.75 1247.93 12.86 1330.59 12.78 1230.42 12.86 1282.02 

19.76 0.00 6.22 0.05 5.36 0.05 3.23 0.05 1.53 

1.~ 0.00 O.M O.U o.~ O.H O.H O.U O.~ 

1426.99 12.69 1246.72 12.86 1320.44 12.69 1230.65 12.86 1283.60 

31.38 

2.20 

1426.08 

25.50 

1.79 

0.05 

0.38 

12.69 

0.05 

0.38 

2.99 

0.24 

1251.20 

9.15 

0.73 

0.05 

0.37 

12.83 

0.08 

0.65 

7.85 

0.59 

0.05 

0.38 

1336.97 12.72 

6.03 

0.45 

0.13 

1.00 

6.88 

0.56 

1226.55 

7.36 

0.60 

0.05 

0.37 

12.78 

0.05 

0.38 

5.98 

0.47 

1289.29 

5.10 

0.40 

1427.18 12.72 1247.50 12.86 1323.14 12.69 1229.89 12.81 1286.23 

43.51 0.05 4.92 0.05 9.89 0.05 1.04 0.05 5.57 

3.05 0.38 0.39 0.37 0.75 0.38 0.08 0.38 0.43 

1394.25 12.67 1252.11 12.83 1335.88 12.72 1225.22 12.72 1288.23 

30.58 0.08 6.00 0.08 2.43 0.05 5.16 0.10 12.56 

2.19 0.66 0.48 0.65 0.18 0.38 0.42 0.76 0.98 

1419.45 12.70 1249.85 12.84 1329.65 12.71 1230.83 12.81 1285.75 

15.01 0.03 3.65 0.03 5.17 0.04 4.46 0.05 2.60 

I.H O.TI 0.. O.H O.H O.U o.a O.U O.W 
14.17 0.00 0.00 1.07 6.39 0.00 0.00 0.79 4.46 

-0.75 6.95 -0.94 3.42 
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then the earliest deadline. Also, each seeding strategy is used by deterministic 

ants for a number of times, equal to the number of customers to be visited in 

a problem instance, before switching to the other seeding strategy and in each 

time the seeded customer can be regarded as one of these cases - farthest in 

distance, second farthest in distance, third farthest in distance ... etc or earliest 

deadline, second earliest deadline, third earliest deadline ... etc. The seeding 

component of the deterministic ants is in order to make sure that each deter

ministic ant starts from a start point in the graph that is different from the 

start points of the other deterministic ants. Of course, letting the determinis

tic ants seed its solutions in that way help in discovering different parts of the 

search space. 

CP2- The exploitation mode is substituted with a new mode that does not use 

the pheromone trail component and depends only on the visibility function 

in Equation 4.1 and could be used with the distance function or any other 

visibility function. In 90% probability, this mode is used. 

CP3- The exploration mode is substituted with a new mode that does not use the 

probability distribution and the pheromone trail component. Instead, it uses 

simple heuristics that are used in order at each time once this mode is called. 

For example, if a deterministic ant has a counter 0, then that refers to the first 

simple heuristic (a). If the same ant wants to use this mode next time, then 

the second heuristic number (b) is going to be used. Now, if the counter has 

become five, next time the deterministic ant restarts working from counter 0 

and so on. In 10% probability, this mode is used. 

(a) Go to the customer with the largest demand. 

(b) Go to the customer with the smallest demand. 

(c) Go to the customer with the earliest dead line and his due date is the 

neatest to be reached. 

(d) Go to the nearest customer in distance in the graph. 

(e) Go to the customer that causes a vehicle to have the least waiting time. 

(f) Go to the customer that could wait a lot for a vehicle to arrive. 
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CP4- The local and global updating of the pheromone trail components are switched 

off. Therefore, the local pheromone updating rule in Section 4.4.6 will not be 

used after applying any of the two modes CP2 and CP3 enumerated above 

and the global pheromone update rules in Sections 4.4.9 are not going to be 

considered either. 

Later after experimenting with the more deterministic ants in the systems DACS 

03, DACS+HLS and DACS+HLS+2-0pt as in Table 4.29 and checking of how well 

they are against the pheromone ants on the problem set R1 of the problem group 

PG100, it can be said that the performances and the results of such systems have 

worsen on average in a range between 0.79% to 3.14% for NV and 5.53% to 11.64% 

for TD. 

However interestingly in comparison to the DACS 03 that uses the pheromone 

ants, the system DACS+HLS+2-0pt with its more deterministic ants brings the 

least deteriorations in terms of NV and TD together and can improve on aver

age significantly the NV results by -0.94% according to the Student's t-test and 

Wilcoxon signed rank test. Also, it should be reminded that when the DACS 03 

system using the pheromone ants gains better TD results by 4.48%, it is not because 

of using and updating the pheromone trails only. 

This DACS 03 system with its pheromone ants is still using the local search of 

triple moves (M1 to M3) and a lot of that goodness is due to that local search rather 

than the pheromone ants themselves. For instance, the system DACS+HLS+2-0pt 

that uses more deterministic ants can recover, in terms of TD, 61.51% of what is 

lost because of using more deterministic ants in the system DACS 03 instead of the 

pheromone ants. 

Of course, this kind of recovery is due to the usage of the hybrid local search 

HLS and the move 2-0pt. As a result, this is an indication that the system with 

more fiddling to the local search in particular can lead into having performance as 

good as the performance of a system that uses the pheromone ants. 

The interesting discovery, mentioned above, proves also the point started with 

in which the ants with being more deterministic could also bring solutions that are 

competitive in terms of NV with those ants that depend alone on the usage and the 

update of the pheromone trail components locally and globally. 
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Table 4.29: Tests on ants that are more deterministic in the three systems DACS 03, 

DACS+HLS and DACS+HLS+2-0pt on the problem set Rl of the problem group 

PGlOO. 

Phr. ants 

Det. ants 

Batch No. 

01 AVGs 

SD, 

CV, 

02 - AVGs 

SD, 

CV, 

03 - AVGs 

SD, 

CV, 

04 - AVGs 

SD, 

CV, 

05 - AVGs 

SD, 

CV, 

06 - AVGs 

SD, 

CV, 

07 - AVGs 

SD, 

eVe 

08 - AVGs 

SD, 

CV, 

09 - AVGs 

SD, 

CV, 

10 - AVGs 

SD, 

eVe 

AVGs 

SD, 

eVe 

% to A, 

C or E. 

% to A. 

Title(secs.) 

lDD 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

A) 

DACS 03 

Ye, 

No 

NV 

12.92 

0.22 

1. 71 

12.94 

0.10 

0.74 

13.03 

0.05 

0.37 

12.89 

0.13 

0.99 

12.92 

0.08 

0.65 

13.00 

0.00 
0.00 

12.92 

0.14 

1.12 

12.92 

0.08 

0.65 

12.94 

0.05 

0.37 

12.89 

0.17 

1.35 

12.94 

0.05 

0.35 

0.00 

TO 

1242.24 

5.89 

0.47 

1238.30 

13.97 

1.13 

B) 

DACS 03 

1I0 

Yee 

lIV 

13.31 

0.05 

0.36 

13.36 

0.10 

0.72 

1238.88 13.36 

4.00 0.05 

0.32 0.36 

1236.63 13.25 

6.82 0.00 

0.55 0.00 

1249.99 13.36 

13.53 0.13 

1.08 0.95 

1248.11 13.42 

8.08 0.00 

0.65 0.00 

1237.81 13.28 

8.35 

0.67 

1250.26 

6.79 

0.54 

1239.35 

1.01 

0.08 

1251.00 

16.07 

1.28 

0.05 

0.36 

13.36 

0.10 

0.72 

13.33 

0.00 

0.00 

13.39 

0.10 

0.72 

1243.26 13.34 

5.88 0.05 

0.47 0.38 

0.00 3.14 

TO 

C) 

DACS+ 

HLS 

lIV TD 

D) 

DACS+ 

HLS 

1I0 

lIV TD 

E) 

DACS+ 

HLS+ 

2-0pt 

"0 

NV TO 

F) 

DACS+ 

HLS+ 

2-0pt 

1I0 

Yee 

NV 

1391. 32 12.64 1244.87 12.78 1363. 18 12.72 1230.32 12.81 

17.97 0.10 10.52 0.05 21.78 0.13 3.89 0.05 

1.29 0.76 0.84 0.38 1.60 1.00 0.32 0.38 

1374.30 

35.65 

2.59 

12.69 

0.05 

0.38 

1246.05 

8.82 

0.71 

12.86 

0.05 

0.37 

1358.26 

8.68 

0.64 

12.75 

0.14 

1.13 

1235.05 

4.77 

0.39 

12.81 

0.05 

0.38 

TD 

1291.83 

4.62 

0.36 

1299.62 

18.11 

1.39 

1377.38 12.72 1253.55 12.78 1349.40 12.67 1231.88 12.83 1298.84 

1.66 0.13 1.71 0.05 11.23 0.08 4.78 0.00 8.26 

O.U 1.00 O.M 0.. o.n O.M O.H 0.00 D.M 

1405.20 12.69 1255.30 12.92 1336.89 12.64 1227.55 12.81 1285.02 

6.38 0.05 6.98 0.08 12.53 0.05 1.33 0.13 4.61 

0.45 0.38 0.56 0.65 0.94 0.38 0.11 0.99 0.36 

1395.21 12.75 1253.23 12.92 1343.65 12.75 1240.72 12.81 1306.96 

12.77 0.08 16.70 0.08 11.94 0.17 9.52 0.05 17.30 

o.n O.A 1.. O.A O.M 1.U o.n 0.. 1.U 

1361.11 12.75 1247.93 12.89 1334.28 12.78 1230.42 12.78 1289.58 

22.78 0.00 6.22 0.05 6.95 0.05 3.23 0.13 7.46 

1.~ 0.00 D.H O.g o.n 0.. D.H 1.00 O.g 

1391.92 12.69 1246.72 12.78 1342.11 12.69 1230.65 12.89 1297.53 

16.25 

1.17 

1394.89 

36.51 

2.62 

1399.50 

5.19 

0.37 

1388.74 

8.18 

0.59 

0.05 

0.38 

12.69 

0.05 

0.38 

12.72 

0.05 

0.38 

12.67 

0.08 

0.66 

2.99 

0.24 

1251.20 

9.15 

0.73 

1247.50 

4.92 

0.39 

1252.11 

6.00 

0.48 

1387.95 12.70 1249.85 

13.24 0.03 3.65 

0.95 0.27 0.29 

11.64 0.00 0.00 

180 

0.10 

0.75 

12.89 

0.05 

0.37 

12.81 

0.05 

0.38 

12.89 

0.10 

0.75 

12.85 

0.06 

0.46 

1.16 

-0.67 

2.37 

0.18 

0.05 

0.38 

1360.52 12.72 

24.27 0.13 

1. 78 1.00 

1356.68 12.69 

13.98 

1.03 

1345.60 

17.52 

1.30 

0.05 

0.38 

12.72 

0.05 

0.38 

1349.05 12.71 

10.16 0.04 

0.75 0.33 

7.94 0.00 

8.51 

6.88 

0.56 

1226.55 

7.36 

0.60 

1229.89 

1.04 

0.08 

1225.22 

5.16 

0.42 

0.05 

0.37 

12.78 

0.10 

0.75 

12.83 

0.00 

0.00 

12.81 

0.05 

0.38 

1230.83 12.81 

4.46 0.03 

0.36 0.25 

0.00 0.79 

10.58 

0.82 

1313.16 

3.02 

0.23 

1307.14 

19.56 

1.50 

1299.79 

6.87 

0.53 

1298.95 

8.62 

0.66 

5.53 

-0.94 4.48 



4.8 A Summary of Chapter 4 

Many variants of multiple ant colony systems, which have a lot of similarities with 

the well-known MACS-VRPTW system in [4], are studied and experimented with 

in this chapter and there are many motivations, as described in Section 4.3, behind 

the investigation of such systems. The main message in this chapter is to show 

that switching off the local search in a double ant colony system DACS, like in the 

detailed description in Section 4.4, will lead to performance and results that are far 

worse than the idea of putting off the usage and the update of the pheromone trails. 

The start point of these experimentations has been in Section 4.5.1 by checking 

the effects of a local search called XCHNG, which its move operator works simi

larly as in Figure 4.9 to that of the well-known local search of CROSS-exchanges 

mentioned in [8] [5] [28] and [4], on the performance and results of a system called 

DACS 01. Therefore, the system DACS 01 that uses the same parametric values in 

MACS-VRPTW and with many guessed ones is checked with and without XCHNG 

on the problem group PG100 in Section 2.2 for three runs of 300 to 400 seconds ac

cording the experimental methodology in Section 4.2. Without XCHNG, DACS 01 

is doing horribly bad. Although DACS 01 is doing fine with XCHNG, however the 

performance and results of DACS 01 on average are poor unfortunately, by 6.37% 

and 25.59% for NV and TD respectively, in comparison to the those of the other 

VRPTW algorithms of the literature in Table 4.3. 

The poor performance and results have caused to do more experimental work on 

DACS 01 and to try to see what are the missing components should be considered. 

For that at the beginning in Section 4.5.2, the way in which the pheromone trails 

are initialized in the colonies VMIN and DMIN is changed from the inverse of the 

distance between any two nodes (l/dcicJ to V-1 and V, where V equals the number 

of vehicles of the best global solution found so far. So using the new way, each 

pheromone trail in VMIN is initialized with V-1 whereas in DMIN the value V is used 

instead. Changing the way of pheromone initialization has resulted in deteriorating 

the performance on the problem sets R1-100 and Rl-200, on average, in terms of TD 

by 8.22% and later in discarding it. In addition, changing the evaporation values of 

the pheromone trails has not given any better performance and results either. 

Then, the moment the pheromone trail initialization and re-initialization with 
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l/(n.J~b) is tried as in Section 4.5.3, the performance and results have improved, on 

average by -3.31%, significantly in terms of the number of vehicles on the problem 

set R1 of the problem group PG 100. But, the performance and results are still 

not as good as those of the other VRPTW algorithms of the literature in Table 4.3. 

Additionally in comparison to DACS systems that use pheromone evaporation values 

like 0.0, 0.5, 0.8 and 1, it can be realized in Section 4.5.3 that the DACS system with 

the pheromone evaporation value 0.1 is the best on average, by -4.14% for NV and 

-0.09% for TD, in terms of performance. Therefore, the parametric values in any 

newly improved DACS system are kept as they are in the system MACS-VRPTW [4] 

in order to avoid any uncertainty about whether the DACS system is behaving or 

not as that system. 

Later on, the reconfiguration of the cycles in the coordinator DACS 01, the 

colonies VMIN and DMIN and the XCHNG local search is attempted as in Sec

tion 4.5.4. As a result, reconfiguring the cycles has improved significantly, on the 

problem set R1 of the problem PG100, the TD results on average by -1.03% but 

such attempt is not good enough. Furthermore in Section 4.5.5, when the cOOl'dina

tor DACS 01 and its colonies has used threads and synchronization, it has improved 

the TD results on R1 by -0.90% on average but it does not work well enough in get

ting the performance at least as comparable to those of other VRPTW algorithms 

in the literature. Also, it has made the performance a little bit inconsistent in terms 

of NV as the standard deviation SD here equal to 0.15 in comparison to the SD 0.09 

of DACS 01. As a consequence, this idea of using threads is ignored. 

In addition, different kinds of local searches as in Section 4.5.6, which use an 

individual move operator each, are tried instead of XCHNG on the problem set R1 

of the problem group PG 100 but they did not improve the performance and results 

on their own in any way to be as close as to those of the other VRPTW algorithms 

in the literature. Although the local search of 2-0pt in Section 4.5.6 is the only one 

that has enhanced significantly on average the TD results by -1.49% but the main 

obstacle with it is that 2-0pt is not working with other move operators. Therefore, 

it is not good enough for the local search to let 2-0pt work on its own individually. 

Later in Sections 4.6.1 and 4.6.2, a local search of triple moves (M1 to M3 in 

Section 4.4.8) is tested in a system called DACS 02 for three runs according to the 

experimental methodology in Section 4.2 on the problem groups PG 100, PG200 and 
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PG400 in Section 2.2. Each problem instance of a group is used by DACS 02 for 

a limited amount of CPU time in seconds - 100, 300, 400, 600, 1200, 1800, 2400 or 

4800. Here, the aim is to see the effect of trying a number of different intra and 

inter route improvement moves when working together rather than applying them 

individually. 

On PGlOO, the performance and results of the DACS 02 system is enhanced 

dramatically on average by -17.04% for TD and -1.67% for NV on the problem 

group PG 100 in comparison to the system DACS 01 but still DACS 02 is not as 

competitive as the other VRPTW algorithms of the literature in Table 4.3. Also, 

the performance and results of DACS 02 on the problem groups PG200 and PG400 

are not so bad in contrast to those of the other VRPTW algorithms in the literature. 

On PG200, DACS 02 is outperformed on average by 4.63% and 9.98% for NV and 

TD respectively in comparison to other VRPTW algorithms in Table 4.12 whereas 

on PG400 the system is inferior to the algorithms in Table 4.13 by 5.40% for NV 

and 22.63% for TD. 

Then in order to improve further the performance and results of DACS 02, ants 

that build their solutions simultaneously in parallel are tried as in Section 4.6.3 

rather than sequentially as in DACS 02 but the parallel ants have not led into 

any significant improvement on average as indicated from the slightly deteriorated 

percentages 0.64% and 0.29% for NV and TD respectively on the problem set R1 

of the problem PG 100. Furthermore in Section 4.6.4, the nearest neighbourhood 

heuristic NN is changed as an initialization technique into the insertion heuristic 

SIl-Like 01, mentioned in Section 5.4, but that change, on average with -0.04% for 

NV and -0.74% for TD, is not successful enough on PGlOO to make the performance 

as competitive as the other VRPTW algorithms in the literature to let it dominate 

the DACS system that uses the NN heuristic. After any amount of CPU time 

elapsed, the DACS system that uses SIl-Like 01 can dominate in terms of NV and 

TD together only on three out of six problem sets. Of course, this lack of domination 

is reflected also on many problem instances in which the DACS system that uses 

NN is able to beat in them the DACS system using SIl-Like 01. For that, using 

SIl-Like 01 instead of NN as an initialization technique is put down. 

Also in Section 4.6.5, two kinds of candidate lists, distance-oriented and time

oriented, are tested and used in the components of the probabilistic state transition 
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rule with its exploitation and exploration parts, the insertion procedure and the 

local search of triple moves (M1 to M3). According to the percentages of deviations 

0.44% for NV and -0.38% for TD on the problem set R1 of the problem PG100, 

there is not any significant difference seen between the usages of the two kinds of 

candidate lists described earlier. Later in Section 4.6.6, new local search moves to 

insert customers near the duplicated depot nodes of solutions are introduced and 

such moves have led into a better TD result on R1 by -2.09% on average. But, the 

deterioration, on average, in terms of NV by 0.43% and the time such moves take 

in trying to put the customers near depots has been the main discouraging factor 

in including them in the local search of triple moves. Also, the way the pheromone 

trails are updated locally and globally is changed but such research idea has not 

led, on R1, into any enough change on average, as indicated from -0.43% for NV 

and -0.44% for TD, in the performance and results of the DACS 02 system to be 

as good as those of the other VRPTW algorithms in the literature. 

For that as in Section 4.7.1, a method called the push forward and push back

ward strategy PFPBS is included in the DACS system in a way to allow the ants 

store, use and update information similar to the point numbers enumerated in II to 

16 and mentioned in Section 4.4.11. Afterwards, DACS 03 is tested for thirty runs 

(during the six different amounts of CPU times of 100, 300, 400, 600, 1200 and 1800 

in seconds) and checked about its performance and results in the best, average and 

worst-case scenarios on the six problem sets of the problem group PG 100. Later, it 

can be said that the performance and results of DACS 03 have improved success

fully on average by -3.07% for NV and -3.25% for TD and are getting closer to 

the performance and results of the other VRPTW algorithms of the literature in 

Table 4.3. However, DACS 03 with the PFPBS strategy is still outperformed by 

many of those algorithms on all the six problem sets. 

In order to improve the performance and results of the DACS 03 system further, 

specific types of multiple ant colony systems, which have colonies with objectives or 

goals that are different from the objectives or the goals pursued by the VMIN and 

DMIN colonies of DACS 03, are studied and investigated in Section 4.7.2. Therefore 

at first, four types of triple ant colony systems or TACSs with three colonies each 

are tried on the problem set R1 of the problem group PG100. Two of the three 

colonies are VMIN and DMIN regularly used while the third colony is a one that 
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tries to minimize or to maximize either the totals of customer waiting times as in the 

colonies CWTsMIN and CWTsMAX or the totals of vehicle waiting times as in the 

colonies VWTsMIN and VWTsMAX. The four types of TACS systems are not able 

to improve the performance and results in any way as indicated on average from the 

deteriorated percentages 0.15% and 0.54% for NV and TD respectively. For that, 

a quadruple ant colony system or QACS that includes the colonies VMIN, DMIN, 

CWTsMAX and CWTsMIN and a special type of a double ant colony system that 

includes a colony called TMIN (that minimises the total of time consumed in vehicle 

traveling, waiting and servicing) instead of DMIN are tested also on R1 but such 

systems are unsuccessful and ineffective. 

Then, the hybrid local search HLS, which combines the local search of triple 

moves (M1 to M3) and the insertion procedure is added to the DACS 03 system 

to form a system called DACS+HLS as in Section 4.7.3 in order to improve the 

performance and results in terms of the number of vehicles. According to Student's 

t-tests and Wilcoxon signed rank tests on the problem set R1 of the problem group 

PG 100, the addition of HLS into DACS 03 is discovered to be significant in terms of 

the number of vehicles at the 99.9% level. Therefore during each of the six different 

CPU time amounts of 100,300,400, 600, 1200 and 1800 in seconds, DACS+HLS is 

tested for thirty runs on the six problem sets of the problem group PG 100 in order 

to see how its performance behaves and how its results are going to be in the best, 

average and worst case scenarios in comparison to those of DACS 03. 

Later, the performance and therefore the results of the DACS+HLS system have 

improved in terms of the number of vehicles dramatically on the problem sets R1, 

RC1, R2 and RC2 of the problem group PG100 and this is on average by -2.43%. 

However in terms of the total traveled distances, adding the hybrid local search HLS 

has led, by 0.59% on average, into computing deteriorated traveled distances on all 

the six problem sets. In addition when looking at the VRPTW algorithms of the 

literature in Table 4.3, DACS+HLS for the first time is able to bring performance 

and results that are as good as and competitive with their performances and results. 

Consequently in Section 4.7.4, the 2-0pt move variant as an inter-route improve

ment operator is added into the local search of triple moves (M1 to M3) and the 

hybrid local search HLS in a system called DACS+HLS+2-0pt in order to improve 

the performance and results in terms of the total of traveled distances. Then, adding 
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the 2-0pt move variant into the DACS+HLS system, as in DACS+HLS+2-0pt, is 

discovered to be significant in terms of the total of traveled distances at the 99.9% 

level, according to Student's t-tests and Wilcoxon signed rank tests, on the problem 

set R1 of the problem group PG 100. Thus in order to see its performance and results 

in the best, average and worst case scenarios, DACS+HLS+2-0pt is examined for 

thirty runs on the six problem sets of the problem group PG 100 during each of the 

six different CPU time amounts of 100, 300, 400, 600, 1200 and 1800 in seconds. 

Of course, the addition of the 2-0pt move variant into the DACS+HLS sys

tem has led into improving the performance and results of the DACS+HLS+2-0pt 

system in the best, average and worst case scenarios in terms of the total of trav

eled distances on all the six problem sets when they are compared with those of 

DACS+HLS. At the level of all the different amounts of CPU time in seconds, 

the traveled distances are on average enhanced by -1.14% on all the six prob

lem sets. Also, adding the 2-0pt move variant as in DACS+HLS+2-0pt has re

sulted in worsening the number of vehicles slightly on average by 0.05% from that of 

DACS+HLS. Therefore, the reduction in terms NV has not significantly changed a 

lot and DACS+HLS+2-0pt is still able, compared to the other VRPTW algorithms 

of the literature in Table 4.3, to get competitive performance and results. 

After the experimental campaign with the three systems DACS 03, DACS+ HLS 

and DACS+HLS+2-0pt on the six problem sets of the problem group PG100, the 

three DACS systems are tested for three runs each, after either 2400 or 4800 seconds, 

on the six problem sets of the problem groups PG200 and PG400 as in Section 4.7.5. 

Then as expected, adding the push-forward and push-backward strategy as in DACS 

03 has led into improving the performance and results on average by -2.81% for 

NV and -5.17% for TD on PG200 and by -2.16% and -10.76% on PG400. 

Also, the addition of the hybrid local search HLS as in the DACS+ HLS system 

has improved the performance and results on average in terms of the number of 

vehicles by -1. 02% for PG 200 and by -1. 92% for PG400 but with a little bit of 

deterioration by 2.70% and 4.66% in terms of the total of traveled distances. Later 

on PG200 and PG400, when the 2-0pt move variant is tested as in the system 

DACS+HLS+2-0pt, the performance and results in terms of the total of traveled 

distances have improved on average with -3.79% and -5.89% for PG200 and PG400 

respectively and the reduction in terms of the number of vehicles has not changed 
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and it is as in DACS+HLS. Of course, adding the HLS and later the 2-0pt move 

variant has made the performances and results of the two systems DACS+ HLS 

and DACS+HLS+2-0pt on the problem groups PG200 and PG400 get closer to 

and be more competitive with those of the VRPTW algorithms of the literature in 

Tables 4.12 and 4.13. 

Thereafter, the constructive phase of the routing builder used in the three sys

tems DACS 03, DACS+HLS and DACS+HLS+2-0pt is changed into a constructive 

phase that depends on a Savings algorithm as in Section 4.7.6 that has some simi

larities with the Savings algorithm of Clarke and Wright mentioned in [10]. Then, 

the three DACS systems are tested with two saving functions, distance-oriented and 

time-oriented functions, on the problem set R1 of the problem PG100 but later such 

saving ants have not led into making any significant improvement in the performance 

and results of any of the three DACS systems. 

Then in an effort to know which component (of the pheromone trails and the local 

searches) is causing the synergetic effects of the ants, the three systems DACS 03, 

DACS+HLS and DACS+HLS+2-0pt as in Section 4.7.7 are tested, on the problem 

set R1 of the problem group PG 100, by switching off the usage and the updating 

locally and globally of the pheromone trails. Despite the significant deterioration of 

the performance and results at the 99.9% level after putting off the pheromone trails 

according to Student's t-tests and Wilcoxon signed rank tests, however interesting 

things are discovered as well. Firstly, the performances of the systems, which use 

the HLS and 2-0pt and switch off the pheromone trails, deteriorate on R1 far lesser 

on average than (in a range between 4.46% to 6.39% for TD and 0.79% to 1.07% 

for NV) that of the DACS 03 that does not use and update them. 

In DACS 03 where there is no use for the HLS, the 2-0pt and the pheromone 

trails, the deterioration in terms of performance on R1 is on average equal to 14.17% 

and 1.18% for TD and NV respectively. Secondly, the systems that apply HLS and 

2-0pt and do not use and update the pheromone trails recovers in terms of TD, on 

average by 50.97% to nearly 75.88%, what is lost in DACS 03, on R1, because of 

switching off the pheromone trails. Thirdly on R1, the NV results of the systems 

DACS+HLS and DACS+HLS+2-0pt without the pheromone trails are significantly 

better on average by -0.75% to -0.94% in comparison to the system DACS 03 that 

use and update the pheromone trails and this is according to the statistical tests of 
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Student's t-test and Wilcoxon signed rank. 

Finally, when the system DACS 03 applies the pheromone trails, the goodness 

of the TD result 1243.26, achieved on average as in Table 4.28 on R1, is not because 

of the usage and the update of the pheromone trails since DACS 03 is still using the 

local search of triple moves. As a result, more fiddling with how the local search is 

designed can lead into having a system that gets quality performance and without 

any pheromone trail usage and update. 

The discoveries, described above because of switching off the pheromone trails, 

have been encouraging to replace the pheromone ants with more deterministic ones 

as in Section 4.7.8, which are made after doing the four changes mentioned below. 

Therefore at first, two seeding strategies of the farthest in distance and the earliest 

deadline as mentioned in Section 5.4 are added to help in creating solutions with 

different starts in the search space and the exploration mode is changed into a 

new mode that uses the simple heuristics a to f in Section 4.7.8 instead of the 

probability distribution and does not use the pheromone trail component. Then, the 

exploitation mode is modified with a new mode that does not use the pheromone trail 

component and depends only on the visibility function in Equation 4.1. Furthermore, 

the usage and update of the pheromone trails locally and globally are switched off. 

With all that described earlier in mind and on the problem set R1 of the problem 

group PG100, it can be seen in Table 4.29 interestingly that the DACS+HLS+2-

Opt system that uses more deterministic ants deteriorates the results the least and 

is able significantly (according to Students t-test and the Wilcoxon signed rank test) 

to have on average a better NV result by -0.94% in comparison to that of the DACS 

03 system, which uses the pheromone ants and still applies the local search of triple 

moves (M1 to M3). Also, it is able to recover, on R1, in terms of TD 61.51% of 

what is lost because of using the more deterministic ants instead of the pheromone 

ants in DACS 03. This interesting discovery has made the author to conclude that 

deterministic approaches, as in Chapter 5, with more fiddling to the local search in 

particular could bring performance as well as the approaches that use and update 

the pheromone trails. 
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Chapter 5 

Deterministic Approaches 

As a continuation to what is discussed in Sections 4.7.7 and 4.7.8, this chapter 

investigates variants of approaches, which capture under-constrained tours, with its 

deterministic nature in the sense of not using any random component and as a result 

the aim or the message to pass at this point is as follows. 

Deterministic approaches with more fiddling to its components could 

show at some stage signs of the ability of improving the performance of 

systems that use the pheromone ants. 

Deterministic approaches as in [8] and [5] are algorithms that do not depend on 

ingredients, such as the pheromone trail components in multiple ant colony systems 

or the variation operators of crossover and mutation in evolutionary algorithms, in 

order to get competitive performance and results. Also, the deterministic algorithms 

in [8] and [5] do not depend on any random component that might help in searching 

for very good quality solutions and therefore this means that they deliver the same 

result every time when they are run. So, it is sufficient to run such algorithms once. 

This seems like a big advantage compared to evolutionary or ant colony algo

rithms, which are non-deterministic and may need to be run several times in order to 

obtain an acceptably good result. Consequently, running a deterministic algorithm, 

like in [8] and [5], for a single run suggest also that such deterministic approaches 

are consistent and reliable in getting out good quality solutions and therefore com

petitive performance and results. 

For that, what is described above is one of the main reasons behind the study 

and investigation to deterministic approaches in this chapter. Another reason is the 
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interesting discovery, explored in Section 4.7.8, which indicates that the artificial 

ants in a DACS system with being more deterministic could also lead into having 

performance and results that are as good as the performance and the results of 

another DACS system that uses the pheromone ants. The final reason is to see 

if there are any potential points that might lead to a successful merge between 

deterministic approaches and multiple ant colony systems and to check what the 

possible effects of such merge are - in the long term. 

Thus, this raises the question mentioned below. Can a deterministic algorithm, 

during an allocated amount of CPU time, be as good at search for quality solu

tions as any of the non-deterministic approaches considered in this thesis? Since 

the non-deterministic approaches seem to rely heavily on some deterministic lo

cal search ingredient in order to get good results, it is worth asking whether the 

non-deterministic component is really needed in optimization techniques. The ex

periments in this chapter explore this question. 

In Section 5.1, this chapter starts with a brief introduction to deterministic 

approaches and in Section 5.2 the methodology of experimentation in deterministic 

approaches, studied and investigated in this thesis, is talked about. Then, the SIl

Like deterministic approach, best explored so far as in Section 5.3, is described. 

SIl-Like is short for Solomon Insertion1-Like, which has some similarities in its 

routing builder method to that of the insertion heuristic 11 of Solomon [1]. 

Later, the effect of the maximization function of SIl-Like is investigated in Sec

tion 5.4. Then in Section 5.5, a seeding strategy called "No Seeding" and what it 

can do are introduced. Thereafter, the varying of the parametric values of al and 

a2, used in Equation 2.23, and its effects are explored in Section 5.6. 

Also, the removing heuristic of under-constrained tours in a solution is examined 

in Section 5.7. Afterwards in Section 5.8, the insertion procedure of more to less 

constrained customers is tested. Next in Sections 5.9, 5.10 and 5.11, modifications 

to the hybrid local search HLS, like the handling of feasible and infeasible solutions 

at the same time, the ordering of the tours in an ascending way from the least to 

the largest size and the usage of inversion moves, are checked out. 

In addition, an 'eject and insert' strategy, which ejects visited customers into 

other tours of a solution and inserts under-constrained customers instead, is looked 

at its effects on its own as in Section 5.12 and when it is merged with local searches as 

190 



in Section 5.13. Subsequently in Section 5.14, the inclusion of waiting time functions 

in SIl-Like are tried. Finally, this chapter is summarized in Section 5.15. 

5.1 An introduction to deterministic approaches 

After discussing the motivations and the reasons at the beginning of this chapter 

that are behind the investigation to deterministic approaches, this section talks 

briefly about the best deterministic approach so far (in trying to solve the VRPTW 

problem), which is called as Reactive Variable Neighbourhood Search or simply 

RVNS in [8] and [5]. The RVNS algorithm is described in detail in Section 2.7.5 and 

is mentioned here as a reminder. 

In a deterministic approach like RVNS, initial solutions are created using route 

construction or cheapest insertion heuristics that use a number of combinations of 

parametric values and seeding schemas or scenarios. The cheapest insertion heuris

tics used in [8] and [5] have a lot of similarities with the studies of Solomon [1] on 

insertion heuristics. 

Then in [8] and [5], a route elimination procedure is applied to each of the initial 

solutions created in order to reduce the number of routes until no more routes can be 

eliminated. Later, the solutions with the smallest number of vehicles are gathered 

so as to be improved using route improvement procedures that are designed in 

particular only for reducing distance. The cost function of the route improvement 

procedures is changed at some stage when it is necessary to escape local minima. 

5.2 Experimental methodology 

In this chapter, twenty SIl-Like deterministic approaches, which are related to each 

other according to the map mentioned in Figure 5.1, are tested. The methodology in 

the experimentation, used in each of the twenty SIl-Like deterministic approaches, is 

as follows. The approaches are implemented using the Java programming language 

and run on a PC machine with the following hardware features - Pentium IV with 

2.66 GHz speed and 512 MB RAM. 

Because of the lack of any random component, each SIl-Like is executed for a 

single run only on the problem group PG100 in Section 2.2, which has Solomon's 
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six problem sets [1] - namely R1, C1, RC1, R2, C2 and RC2. Each S11-Like ap

proach runs on each problem set for an averaged amount of CPU time in seconds and 

such averaged amount depends not only on the main features of each problem set 

and how they are configured but also on the structural properties of each problem 

instance in that problem set. Now, the performances of the different S11-Like deter

ministic approaches can not be compared directly with the performances of other 

deterministic and non-deterministic algorithms of VRPTW, which are mentioned in 

the literature as in Tables 5.1 and 4.3, on the basis of CPU time due to hardware and 

software differences. However, such different approaches can be compared indirectly 

to know more about the performance, the behavior and the ability of each SIl-Like 

in producing its quality results. 

In the S11-Like approaches tried in Tables 5.2 to 5.6 and in Tables G.1 to G.15, 

the NV and TD results of each approach can be repeated on each problem instance 

and therefore each problem set. On each problem set, the results are averaged 

(over the number of the problem instances of the problem set involved) and there

fore reported after taking into consideration the NV and TD results computed and 

reported; near the problem instance numbers 1 to 12. Since there is no random 

component in all the S11-Like approaches, the standard deviation values are equal 

to zero. However in order to make sense of the quality of such results, percentages 

of deviations from some particular algorithms are reported for NV and TD where it 

is appropriate. 

5.3 Deterministic Algorithm 

This section describes in Sections 5.3.1 to 5.3.5 and in detail the deterministic al

gorithm best explored so far, which does not use any random component and has 

some similarities in its routing builder, described in Section 5.3.2, with the inser

tion heuristic 11 of Solomon [1]. Therefore, such algorithm is called S11-Like as an 

abbreviation to Solomon Insertion1-Like. 

However, it has more additional components such as the usage of a removal 

heuristic of under-constrained tours, a hybrid local search HLS and an 'eject and 

insert' strategy as mentioned in Sections 5.3.3, 5.3.4 and 5.3.5 respectively. Also 

in Sections 5.3.1, 5.3.2 and 5.3.4, the varying of the parametric values (of al and 
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Figure 5.1: Map of SIl-Like deterministic approaches. 
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Table 5.1: Comparison between different deterministic algorithms of VRPTW on 

the problem group PG100. The results of each algorithm are averaged over the 

number of runs done - check Table 1.10 for more information. 

Rl el Rel R2 e2 Re2 

Algorith::! Tice(secs.) NV TD NV TD NV TO NV TO liV TO NV TO 

AKRed (60] 50 - 223 12.50 1241,89 10.00 834.05 12.38 140B.87 2.91 995.39 3.00 591.78 3.38 1139.70 

RVIiSa [5] 2220 12.00 1229.48 10.00 828.38 11.50 1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

RVNSb [s) 4950 11.92 1222.12 10.00 828.38 11.50 1389.58 2.73 975.12 3.00 589.86 3.25 1128.38 

eLl [77] 300 12.42 1233.34 10.00 828.38 12.00 1403.74 3.09 990.99 3.00 595.63 3.38 1220.99 

It [1] 24 - 63 13.58 1436.70 10.00 951.90 13.50 1595.50 3.27 1402.40 3.13 692.70 3.88 1682.10 

Ii-AD [14] 8.18 - 40 13.83 1482.53 10.00 960.81 13.50 1610.78 3.18 1355.24 3.25 740.93 4.00 1684.43 

PRl [l1J 1176 13.33 1509.04 10.67 1343.69 13.38 1723.72 3.09 1386.67 3.38 797.59 3.63 1651.05 

TP [13] 108 13,00 1356,92 10,00 916,67 13,0{) 1514.29 3,18 1276.00 3,00 644.63 3.71 1634.43 

AD [14J 132 - 253 12,83 1386.46 10,00 955.39 12,50 1545.92 3,09 1366.48 3,00 717.31 3,38 1598.06 

PR2 [78] 180 13.33 1381,90 10.0{) 902,90 13.25 1545.30 3.27 1293,40 3.13 653.20 3.88 1595.10 

PS [79] NiA 13.50 1242.40 10.00 843.84 13.50 1408.76 4.09 977.12 3.13 607.58 5.13 1111.37 

a2) and the usage of a "No Seeding" strategy, the waiting time functions and a 

different insertion procedure are other components that do not exist in Solomon's 

11 heuristic. 

5.3.1 Solomon Insertionl-Like Algorithm - SIl-Like 

The S11-Like algorithm in Figure 5.2 creates each time a solution using its routing 

builder in Figure 5.3 and with the help oHhe parametric values (of jL, A, al and a2) 

determined in some way and one of three seeding strategies (the farthest in distance 

as in Equation 5.1, the earliest deadline as in Equation 5.2 or no seeding strategy at 

all). As in Figure 5.2 and before getting into using the routing builder call message 

of step d, the algorithm chooses the kind of the seeding strategy needed in addition 

to the parametric value of A, which could be either 1 or 2. The seeding strategy 

is used, always, to visit the first customer in each new route of a solution before 

inserting any remaining customers in that route. 

(5.1) 
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N 
value = l~il[dci - (dCOCi + vwcJJ (5.2) 

Then, the values of the parameters of al and a2 are determined using the steps 

band c in Figure 5.2. Therefore, when al is decreased by 0.1, a2 is increased by 0.1. 

At each step of 0.1, if al equals a value, a2 is going to be equal to 1.0 minus that 

value of al' The values of al and a2 ranges between 0 and 1 ([0-1], inclusive). 

Once the parametric values and the seeding strategy are determined as explained 

previously, the solution is built on the route-by-route basis as described in Sec

tion 5.3.2. Thereafter as described in Section 5.3.3, SIl-Like applies a heuristic 

that removes an under-constrained tour with the least constrained customers. This 

heuristic uses some information, which is related to the routes of the built solution 

and how much their customers are constrained (i.e. the customers are very far from 

the depot, the demands are very large and/or the time windows are very tight). 

On the basis of that, such heuristic helps in removing a particular "under con

strained" tour so as to insert later its customers into other tours of the same solution. 

The customers, in such under-constrained tours, are less constrained in terms of how 

close they are from the depot, how small their demands are and how wide their time 

windows are. 

Soon, the SIl-Like algorithm applies, a modified insertion procedure and an 

updated hybrid local search HLS as described in Section 5.3.4, to try to improve the 

solution created by trying to re-insert such least constrained customers back into 

the solution itself but in tours different from their original removed tour. 

In the case where there is not any possibility to insert such least constrained 

customers, an 'eject and insert' strategy in Section 5.3.5 is used to try to insert 

them by ejecting some other visited customers into tours different from the one 

where they are located in. Later on, the solutions out of that strategy, whether they 

are feasible or not, are exposed to more local searching for quality solutions. 

Any new best solution is determined in a way that depends on how much it 

reduces the number of vehicles as a primary goal and then the total of traveled 

distances as a secondary goal. If the traveled distances of two solutions are the 

same, then the solution with the least total of time consumed in vehicle traveling, 

waiting and servicing is chosen as the new best solution. 
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Procedure Detenninistic-SIl-LikeO 
Begin 

(a) I{~I; 

for (i~ I; i < 7; i+-) do 

cd for 
End 

if(i ~ I, 3 or 5) then).= I; 
if(i = 2, 4 or 6) then ).~ 2: 
if(i ~ I or 2) then seedingStrategy = Earliest Deadline; 
if (i ~ 3 or 4) then seedingStrategy ~ Farthest hI Distance; 
if (i = 5 or 6) then seeding Strategy = No Seeding: 

for(j=O;j < 11;j~)do 

(b) a1= j-O.l; 
(e) a: = 1- al: 

cd for 

(d) aSol = buildRoutes(al. 0: . . " J. seedillgStrategy); 
(e) buildlnfoOfCollstrainednessOfrours(aSol); 
(I) tour = pickTheTourToBeEliminated(aSol, 50%); 

if (tour != null) then 
(g) unvisited cm10mers = Make the yisited customers of the selected tour as 

unvisited; 
cd if 

(h) Apply the insertion procedure on aSol; 
(i) Apply the hybrid local search IlLS on aSol; 

if (nil the \ID\"isited customer:; afe inserted into the other tours in aSoi) then 
OJ aSol = aSol that has a number oftours equal to the old number oftours 

minus one; 
else if (not all the uO\isited customers are inserted into the other tours in aSol) then 

(k) Eject-And-lnsert(aSol, unvisited CIlstomers); 

if(all the umisited customers are inserted into the other tours in aSoI) then 
(1) Apply the hybrid local search HLS on aSol; 
(m) aSol = aSol that has a number of tours equal to the old number oftours 

minus one; 
else if (not all the lUl\'isited customers are inse11ed into the other tours in aSol) then 

(n) Apply the insertion procedure on aSol; 
(0) Apply the hybrid local search HLS on aSol; 

if (all the lUl\'isited customers are inserted into the otller tours in aSol) then 

cd if 
cd if-else 

cd ifeise 

(P) aSol = aSol that has a lIumber of tours equal to the old number oftours 
minus one; 

if (8S01.:--,\' < bestSoLNV) thell 
(q) bestSol = aSol; 

else if (aSol.NV =~ bestSol.I'-'\') then 
if(aSo1.TD '" be,tSo1.TD) then 

(r) bestSol = aSol; 
else if(aSoLTD = bestSol. TD) then 

if(aSo1.TT '" be,'SoLTT) thell 
(s) bestSol = aSol: 

cd if 
cd if-el,e 

od if-el,e 

Figure 5.2: The pseudo code of the SIl-Like deterministic approach. 
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Solution buildRoutes(o.l, (f.', !4 A, seedingStrategy) 
Begin 

(a) tourIndex ~ 0: 
(b) Let maximut~1easureFlag ~ false and maximumMeasut-e ~ -1>largestDoubleValue; 
(c) Let size ~the number of customers plus the depot in a problem instance; 
If (seedingStrategy !~ No Seeding) then 

(d) Put a seed customer, selected using seedingStrategy, in a tOlU' that has an index equal to tOUl'Index; 
odif 
(e) tOUl'Size ~ Get the tour size of the tour located in tourIndex; 

wlule (size !~ 0) do /,\Vatch the t\\'o break statements of this \\hile loop below. 

for (i ~ I; i <: size; i++) do 

(f) eu ~ Get an unrouted customer from the set of customers; 
(g) yisitedFlag ~ Check if the unrouted customer Cu is yisited; 

if (yisitedFlag =tlUe) then continue; 

for (j ~ 0; j < tOUl'Size; j++) do //11le size of the tour is at least 1 because of the depot 

(h) feasibleFlag ~ Check if inserting the lUlfouted customer eu at indexj+1 is feasible or not; 

if (teasibleFlag = tlUe) do 

odif 
odfor 

(i) Let ip ~the node, customer or depot, that has the indexj+2 and is located after the ulU'outed 
customer eu; 

(j) Let ip.l ~ the node, customer or depot, that has the indexj and is located before the unrouted 
customer eu: 

(k) Calculate c,:lip-b c., ip) using Equation 2.25, 5.3, 5A or 5.5; 
(I) Calculate el(i;.], e., ip), Cl,{ip_], c .. ip) and cii;_), c,., ip) according to Equations 2.23, 2.24 and 

2.26respecti\'e1y; 

if (c;(ip-b c., ip) > maximuniMeasure) do 
(I) maximunllvIeasure ~ e:(ip-l, Cu, ip); 

odif 

(m) customerWitru'vIaximunMeaslU'e lUlfoutedCustomer: 
(n) maximumMeaslU'eFlag ~tlUe; 

od for 

if (maximumMeasureFlag = lI11e) then 

(0) Put customerWithMaximumMeasure in a tour that has an index equal to tourlndex: 
(p) tourSize ~ Get the tour size of the tow-located in tom'Index; 

else if (mnximunllvIeasureFlag = false) 

if (the numbe,' of yisited custQlllers is not equal to the number of customers in a problem instance) then 

if (the number of\'ehicles used is less than the number ofYehicies allo,,-ed to use) then 
(q) tourIndex ~ tourIndex + I; 
If (seedingStmtegy !~ No Seeding) then 

(1') Put a seed customer, selected using seedingStrategy, in a tom' that has an index equal to 
tour Index: 

odif 
(s) tourSize ~ Get the tour size of the tOllf located in tourIndex; 

else if (the nutnber of yehicles used is equal to the number of \'ehicles allo\\-ed to use) then 
(t) break; ,!Get out of the while loop. 

0<1 if-else 

else if (the nmnber ohisited customers is equal to the nunlber of customers in a problem instance) then 
(11) bt-eak; "Get out of the while loop. 

od if-else 
od if-else 

(\') Let maximunh\1easllfeFlng ~ ialse and maximunu1easlU'c ~ -1+largestDoubleValue; 
od while 
(w) rerum aSolution; All tOlU'S built with NV, TD and TT. 
End 

Figure 5.3: The pseudo code of the routing builder method that maX1l11lSeS the 

function in Equation 2.26. 
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5.3.2 A routing builder and its differences to the II heuristic 

The routes of a solution are built sequentially or on the basis of a route-by-route as 

in Figure 5.3. In the case where the seeding strategies of the farthest in distance and 

the earliest deadline are used, a seed customer is first selected to create an initial 

route servicing this customer and in this case a vehicle leaves the depot to service 

the seed customer and comes back later to the depot. 

The remaining customers are then inserted one by one into the initial route as 

follows. At each time, each unrouted customer eu is calculated with values to the 

terms cl(ip-1,cu,ip), cn(ip-1,cu,ip), C12(ip- 1,cu,ip) and c2(ip_1,cu,ip) as in Equa

tions 2.23, 2.24, 2.25 and 2.26 between every two consecutive visited nodes i p - 1 

and ip of the initial route. In some SII-Like approaches as in Section 5.14, the value 

of the term C12(ip - 1 , cu , i p ) can be calculated differently also as in Equation 5.3, 5.4 

or 5.5 mentioned below instead of that in Equation 2.25. The nodes i p - 1 and ip 

could be each a customer or a depot. Later, the unrouted customer that maximizes 

(between any two consecutive visited nodes) the value of the term c2(ip- 1, cu, ip) in 

Equation 2.26 is the one that will be inserted. Obviously, what is described in this 

paragraph is iterated until there is no more customers can be found to be feasibly 

injected. 

At this point, another seed customer is selected to create a second route, and 

this route is filled using the remaining unrouted customers as described above. Of 

course, the route building process is repeated until all customers are routed. If the 

"N 0 Seeding" strategy is used, then the route building process works similarly as 

described above but without any seeding at the start for new routes. 

There are three main differences between the route building process, used here 

in Figure 5.3, and Solomon's II heuristic [1]. The first difference is that the route 

building process of the SI-Like approach uses the "No Seeding" strategy, which does 

not exist as a strategy in II. Another difference is that the route building process of 

the SII-Like approach uses a maximisation function only when building the routes 

while II uses at first a minimisation function and then it applies the maximization 

function later. 

Consequently in the route building process of an SII-Like approach, a solution 

is built according to the maximization function in Figure 5.3 without taking any 

consideration to find the minimum-cost feasible insertion place, in a currently used 

198 



route, for every unrouted customer Cu that is talked about in Section 2.5. 

In a matter of fact, the route building process of an S11-Like approach is more 

about maximising the value in Equation 2.26 regardless of any minimisation. Con

versely in Solomon's 11 heuristic mentioned in Section 2.5, once 11 finds the best 

feasible place with the minimum cost between any two nodes of i p- 1 and i p , us

ing Equation 2.23, for every unrouted customer Cu in a currently used route, only 

then the unrouted customer that maximises the value in Equation 2.26 is chosen as 

a visited node. Certainly in the route building process of the S11-Like approach, 

Equation 2.23 is used only as a part of the calculation of the maximization function 

as in Equation 2.26 but without any other use or role as that (of the heuristic 11) 

described above. 

The final difference from that of Solomon's 11 heuristic is that the route building 

process of the S11-Like approach can calculate the value of the term C12(ip - 1 , CU , ip) 

from the waiting time functions in Equation 5.3, 5.4 or 5.5 or from the servicing 

time functions bipcu and bip in Equation 2.25. However, the heuristic 11 uses only 

Equation 2.25 in calculating the value of the term C12(ip_1, Cu , ip). The terms bipcu 

and bip express respectively the start times of servicing at the customer ip after 

and before inserting the customer CU' In the three equations mentioned below, the 

two terms tVWSipcu and tCWSipcu describe each a total of (either vehicle or customer) 

waiting times up to node ip in a route after inserting a customer Cu whereas the 

terms tVWSip and tCWSip represent each a total of the same kind of waiting times up 

to node ip but before inserting the customer CU' 

(5.3) 

(5.4) 

(5.5) 

5.3.3 A removing heuristic of "under-constrained" tours 

Next, the S11-Like deterministic approach as in Figure 5.2 uses the concept of under

constrained tours in order to capture such tours. The general idea behind capturing 

such tours is somehow later to remove them and re-insert their customers via the 
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insertion procedure and the hybrid local search HLS; mentioned in Section 5.3.4, 

into the other tours of the solution. In this thesis, the under-constrained tours are 

the ones that have a percentage of under-constrained customers greater than or 

equal to 50%. Now, the under-constrained customers can be located based on three 

kinds of features mentioned below. If all these features are available in a group of 

customers in a tour, then there is a great possibility that this group is considered 

as a group of under-constrained customers. 

i) How close the customers are from the depot? 

ii) How wide the time windows of the customers are? 

iii) How small in amounts the demands of the customers are? 

The constrained-ness of a customer can be calculated from Equations 5.6, 5.7, 

5.8 and 5.9, where n is equal to the number of customers in a problem instance. 

For that, Equations 5.6, 5.7 and 5.8 calculate the percentage values of the three 

features mentioned above of any customer. So, Equation 5.6 calculates a percentage 

value of how close is the customer Ci from the depot, while Equations 5.7 and 5.8 

calculate the percentage values of how wide the time window of that customer is 

and how small in amount the demand of that customer is. In order to know if that 

customer is very constrained or not, the constrained-ness value can be compared 

with the threshold that can be calculated through Equations 5.10, 5.11, 5.12 and 

5.13. Here, Equations 5.10, 5.11 and 5.12 calculate three percentage values as in 

Equations 5.6, 5.7 and 5.8. 

If the constrained-ness value of a customer is greater than the threshold, then 

the customer will be regarded as a constrained customer. On the other hand, the 

customer will be referred to as an under-constrained customer, if the constrained

ness value of that customer is less than the threshold. Later in SIl-Like, when the 

tours are built, the under-constrained customers can be located easily. 

[de eo/ n1ax dc-co] x 100 
l l:Si:Sn l 

(5.6) 

-1 x [(de -re-)/ max (dc- -re)] x 100 
l t l:Si:Sn t t 

(5.7) 

[qe-/ max (qe)] x 100 
l l:Si:Sn l 

(5.8) 
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CONSTRAINED = p1c; + p2c; + p3c;' (5.9) 

[( I:~=l(dc;co))/ max (d. )] x 100 
n l:<;i:<;n c,co (5.10) 

perCII -1 X [(I:~=l(dc; - r Ci
))/ max(d - r)] x 100 

n l:<;i:<;n c, c, 
(5.11) 

(5.12) 

THRESHOLD = percI + perCII + perCIII· (5.13) 

The S11-Like approach captures under-constrained tours using two of crite

ria. The first criterion is to locate those tours with a percentage value of under

constrained customers that is greater than or equal to 50%. Once the first criterion 

is satisfied, the second criterion comes into stage to select the tour with minimum 

visited customers out of the set of under-constrained tours selected. Then, the 

customers of the final selected tour will be removed and exposed to the insertion 

procedure and the HLS described in Section 5.3.4 in order to re-insert those cus

tomers into the other tours of a solution. 

5.3.4 Modified versions of the insertion procedure and the 

hybrid local search HLS 

Once an under-constrained tour is captured, its customers are tried for insertion 

into the other tours of a solution using a modified version of the insertion procedure 

in Section 4.4.7 and later an updated version of the hybrid local search HLS in 

Section 4.4.10. 

In the insertion procedure used in S11-Like and before doing any insertion into 

the other tours of a solution, the customers of an under-constrained tour are sorted 

in a descending order as well but according to how much constrained they are rather 

than to how much big their demand quantities are as in Section 4.4.7. Each customer 

is constrained according to how far the customer is from the depot, how much the 

demand of the customer is large and how much the time window of the customer is 

narrow. 

Moreover, the hybrid local search HLS, used in S11-Like, works in the same way 

described in Section 4.4.10. But here the HLS sorts at the beginning the tours 
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of a solution in an ascending order from the least to the largest tour size and it 

starts improving from the tour with the least size. Moreover, it uses the insertion 

procedure described in the previous paragraph and it has the ability to improve the 

quality of not just the infeasible solutions but also the feasible ones . In addition, it 

uses two extra intra-route moves as in Figures 5.4 and 5.5, called inversions of type 

1 and 2, which invert each a segment of visited customers in a tour. 

The difference between the two intra-route improvement operators does depend 

only on where a visited customer Ci and his nearest customer Cj are located in a 

route and whether the nearest customer Cj is located before or after the visited 

customer Ci' If the nearest customer Cj is located after the visited customer Ci, then 

the inversion operator is of type 1 and works as in Figure 5.4. On the other hand if 

the nearest customer Cj is located before the customer Ci, then the inversion operator 

becomes of type 2 and works as in Figure 5.5 . 

Visited Nearest 

14 21 35 42 59 

• • • • • 
Nearest Visited 

59 42 5 21 14 
.\ t1 r Or i r I{ \' f 3 n • • • • • 

Figure 5.4: Inversion Operator - Type 1. 

Nearest Visited 

14 21 35 42 59 , 
t" T l • • • • • 

Visited Nearest 

59 42 5 21 14 
.\ t r )nic'r I~c': r';:JfI !o'.: • • • • • 

Figure 5.5: Inversion Operator - Type 2. 

202 



5.3.5 An 'eject and insert' strategy 

In the case of not removing the under-constrained tour t1 selected for removal pur

poses, an 'eject and insert' strategy is used as in Figure 5.7 to eject already visited 

customers from their locations in their tours to other locations in other tours and 

this is in order to hopefully have the chance to insert all or at least some of the 

already unvisited customers of the selected under-constrained tour t 1 . 

In order to ease what is described earlier, the 'eject and insert' strategy uses, at 

first, spatial or temporal regions (such as sectors, tracks and major time intervals) 

in which the customers to be ejected and inserted might relate to or share them 

together. For instance, knowing that two customers share some region might help 

in learning how to make rooms in routes for those under-constrained customers to 

be inserted. 

For that, regions such as sectors, tracks and major time intervals of a prob

lem instance are created by what are called knowledge-base algorithms before do

ing any computation or optimization in the SIl-Like deterministic approach. The 

knowledge-base algorithms are meant by to create knowledge-base data structures of 

a problem instance to be used possibly later within multiple ant colony systems and 

deterministic approaches. Those knowledge-base data structures are built using var

ious statistical methods like average, standard deviation, frequency and percentage. 

The knowledge-base algorithms are: 

K1- An algorithm to create 8 sectors as in Figure 5.6. 

K2- An algorithm to create 10 tracks as in Figure 5.6. 

K3- An algorithm to create 10 major time intervals. Behold that each customer 

might be located temporally in one or more major time intervals. 

K4- An algorithm to know the theta angles of all nodes including the depot from 

the point view of a node. 

K4- An algorithm to know how much each customer is being constrained. Of 

course, the constrained-ness of a customer depends on three features, which 

are how far the customer is from the depot, how tight the time window of the 

customer is and how large the demand of the customer is. 
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Then as in Figure 5.7, the 'eject and insert' strategy is run in the outer-for loop 

for a number of iterations equal to the size of the under-constrained tour tl chosen 

for deletion. Then in each of the iterations allocated, the unvisited customer Ci that 

is constrained the most, among other under-constrained customers, is picked. Later, 

the unvisited customer Ci, selected earlier, is tabooed in the tabu list number 1 in 

order not to be used in later iterations. Once the unvisited customer Ci is tabooed 

in the tabu list number 1, a list of visited customers that belong to the same region 

(i.e. sector, track or major time intervals) of the unvisited customer Ci is created. 

Afterwards for a number of iterations in the inner-for loop equal to the size of 

the list created so far, the visited customer Ce that is constrained the least is picked 

for ejection from its location in a tour into a location in another tour. Also, the 

visited customer Ce , picked for ejection, is tabooed in the tabu list number 2 in order 

not to be chosen for ejection in the next iterations. Now, if the visited customer 

Ce selected for ejection is inserted feasibly into another route, then the insertion 

procedure in Section 5.3.4 is applied in an effort to insert the unvisited customers 

of the under-constrained tour tl' 

5.4 What the maximization function of SII-Like 

can do? 

As explained in Section 5.3.2, the routing builder of the approach S11-Like and 

Solomon's 11 heuristic [1] are different from each other in the sense that 11 finds a 

minimum insertion place for every unrouted customer before maximizing the value 

in Equation 2.26 whereas the routing builder of S11-Like does not care about the 

usage of the minimization component. 

In association to other VRPTW algorithms, like 11 [1] and 11-AD [14], in the 

literature as in Table 5.1, this section discusses the effect of using the maximization 

function in Figure 5.3 that is used in the first deterministic approach called S11-Like 

01. The S11-Like 01 approach uses only the routing builder in Section 5.3.2 among 

all those components mentioned in Section 5.3.1 and maximizes a value, which is 

calculated for every unrouted customer from Equations 2.23, 2.24, 2.25 and 2.26. 

In S11-like 01, there is no use also for the following components. 
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Figure 5.6: Sectors and tracks of a problem instance. 
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Procedure Eject-And-InsertO 
Begin 

(a) Region = Sector, Track or Time Intelval 

for (a number of iterations equal to the size of an under -constrained tour t I minus the depot) do 

od for 

End 

(b) Pick the under-constrained customer Ci that is constrained the most. Update the 
tabu list # 1 with the unvisited customer Ci picked so far in order not to be 
selected again in the ne}..1 iteration. 

if (Region == Sector or Track) then 
(c) Bring the sector or the track number of where the under-constrained 

customer Ci is located in the graph. 
else-if (Region = Time Intelval) 

(d) Bring the stwt lll1d the end of the time interval of where the under
COl1':;trained customer Ci is located in time terms. 

od if-else 

(e) Bring the tour ID #1 ofthe under-constrained customer Ci. 
(f) Create a list of visited customers that are members of the sector number, track 

number or tinle intelval (selected in the above if-else statement) lll1d belong to 
tours other than the tour ID # 1. 

for (a number of iterations equal to the size of the list created in the previous step) 
do 

(g) Pick the least constrained customer c. of the list of visited customers 
(created in step f) in order to be ejected. Update the tabu list #2 with the 
visited customer c. in order not to be picked again for ejection in the next 
iteration. 

(h) Bring the tour ID #2 of the visited customer c. to be ejected. 
0) Tiy to iusel1 the visited customer c, to be ejected into one of the tours other 

thwl the tour ID #2. 
(j) If the visited customer c. to be ejected is inserted into another tour without 

causing any infeasibility, then apply the insel1ion procedure to insel1 the 
unvisited customers of the tmder-constrained tourtj, selected ah'eady for 
removal purposes. In the insel1ion procedure, the under-constrained 
customers are ordered in a descending order according to how much 
constrained they w·e. 

odfor 

Figure 5.7: The eject and insert procedure. 

206 



A1- The varying of the parametric values of al and a2. As an alternative, al and 

a2 either becomes equal to 0 or 1. If al is equal to 0 (or 1), then a2 becomes 

1 (or 0). 

A2- The "No Seeding" strategy. 

A3- The waiting time functions talked about in Equations 5.3, 5.4 and 5.5. Instead, 

the servicing functions in Equation 2.25 are used as a part of the calculations 

to Equations 2.23 and 2.24 and 2.26. 

A4- The removing heuristic of under-constrained tours. 

A5- The modified versions of the insertion procedure and the hybrid local search. 

A6- The 'eject and insert' strategy. 

As in Solomon's 11 heuristic [1], SIl-Like 01 creates eight solutions for each 

problem instance using the two seeding strategies (of the farthest in distance and 

the earliest deadline) and four different sets of values of the parameters /-l, A, al 

and a2 - (1, 1, 1, 0), (1, 2, 1, 0), (1, 1, 0, 1) and (1, 2, 0, 1). So, two seeding 

strategies multiplied by four sets of parametric values equals eight solutions and the 

best solution created from the eight combinations is always picked according to the 

criteria mentioned at the end of Section 5.3.1. 

After testing SIl-Like 01 on the problem group PG100 in Section 2.2 according to 

the experimental methodology described in Section 5.2, it can be seen as in Table 5.2 

that the performance and results of the SIl-Like 01 is worse, on average by 6.38% 

for NV and 11.31% for TD, than those of the deterministic VRPTW algorithms in 

Table 5.1. For instance on the problem sets R1, C1, R2, C2 and RC2, SIl-Like 01 is 

beaten in terms of NV, on average with 3.23%, by the heuristic 11 [1]. Nonetheless, 

SIl-Like 01 manages, on RC1, to outperform 11 by -1.85% for NV. 

It can be concluded, from the percentage of deviations to 11, on the six problem 

sets of PG 100 that the maximization function is not so bad after all and this fact 

can be realized also if SIl-Like 01 is compared to the heuristic Il-AD, which has 

a lot of similarities with 11. In Table 5.2, the heuristic 11-AD [14] is better than 

SIl-Like 01 in terms of NV with average equal to 3.58% on the problem sets C1, 

R2 and C2. However on the problem sets R1, RC1 and RC2, S11-Like is better, by 
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-0.81% for NV and -1.80% for TD, than Il-AD on average. Now in comparison to 

the deterministic approach RVNSa [5], it can be seen that SIl-Like 01 is inferior on 

PG100 and its results are worse on average by 14.95% and 24.91% for NV and TD 

respectively. 

Furthermore, the algorithms in Table 4.3, which has many non-deterministic 

approaches, show on the problem group PG 100 that they are on average significantly 

superior, with 9.86% for NV and 24.46% for TD, when compared to SIl-Like 01. For 

example, the non-deterministic approaches LS [28] and LS+ TA [28], run on PG 100 

for 126 and 156 seconds in that order, can bring on average much enhanced results 

with 14.61% for NV and 24.27% for TD, which make SIl-Like 01 look so bad in 

terms of performance. 

Also in contrast to the DACS systems that use the pheromone ants and on PG 100 

as in Table 5.2, SIl-Like 01 is poorer on average, by 6.46% for NV and 16.91% for 

TD, during 100 seconds. In particular, it is far worse in terms of performance and 

on average, by 7.19% for NV and 21.35% for TD, from those of the systems DACS 

02, DACS 03, DACS+HLS and DACS+HLS+2-0pt. However in relation to the 

system DACS 01 on the problem sets R1 and RC1 only, it manages interestingly, on 

average by -3.00% and -4.68% respectively, to get better NV and TD. 

5.5 What if an extra "No Seeding" strategy is 

added? 

In this section, an extra "No Seeding" strategy is merged as in the SIl-Like 02 deter

ministic approach, which works exactly as the SIl-Like 01 approach in Section 5.4 

but with a new strategy in addition to the other two seeding strategies of the farthest 

in distance and the earliest deadline. So, the idea of the "No Seeding" strategy is 

to have no seeding at all and to start the insertion of the unvisited customers into 

a currently used route without any need beforehand to seed that route with a seed 

customer. 

The number of solutions should be created, in SIl-Like 02, for each problem 

instance is equal to 12, which is the result of multiplying the four different sets of 

parametric values (of fL, .\, al and a2 as mentioned in Section 5.4) by the three 

seeding strategies described above. In this case for each problem instance, SIl-Like 
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Table 5.2: Comparison between the average case performances of SIl-Like 01 and 

other VRPTW algorithms, after only one run, on the problem group PGIOO. This 

table represents also the best and worst case scenarios of the SI1-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PUo. 

01 - AVGs 

% to RVliSa [5] 

02 - AVGs 

% to RVIiSa (5] 

03 - AVGs 

% to RVNSa [5) 

04 - AVGs 

% to RVNSa (5] 

05 - AVGs 

% to RVNSa (5) 

06 - AVGs 

% to RVNSa [5) 

07 - AVGs 

% to RVlISa [5J 

08 - AVGs 

% to RVNSa (5) 

09 - AVGs 

% to RVnSa (5) 

10 - AVGs 

% to RVNSa [5] 

11 - AVGs 

% to RVIlSa [5J 

12 - AVGs 

% to RVJ{Sa (5] 

SIt-Like 01 - AVGs 

Tine(secs,) 

% to RVliSa [5] 

% to 11 (1) 

% to It-AD (14] 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

RVllSa [5] AVGs 

11 (1) - AVGs 

It-AD [14J - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Tirne(secs.) 

o - 4.91 

2220 

o - 4.91 

2220 

o - 4.91 

2220 

o - 4.91 

2220 

o - 4.91 

2220 

a - 4.91 

2220 

a 4.91 

2220 

0-4.91 

2220 

o - 4.91 

2220 

o - 4.91 

2220 

o - 4.91 

2220 

a - 4,91 

2220 

a - 4,91 

a - 4,91 

2220 

24 - 63 

8 - 40 

300 - 400 

toO 

100 

100 

100 

2220 

24 - 63 

8 - 40 

300 - 400 

100 

100 

100 

100 

Rl el Rel R2 e2 Re2 

NV TO NY TO NV TO NV TO NV TO flV TO 

20.00 1825.93 10.00 923.71 17.00 1826.83 4.00 1793.61 3.00 603.88 5.00 1976.18 

5.26 10.51 0.00 11.43 21.43 7.54 0.00 42.25 0.00 2.08 25.00 38.38 

18.00 1864.34 10.00 1029.44 14.00 1827.B1 4.00 1572.93 4.00 795.61 4.00 1611.75 

5.88 25.38 0.00 24.19 16.67 15.70 33.33 31.23 33.33 34.49 33.33 31.72 

15.00 1560.55 11.00 1035.92 12,00 1545.31 4.00 1477.96 4.00 740.60 4.00 1534.89 

15.38 19.03 10.00 25.10 9.09 20.71 33.33 54.43 33.33 25.28 33.33 44.46 

12.00 1248.20 10.00 1147.90 11.00 1360,23 3.00 1110.09 4.00 948,61 3,00 1389.83 

20,00 24,87 0.00 39,18 10.00 18.04 60,00 24,08 33.33 59,68 0,00 70.99 

15.00 1698.40 10.00 878.78 16,00 1842.61 3.00 1436,99 3,00 686,01 6,00 1889,84 

7.14 16,70 0.00 6.01 23,08 12.88 0.00 39,11 0,00 16,32 25,00 42.43 

13.00 1559.99 10.00 898.40 13,00 1603.42 3.00 1266,40 3,00 663.19 4,00 1663,81 

8.33 23,56 0.00 8.38 18,18 11.96 0.00 36.23 0,00 12.69 33.33 38.94 

12,00 1339.41 10,00 903.91 12.00 1517.11 3,00 1137,94 3,00 686.98 4.00 1569,26 

20.00 15.94 0,00 9.04 9.09 22.91 50.00 15.88 0,00 16.78 33.33 46,46 

11.00 1191.70 10.00 950,09 11.00 1371.76 3.00 930.37 3.00 689.21 3.00 1158.86 

22.22 22,24 0.00 14.62 10,00 19.00 50.00 26,21 0.00 17.15 0,00 35,71 

14.00 

27.27 

12.00 

20.00 

12.00 

20.00 

11.00 

22.22 

1412,79 10,00 

14.07 0.00 

1376.88 

21.59 

1309,04 

14,88 

1180.70 

15.82 

941. 70 

13.60 

13.75 1455.66 10,11 967.76 

0.08 0.44 

14,58 18.40 1.11 16,83 

1.25 1.32 1.11 1.67 

-0.68 -1.81 1.11 0.72 

-2.37 -4.41 1.11 -0.93 

2,27 12.89 1.11 12,46 

6,09 17.11 1.11 15,92 

8,24 16.63 1.11 15.45 

8.06 18.01 1.11 16.56 

12.00 1229.48 10.00 828.38 

13.68 1436.70 10,00 951.90 

13.83 1482.53 10,00 960,81 

14,08 1522.81 10.00 976,86 

13,44 1289.43 10.00 860,55 

12,96 1242.95 10.00 834,85 

12,70 1248.05 10,00 838.26 

12.73 1233.54 10,00 830.28 
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3.00 

0,00 

1428,80 

51.21 

4.00 1336.60 

33.33 37.04 

3.00 1017,42 

50.00 4.61 

-

13.25 1610,64 3,36 1319.00 3.38 726.64 4.00 1624.30 

0.00 4.91 3,60 4,00 

15.22 15.52 23,33 33.29 12.50 23,10 23.08 42.35 

-1.85 0.89 2,86 -5.95 7.83 4.90 3.09 -3,44 

-1.85 -0,01 5,77 -2.67 3.85 -1.93 0.00 -3,57 

-3.64 -4.96 5.71 -2.14 12,50 4.73 7.87 2,60 

0.32 10,71 2.78 20.53 2.53 8,68 4,36 22.11 

5.05 13,96 6.42 33.04 12.50 22,66 11.24 38.88 

7.58 13,69 10.56 31.41 12.50 22,34 18.52 35.96 

8.02 15,00 10.01 35.23 12.50 22,83 18.67 40.33 

11.50 1394.26 2.73 989,62 3.00 590.30 3,25 1141.07 

13.50 1596,50 3.27 1402.40 3.13 692,70 3.88 1682.10 

13.50 1610,78 3.18 1355.24 3,25 740,93 4.00 1684,43 

13.75 1694.65 3,18 1347.79 3.00 693,81 3.71 1583.11 

13.21 1454.84 3,27 1094.37 3.29 668,60 3.83 1330.21 

12.61 1413.30 3,16 991.42 3.00 592.44 3.60 1169.58 

12.32 1416,72 3,04 1003.71 3.00 593.97 3.38 1194.72 

12.27 1400.50 3.06 975,38 3,00 591.59 3.37 1157.51 



02 chooses the best solution out of twelve solutions created from twelve combinations 

of the three seeding strategies and four different sets of parametric values. 

In SIl-Like 02 and according the methodology of experimentation in Section 5.2, 

adding the "No Seeding" strategy has led, as in Table 5.3, into improving the per

formance and results significantly, by -2.49% for NV and -0.76% for TD on the 

problem group PGlOO in Section 2.2, when compared on average with those of SIl

Like 01. 

Of course in contrast to the percentage of deviations of SIl-Like 01 (6.38% for 

NVand 11.31% for TD) from the deterministic approaches in Table 5.1 on PG100, 

the addition of the "No Seeding" strategy has made SIl-Like 02 get closer on average 

to such approaches, with 3.68% for NV and 10.44% for TD, in terms of performance 

and results. For that on average and with a percentage of deviation equal to 0.99% 

for NV, SIl-Like 02 is getting a lot nearer to the heuristic Il [1] on the problem sets 

R1, C1, R2 and C2. Also, it manages on average to beat Il on the problem sets 

RC1 and RC2 by -2.60% for NV. 

In comparison to the heuristic Il-AD [14], SIl-Like 02 is now on average outper

forming it on the problem sets R1, RC1, C2 and RC2 by -2.47% for NV and -2.73% 

for TD, which are much better than those of SIl-Like 01. Likewise on average, it is 

a lot better by 1.46% and -1.42% for NV and TD respectively on the problem sets 

C1 and R2. Furthermore with percentages of deviations equal to 12.00% for NV and 

23.92% for TD, SIl-Like 02 is nearer on average to RVNSa [5] and its performance 

now on the whole PG100 is in a way better than SIl-Like 01's performance. 

Additionally, the "No Seeding" strategy has made the approach SIl-Like 02 

become in a way much enhanced, on average, than the SIl-Like 01 approach when 

their performances are compared together with those of the VRPTW algorithms 

in Table 4.3 and this enhancement shows that SIl-Like 02 is deviated now, from 

such algorithms, with 7.06% and 23.50% for NV and TD correspondingly on the 

problem group PGlOO. For that if the performances of SIl-Like 02 and SIl-Like 

01 are compared with the performances of LS [28] and LS+TA [28] on PG100, the 

percentages 11.66% and 23.29% of deviations of SIl-Like 02, on average for NV and 

TD, are much better. 

In a way different from SIl-Like 01 during 100 seconds, the approach SIl-Like 

02 is much nearer also in terms of performance to the average case performances of 
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the DACS systems that use the pheromone ants and this is on average, by 3.73% for 

NV and 15.99% for TD as in Table 5.3, and this improvement on PG 100 is mirrored 

too in relation to the best and worst case scenarios of such systems. For instance, 

S11-Like 02 is able on average to overcome DACS 01, by -2.40% for NV and -3.48% 

for TD, on the problem sets R1, C1 and RC1. As well, it is able to defeat DACS 

02 on the problem sets C2 and RC2 in terms of NV with -1.72% and it is getting 

nearer on average to the systems DACS 03, DACS+HLS and DACS+HLS+2-0pt 

by 6.05% and 22.63% for NV and TD also on PG100. 

As result of what is described above, adding the "No Seeding" strategy to the 

S11-Like approach is better than loosing it and therefore this strategy is kept as it 

is for its significance. 

5.6 What about varying the parametric values of 

a1 and a2? 

Thereafter as in the deterministic approach S11-Like 03, the varying of the values, 

can be used in the parameters al and a2 between 0 and 1 (inclusive), is added as 

it is described in Figure 5.2 and Section 5.3.1. The S11-Like 03 approach works as 

in the approach S11-Like 02 in Section 5.5 but with the varying process mentioned 

earlier. The purpose behind this varying is to discover what sort of neighborhood 

solutions that could be gained between the two extreme values 0 and 1. After the 

varying process, it is believed that 66 solutions are going to be created and those 

solutions are the result of multiplying 6 iterations of the outer-for loop in Figure 5.2 

by 11 steps of 0.1 between the values 0 and 1 of al and a2' 

As in Table 5.4, the result of the varying process, according to the experimental 

methodology mentioned in Section 5.2, is a significant improvement, on average by 

-2.97% for NV and -2.59% for TD, on all the six problem sets of the problem 

group PG100 in Section 2.2 and this can be realized if S11-Like 03 and S11-Like 02 

are compared together. 

The significant improvement, on PG100, has led into enhancing the perfor

mance and results on average also in relation to the other deterministic and non

deterministic algorithms in the literature. S11-Like 03 is now less departed on aver

age in terms of NV and TD respectively, by 0.57% and 7.57%, from the deterministic 
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Table 5.3: Comparison between the average case performances of 8Il-Like D2 and 

other VRPTW algorithms, after only one run, on the problem group PG1DD. This 

table represents also the best and worst case scenarios of the 811-Like performance. 

On each problem instance and set, the 8D values equal to zero. 

PUo, 

01 - AVGs 

% to SIl-Like 01 

02 - AVGs 

% to SIl-Like 01 

03 - AVGs 

% to SIl-Like 01 

04 AVGs 

% to SIl-Like 01 

05 - AVGs 

% to SIl-Like 01 

06 - AVGs 

% to SIl-Like 01 

07 - AVGs 

% to SIl-Like 01 

08 - AVGs 

% to Sll-Like 01 

09 - AVGs 

% to SIl-Like 01 

10 - AVGs 

% to SIl-Like 01 

11 - AVGs 

% to SIl-Like. 01 

12 - AVGs 

% to SIl-Like 01 

SIl-Like 02 - AVGs 

Tioe(secs.) 

% to SIl-Like 01 

% to RVnSa [5] 

% to 11 [1] 

% to Il-AD [14] 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 01 - AVGs 

RVIl'Sa [5] - AVGs 

Il (1) - AVGs 

Il-AD [14] - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS AVGs 

DACS+HLS+2-Opt - AVGs 

Tinsesscs.) 

1 - 7.91 

o - 4.91 

1 - 7.91 

o - 4.91 

1 - 7.91 

0-4.91 

1 - 7.91 

o - 4.91 

7.91 

o - 4.91 

1 - 7,91 

o - 4.91 

1 - 7.91 

o - 4.91 

1 - 7,91 

0-4.91 

1 - 7.91 

o - 4.91 

1 - 7.91 

o - 4.91 

1 - 7.91 

o - 4.91 

1 - 7.91 

o - 4.91 

1 - 7.91 

1 - 7.91 

o - 4.91 

2220 

24 - 63 

8 - 40 

300 - 400 

100 

100 

100 

100 

o - 4.91 

2220 

24 - 63 

8 - 40 

300 - 400 

100 

100 

100 

100 

Rl Cl RCl R2 

n w n m n m n 

20.00 1825.93 10,00 878.36 17.00 1826.83 4.00 

0.00 0.00 0.00 -4.91 0.00 0.00 0.00 

18.00 1864.34 10.00 984.35 14.00 1822.75 4.00 

0,00 0.00 0.00 -4.38 0.00 -0.28 0.00 

15.00 1560.55 10.00 1097.78 12.00 1545.31 4.00 

0.00 0.00 -9.09 5.97 0.00 0.00 0.00 

11.00 1256.95 10.00 1147.90 11.00 1350.23 3.00 

-8.33 0.86 0.00 0.00 0.00 0.00 0.00 

15.00 1598,40 10,00 878,78 16,00 1842.61 3.00 

0,00 0,00 0,00 0.00 0.00 0.00 0.00 

13.00 1559.99 10.00 898.40 13.00 1603.42 3,00 

0.00 0,00 0.00 0,00 0.00 0.00 0,00 

12,00 1339.41 10.00 903.91 12,00 1517,11 3.00 

0.00 0,00 0,00 0.00 0,00 0,00 0,00 

11.00 1191.70 10.00 950.09 11.00 1371.76 3.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 

13.00 1443,67 10.00 941.70 

-7,14 2,19 0.00 0.00 

3.00 

0.00 

C2 

TD IIV 

1793.61 3.00 

0.00 0.00 

1572.93 3.00 

0.00 -25.00 

1397.73 4.00 

-5.43 0.00 

1110.09 4.00 

0.00 0.00 

1436.99 3.00 

0.00 0,00 

1266.40 3.00 

0.00 0.00 

1137.94 3.00 

0.00 0.00 

930.37 3.00 

0,00 0.00 

1356.80 

-5.04 

12.00 

0.00 

1376.88 

0.00 

3.00 1406.77 

12.00 

0.00 

11.00 

0.00 

1309.04 

0.00 

1180.70 

0.00 

13.58 1459.13 10.00 964.59 

1.00 1.00 

-1.21 0.24 -1.10 -0.33 

13.19 18.68 0.00 16.44 

0.02 1.56 0.00 1.33 

-1.78 -1.58 0.00 0.39 

-3.55 -4.18 0.00 -1.26 

1.03 13.16 0.00 12.09 

4.80 17.39 0.00 15.54 

6.93 16.91 0.00 15.07 

6.75 18.29 0.00 16.18 

13.75 1455.66 10.11 967.76 

12.00 1229.48 10.00 828.38 

13.58 1436.70 10.00 951.90 

13.83 1482.53 10.00 960.81 

14.08 1522.81 10.00 976.86 

13.44 1289.43 10.00 860.55 

12.96 1242.95 10.00 834.85 

12.70 1248.05 10.00 838.26 

12.73 1233.54 10.00 830.28 

212 

-25.00 5.26 

3.00 1017.42 

0.00 0.00 

13.25 1610.00 3,27 1311.55 3,25 

1.00 7.91 5.12 

0.00 -0.04 -2.70 -0.56 -3.70 

15.22 15.47 20.00 32.53 8.33 

-1.85 0.85 0.08 -6.48 3.83 

-1.85 -0.05 2.92 -3.22 0.00 

-3.64 -5.00 2.86 -2.69 8,33 

0.32 10.67 0.00 19.84 -1.27 

5.05 13.92 3.55 32.29 8.33 

7.58 13.64 7.57 30.67 8.33 

8.02 14.96 7.04 34.47 8,33 

13.25 1610.64 3.36 1319.00 3,38 

11.50 1394.26 2.73 989.62 3.00 

13.50 1596.50 3.27 1402.40 3.13 

13.50 1610.78 3.18 1355.24 3.25 

13.75 1694.65 3.18 1347.79 3.00 

13.21 1454.84 3.27 1094.37 3.29 

12.61 1413.30 3.16 991.42 3.00 

12.32 1416.72 3.04 1003,71 3.00 

12.27 1400.50 3.06 975.38 3.00 

RC2 

TO IlV TD 

591.56 4.00 1976.01 

-2.04 -20.00 -0,01 

731.49 4.00 1811.75 

-B.06 0.00 0.00 

740.60 4.00 1534.89 

0.00 0.00 0.00 

948.61 3.00 1216.88 

0.00 0.00 -12.44 

606.28 4.00 1971.66 

-11.49 -20,00 4,33 

663.19 4.00 1596,29 

0.00 0.00 -4.06 

686,98 4,00 1569.26 

0.00 0,00 0.00 

689.21 3.00 1158.86 

0.00 0.00 0.00 

707.24 3.75 

6.25 

-2.67 -6.25 

19.81 15.38 

2.10 -3.35 

-4.55 -6.25 

1.94 1.12 

5.78 -2.17 

19.38 4.29 

19.07 11.11 

19.55 11.25 

726.64 4.00 

590.30 3.25 

692.70 3.88 

740.93 4.00 

693.81 3.71 

668.60 3.83 

592.44 3.60 

593.97 3.38 

591.59 3.37 

-

1604.45 

-1.22 

40.61 

-4.62 

-4.75 

1.35 

20.62 

37.18 

34.30 

38.61 

1624.30 

1141.07 

1682.10 

1684.43 

1583.11 

1330.21 

1169.58 

1194.72 

1157.51 



algorithms in Table 5.1 and by 3.86% and 20.26% from the VRPTW algorithms in 

Table 4.3. 

For instance on PG100, the algorithms LS [28] and LS+TA [28] are able on 

average to outperform S11-Like 03 by 8.32% for NV and 20.06% for TD, which are 

as percentages of deviations better than those of S11-Like 02. Also as a result of the 

varying process, S11-Like 03 is getting closer on average to the algorithm RVNSa [5] 

as in Table 5.4 and its performance is deviated now by 8.66% for NV and 20.68% 

for TD. Moreover as never seen before on all the six problem sets of PG100, it is 

able to get performance and results that are better, on average by -3.65% for NV 

and -4.12% for TD, than those of the heuristics 11 [1] and 11-AD [14]. 

Furthermore as in Table 5.4, S11-Like 03 is now beating on average, with its 

varying component and by -4.16% and -12.82% for NV and TD respectively, the 

deterministic approach PR1 [11] on the problem sets R1, C1, RC1, C2 and RC2 

and this is with the exception of R2, since PR1 is better on average by 2.97% on 

R2 in terms of NV. Additionally, it can be seen from Table 5.4 that it has become 

competitive in terms of NV and therefore better, on average by -7.65% for NV, 

. than the deterministic approaches PS [79] and PR2 [78] when it comes to trying to 

solve the problem sets of R1, RC1, R2, C2 and RC2. 

In relation to the average case scenarios of the DACS systems that use the 

pheromone ants and during 100 seconds as in Table 5.4, the varying process has 

made S11-Like 03 on average, by 0.61% for NV and 12.96% for TD, to be in a 

closer position in terms of performance and results on all the six problem sets of 

the problem group PG100. What's more, the S11-Like performance has advanced 

closely too to those of the best and worst case scenarios of such DACS systems. 

As a result and for the first time, S11-Like 03 is able, during 100 seconds, to 

succeed in defeating DACS 01 on all the six problem sets and on average by -2.22% 

and -4.19% for NV and TD correspondingly. Moreover on the problem sets R1, 

RC1, R2, C2 and RC2, it is able to overcome DACS 02 on average by -3.95% in 

terms of NV. When it comes to the systems DACS 03, DACS+HLS, DACS+HLS+2-

Opt, the varying process has made the performance and results with percentages 

of deviations equal on average to 2.86% for NV and 19.42% for TD, which are far 

better than those achieved by S11-Like 02. 

Overall, the varying of the values of the parameters al and a2 has made S11-Like 
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03 get better and significant performance and results and an approach without it 

will lead definitely into worsening the situation reached so far. 

5.7 What if a removing heuristic of "under con

strained" tours is considered? 

Once the removing heuristic of "under-constrained" tours is added, as in the deter

ministic approach SIl-Like 04 in this section, the significant improvement in terms 

of the performance and results will be recognized instantly. The removing heuristic 

of under-constrained tours, which relocates the under-constrained customers of such 

tours (using an insertion procedure and a hybrid local search HLS) into other tours 

of the same solution as explained in Section 5.3.3, is the only thing that distinguishes 

SIl-Like 04 from its predecessor SIl-Like 03, talked about in Section 5.6. 

With the removing heuristic described earlier and according to the experimental 

methodology in Section 5.2 on the problem group pe100 in Section 2.2, SIl-Like 

04 outperforms SIl-Like 03 as in Table 5.5, on average, with -2.42% for NV and 

-7.49% for TD on all the six problem sets of Solomon [lJ. This kind of improve

ment is reflected also on the relationship now between the approach that uses such 

removing heuristic and other non-deterministic and deterministic algorithms in the 

literature as stated in Tables 4.3 and 5.1. 

For that on average, the percentages of deviation 1.28% and 11.01 %, for NV and 

TD respectively from the algorithms in Table 4.3, indicate that SIl-Like 04 with 

its removing heuristic of under-constrained tours is much closer on the problem 

group pe100 to such algorithms in terms of performance than that of SIl-Like 03, 

which has its percentages of deviation equal to 3.86% for NV and 20.26% for TD 

from the same algorithms. For instance, the performance of an approach with the 

removing heuristic described earlier; in comparison to that of an approach without 

that particular heuristic and against the performances of the algorithms LS [28J 

and LS+ TA [28], is very much so less deviated on pe 100 and as a result the new 

percentages of deviation, on average, to such algorithms is now 5.60% for NV and 

10.84% for TD. 

Also on the problem group pe100, if SIl-Like 04 with its removing heuristic is 

compared to the deterministic algorithms in Table 5.1, the percentages of deviations 
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Table 5.4: Comparison between the average case performances of SIl-Like 03 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PlIo. 

01 - AVGs 

% to Sl1-Like 02 

02 - AVGs 

% to SI1-Lika 02 

03 AVGs 

% to 511-Like 02 

04 - AVGs 

% to SIl-Like 02 

05 - AVGs 

% to SIl-Like 02 

06 - AVGs 

% to SIl-Like 02 

07 - AVGs 

% to SIl-Like 02 

08 - AVGs 

% to SIl-Like 02 

09 - AVGs 

% to SIl-Like 02 

10 - AVGs 

% to SIl-Like 02 

11 - AVGs 

% to SIl-Like 02 

12 - AVGs 

% 'to SI1-Like 02 

SIl-Like 03 -AVGs 

Time(secs.) 

% to SIl-Like 02 

% to RVI1Sa (5) 

% to Ii [1) 

% to Ii-AD [14J 

% to DACS 01 

% to OACS 02 

% to OACS 03 

% to OACS+HLS 

% to OACS+HLS+2-0pt 

SIl-Like 02 - AVGs 

RvnSa [5] - AVGs 

Ii [1] - AVGs 

Il-AO (14) - AVGs 

PRl [11] - AVGs 

PR2 [78] - AVGs 

PS [79J - AVGs 

OACS 01 - AVGs 

OACS 02 - AVGs 

OACS 03 - AVGs 

DACS+HLS - AVGs 

OACS+HLS+2-Opt AVGs 

Rl Cl RCI R2 C2 RC2 

Tille(secs.) IIV TD UV TO NV TO NV TO NV TO flV TO 

5.88 - 46 20.00 1825.93 10,0{) 878,36 16.00 1803.80 4.00 1751.55 3.00 591.55 4.00 1925.97 

1 - 7.91 0.00 0.00 0.00 0,00 -5.88 -1.26 0.00 -2.34 0.00 0.00 0.00 -2.48 

5.86 - 46 18.00 1864.34 10,0{) 978.30 14.00 1701.87 4.00 1488.07 3.00 713.83 4.00 1642.33 

1 - 7.91 0.00 0,00 0,00 -0.61 0.00 -6.63 0,00 -5,40 0.00 -2.41 0.00 -9.35 

5.88 - 46 14.00 1642.49 10,0{) 1092.72 12.00 1545.31 3.00 1413.53 3.00 753.97 3.00 1572.29 

1 - 7.91 -6.67 5.25 0.00 -0.46 0.00 0.00 -25.00 1.13 -25.00 1.81 -25.00 2.44 

5.88 - 46 11.00 1258.95 10.00 1134.71 11.00 1341.12 3.00 1027.94 3.00 920.99 3.00 1179.59 

1 - 7.91 0.00 0.00 0.00 -1.15 0.00 -0.67 0.00 -7.40 -25.00 -2.91 0.00 -3.05 

5.88 - 45 14.00 1523.92 10.00 878.78 15.00 1744.58 3.00 1388.65 3.00 605.28 4.00 1882.80 

1 - 7.91 -6.67 -4.66 0.00 0.00 0.00 -5.32 0.00 -3.36 0.00 0.00 0,00 -4.51 

5.88 - 46 13.00 1443.40 10.00 898.40 13.00 1542,89 3.00 1223.62 3.00 663.19 4.00 1519.09 

1 - 7.91 0.00 -7.47 0.00 0.00 0.00 -3.78 0.00 -3.38 0.00 0.00 0.00 -4.84 

5.88 - 46 12.00 1315.21 10.00 903.91 12.00 1496.77 3.00 1137.94 3.00 633.27 4.00 1482.67 

1 - 7.91 0.00 -1.81 0.00 0.00 0.00 -1.34 0.00 0.00 0.00 -7.82 0.00 -5.52 

5.88 - 46 10.00 1155.63 10.00 853.25 11.00 1331.62 3.00 930.37 3.00 634.38 3.00 1156,87 

1 - 7.91 -9.09 -3.03 0.00 -10.19 0.00 -2.93 0.00 0.00 0.00 -7.96 0.00 -0.17 

5.88 - 46 

1 - 7.91 

5.88 - 46 

1 - 7.91 

5.88 - 46 

1 - 7.91 

5.88 - 46 

1 - 7.91 

5.88 - 46 

5.88 - 46 

1 - 7.91 

2220 

24 - 63 

8 - 40 

300 - 400 

100 

100 

100 

100 

1 - 7.91 

2220 

24 - 63 

8 - 40 

1176 

180 

II/A 

300 - 400 

100 

100 

100 

100 

13.00 

0.00 

1375.65 

-4,71 

12.00 1296,45 

0.00 -5.84 

11.00 1280.93 

-8.33 -2,15 

10.00 1189.46 

-9.09 0.74 

10.00 884,16 

0.00 -6.11 

-

3.00 

0.00 

3,00 

0,00 

3.00 

0.00 

13.17 1431.03 10.00 944.73 13.13 1563.50 3.18 

6.00 7.33 5.88 46.00 

-3.07 -1.93 0.00 -2.06 -0.94 -2.89 -2.78 

9.72 16.39 0.00 14.05 14.13 12.14 16.55 

-3.04 -0.39 0.00 -0.75 -2.78 -2.07 -2.70 

-4.80 -3,47 0.00 -1.67 -2.78 -2.94 0.06 

-6.51 -6.03 0.00 -3.29 -4.55 -7.74 0.00 

-2.07 10.98 0.00 9.78 -0.63 7.47 -2,78 

1.59 15.13 0.00 13.16 4.06 10.63 0.67 

3.U M.M 0.00 U.m 6." 1O.M 4" 

3.47 16.01 0.00 13.79 7.00 11.64 4.06 

13.58 1459.13 10.00 964.59 13.25 1610.00 3.27 

12.00 1229.48 10.00 828,38 11.50 1394.26 2.73 

13.58 1436.70 10.00 951.90 13.50 1596.50 3.27 

13.83 1482.53 10.00 960.81 13.50 1610.78 3.18 

13.33 1509.04 10.67 1343.69 13.38 1723.72 3.09 

13.33 1381.90 10.00 902.90 13.25 1545.30 3.27 

13,50 1242.40 10.00 843.84 13.50 1408.76 4.09 

14.08 

13.44 

12.96 

12.70 

12,73 

1522.81 

1289.43 

1242.95 

1248.05 

1233.54 

10.00 976.86 

10.00 860.55 

10.00 834.85 

10.00 838.26 

10.00 830,28 
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13.75 

13.21 

12.61 

12.32 

12.27 

1694.65 

1454.84 

1413.30 

1416.72 

1400.50 

3.18 

3.27 

3.16 

3,04 

3.06 

1297.73 

-4.35 

1389.47 

-1.23 

1017.42 

0.00 

1278.75 3.00 

30.12 

-2.50 -7.69 

29.22 0.00 

-8.82 -4.15 

-5.64 -7.69 

-5.12 0.00 

16.85 -8.86 

28.98 0.00 

27,40 0.00 

31.10 0.00 

1311.55 3.25 

989.62 3.00 

1402.40 3.13 

1355.24 3.25 

1386,67 3.38 

1293.40 3.13 

977 .12 3.13 

1347.79 3.00 

1094.37 3.29 

991.42 3,00 

1003.71 3.00 

975.38 3.00 

-

689.68 3.63 

35,25 

-2.48 -3.33 

16.84 11.54 

-0.44 -6.57 

-6.92 -9.38 

-0.59 -2,25 

3.15 -5.43 

16.41 0,81 

16.11 7.41 

16.58 7.54 

707,24 3.75 

590,30 3.25 

692.70 3.88 

740.93 4.00 

797.59 3.63 

653.20 3.88 

607.58 5.13 

693.81 3.71 

668.60 3.83 

592.44 3.60 

593.97 3.38 

591.59 3.37 

1545.33 

-3,68 

35.43 

-8.13 

-8,26 

-2.39 

16.17 

32.13 

29.35 

33.50 

1604.45 

1141.07 

1682.10 

1684.43 

1651,05 

1595.10 

1111.37 

1583.11 

1330.21 

1169.58 

1194.72 

1157.51 



-1.87% and -0.58% for NV and TD correspondingly shows that it is able to defeat 

on average many of such algorithms in terms of performance. For instance in addi

tion to beating the algorithms 11 [1] and 11-AD [14] on PG100, the approach using 

the removing heuristic of under-constrained tours is able now, as never been before 

in any S11-Like approach, to outperform the deterministic approaches PR1 [11] and 

TP [13] in terms of NV and TD together on all the six problem sets and this is on 

average by -3.89% and -12.03%. 

Furthermore, the removing heuristic of under-constrained tours is now able to 

make the approach S11-Like 04 get closer very much so to other deterministic al

gorithms like PR2 [78], AD [14], PS [79] and RVNSa [5]. On the problem sets R1, 

RC1, R2, C2 and RC2 only, an S11-Like approach with that removing heuristic is 

better in terms of performance, on average by -5.90% for NV and -7.04% for TD, 

than PR2. In relation to AD, it manages in terms of performance also to defeat it, 

on average with -0.03% and -11.62% for NV and TD respectively, on the problem 

sets C1, R2, C2 and RC2. When it comes comparing an approach that uses the re

moving heuristic with the deterministic algorithm PS [79], the performance of such 

approach, like S11-Like 04 for instance, is much better on average than that of PS 

by -12.11% for NV and it is much nearer to its performance in terms of TD by 

10.96% on the entire six problem sets. As well on the same six problem sets and 

by 5.93% for NV and 11.40% for TD, the S11-Like performance is much nearer on 

average to that of RVNSa [5]. 

As opposed to the performance of S11-Like 03 on average and during 300 sec

onds, the addition of the removing heuristic of under-constrained tours has led as in 

Table 5.5 also into making the S11-Like 04 performance on PG100 to be very close, 

by -0.80% and 5.72%, to the average case performances of the DACS systems that 

use the pheromone ants. Of course, such enhancement of the S11-Like performance 

is repeated too once it is looked at in relation to the best and worst case scenarios 

of such DACS systems and this can be verified by checking what is going to happen 

if an S11-Like approach is left without using that removing heuristic. 

For that during 300 seconds and in contrast to the system DACS 01, the S11-Like 

04 approach is able, on average by -4.57% for NV and -11.39% for TD, to bring 

even far better results on PG100 than that of S11-Like 03, which does not use such 

removing heuristic. In addition, S11-Like 04 is able to defeat the system DACS 02 
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in terms of NV and by -3.40% on average instead of -0.51% and in a way that is 

far greater than that of S11-Like 03 on the problem sets R1, RC1, R2, C2 and RC2. 

It is for the first time to see that an S11-Like approach is capable of overcoming, 

on average by -1.84%, the system DACS 03 in terms of NV on the problem sets 

R2 and RC2 during 300 seconds. Moreover on PC 100, the approach that uses the 

removing heuristic is closing in terms of performance, a lot on average by 1. 71 % for 

NV and 11.27% for TD, to the systems DACS+HLS and DACS+HLS+2-0pt. 

Finally, it can be seen according to what is explained above that an S11-Like 

approach without the removing heuristic of under-constrained tours will lead without 

doubt into worsening the performance and results. 

5.8 Is the insertion procedure of more to less con

strained customers doing any good? 

The effects of changing, the working way of the insertion procedure in Section 4.4.7 

on the performance and results of the S11-Like approach and therefore the modified 

version of the hybrid local search HLS described in Section 4.4.10, are discovered in 

this section. Here, the way or the order, in which the insertion procedure re-inserts 

the visited customers of an under-constrained tour (chosen for removal) into the 

other tours of a solution, is modified as in the deterministic approach Sl-Like 05, 

which works as in S11-Like 04 but with the single modification mentioned earlier. 

So, the under-constrained customers of that tour are ordered in a descending order 

according to how much constrained they are as described in Section 5.3.4 rather 

than to how large their demand quantities are. 

After the update of the working way of the insertion procedure as described 

above and testing it on the problem group PC 100 in Section 2.2 according to the 

methodology of experimentation mentioned in Section 5.2, the S11-Like 05 approach 

is found on average as in Table C.1 to bring the same number of vehicles on PC100 

as in S11-Like 04. Also, it is found on average to deteriorate the TD results by 

1.35% on the problem sets C1, R2, C2 and RC2 and to improve them insignificantly 

by -0.12% on the problem sets R1 and RC1. However, the S11-Like 05 approach 

is still outperforming S11-Like 03 on PG100 by -2.42 and -6.72 for NV and TD 

respectively. 
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Table 5.5: Comparison between the average case performances of S11-Like 04 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the S11-Like performance. 

On each problem instance and set, the SD values equal to zero. 

Plfo. 

01 - AVGs 

% to SI1-Like 03 

02 - AVGs 

% to SI1-Like 03 

03 - AVGs 

% to SIl-Like 03 

04 - AVGs 

% to SIl-Like 03 

05 - AVGs 

% to SIl-Like 03 

06 - AVGs 

% to SIl-Like 03 

07 - AVGs 

% to SIl-Like 03 

08 - AVGs 

% to SIl-Like 03 

09 - AVGs 

% to SIl-Like 03 

10 - AVGs 

% to SIl-Like 03 

11 - AVGs 

% to SIl-Like 03 

12 - AVGs 

% to SIl-Like 03 

SIl-Like 04 -AVGs 

Tice(secs,) 

% to SIl-Like 03 

% to RVltsa (5J 

% to PRl [11] 

% to TP [13J 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 03 -AVGs 

RVUSa [5) - AVGs 

PRI [11J - AVGs 

TP [13] - AVGs 

AD [14] - AVGs 

PR2 [78J - AVGs 

PS [79] - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

R1 e1 Re1 R2 e2 Re2 

Tine(secs.) NV TO UV TO flV TO IIV TO NV TO NV TO 

15.76 137,64 20.00 1722.93 10.00 833.24 15.00 1754.91 4.00 1456.35 3.00 591.56 4.00 1597.21 

5.88 - 46 0.00 -5.64 0.00 -5.14 -6.25 -2.71 0.00 -16.85 0.00 0.00 0.00 -17.11 

15.78 - 137.64 18.00 1579.59 10.00 968.25 14.00 1617.26 4.00 1336.32 3.00 591.56 4,00 1638,54 

5.88 - 46 0.00 -15.27 0.00 -1.03 0.00 -4.97 0.00 -10,20 0,00 -17.13 0.00 -0.23 

15.78 137,64 14,00 1422.88 10.00 1005.73 12,00 1425.88 3.00 1090.19 3.00 715.18 3.00 1232.53 

5,88 46 0.00 -13.37 0.00 -7.96 0,00 -7,73 0.00 -22.87 0.00 -5,14 0.00 -21.61 

15.78 - 137,64 10,00 1136,89 10.00 1134.71 11.00 1293.48 3.00 1027,94 3.00 816.30 3.00 1032.55 

5.88 - 46 -9,09 -9.70 0.00 0.00 0.00 -3,55 0,00 0.00 0.00 -11.37 0,00 -12.47 

15.78 - 137.64 14.00 1439,41 10.00 832.27 15,00 1704.79 3,00 1199,94 3.00 606.28 4.00 1552,60 

5.88 - 46 0.00 -5,55 0.00 -5.29 -6,25 -2.28 0,00 -13,59 0.00 0.00 0.00 -17 ,54 

15.78 - 137,64 13,00 1354,97 10.00 828.94 12.00 1521.72 3,00 1168,83 3.00 588.49 3.00 1335.46 

5.88 - 46 0,00 -6.13 0.00 -7.73 -7.69 -1.37 0,00 -4.48 0.00 -11.26 -25,00 -12,09 

15.78 - 137.64 11.00 1392.23 10.00 828.94 12.00 1362,18 3.00 1137.94 3.00 606,06 3,00 1364.75 

5.88 - 46 -8,33 5,86 0.00 -8.29 0.00 -8.99 0,00 0.00 0.00 -4.30 -25.00 -7.95 

15.78 - 137.64 10,00 1064.04 10.00 853.25 11.00 1254.11 2.00 909.27 3.00 615.0B 3.00 1156.87 

5.88 - 46 0.00 -7.93 0.00 0,00 0.00 -5.82 -33.33 -2.27 0.00 -3.04 0.00 0.00 

15.78 - 137.64 12.00 1281.02 10.00 884.16 

S.B8 - 46 -7.69 -6.88 0.00 0.00 

15.78 137.64 12.00 

5.88 - 46 0.00 

15.78 - 137.64 11.00 

5.88 - 46 0.00 

15.78 - 137.64 

5,88 - 46 

10,00 

0,00 

1230.79 

-5.06 

1226.06 

-4.28 

1084,49 

-8.83 

15,78 - 137.64 12.92 1327.94 10,00 907.72 

15,78 - 137.64 18.08 15.78 

5.88 - 46 -1.90 -7.20 0.00 -3.92 

2220 7.64 8,01 0.00 9,58 

1176 -3,10 -12,00 -6.28 -32.45 

108 -0.64 -2.14 0.00 -0,98 

300 - 400 -8.28 -12.80 0,00 -7,08 

300 -2.52 6,65 0,00 6,05 

300 1.17 7,77 0,00 9,13 

300 2.51 7.25 0.00 8.81 

300 2.22 8.47 0,00 9,51 

5.88 - 46 13.17 1431.03 10.00 944.73 

2220 12.00 1229.48 10.00 828.38 

1176 13.33 1509.04 10,67 1343.69 

108 13.00 1356,92 10,00 916.67 

132 - 253 12.83 1386.46 10.00 955.39 

180 13.33 1381.90 10.00 902,90 

N/A 13.50 1242.40 10.00 843.84 

300 - 400 14.08 1522.81 10.00 976,86 

300 13.25 1245.12 10.00 855,92 

300 12.77 1232.18 10,00 831.77 

300 12.60 1238.15 10,00 834.20 

300 12.64 1224.23 10.00 828.86 

218 

-

-

3.00 

0,00 

3.00 

0.00 

3.00 

0,00 

1113.30 

-14.21 

1132.10 

-18.52 

1017.42 

0.00 

-

12,75 1491.79 3.09 1144.51 3,00 641.31 3,38 1363.81 

16,12 137.64 64,25 101.12 

-2.86 -4.59 -2.86 -10.50 0,00 -7.01 -6.90 -11.75 

10,87 7.00 13,33 15.65 0.00 8,64 3.85 19.52 

-4.71 -13.46 0,03 -17.46 -11.24 -19.59 -7.02 -17.40 

-1.92 -1.49 -2.80 -10.30 0,00 -0.51 -9,03 -16.56 

-7,27 -11.97 -2.86 -15.08 0,00 -7.57 -8.99 -13.85 

-0,97 4.89 -2.86 7,59 -2,70 4,97 -7.95 7.11 

2,34 6.26 -1.26 18.56 0,00 8.30 -2.41 17.33 

5,05 5.91 3.03 16.90 0,00 8,10 0,12 16,23 

5,26 6.89 2.20 19.33 0,00 8.46 0,12 19.39 

13,13 1563.50 3.18 1278.75 3,00 689,68 3,63 1545,33 

11.50 1394.26 2.73 989.62 3,00 590,30 3,25 1141.07 

13,38 1723.72 3.09 1386,67 3,38 797,59 3.63 1651.05 

13,00 1514.29 3.18 1276 3,00 644,63 3.71 1634.43 

12,50 1545,92 3,09 1366.48 3.00 717 ,31 3,38 1598.06 

13,25 1545.30 3.27 1293.40 3.13 653,20 3,88 1595.10 

13,50 1408.76 4.09 977.12 3,13 607,58 5,13 1111.37 

13,75 1694.65 3.18 1347.79 3.00 693,81 3,71 1583.11 

12,88 1422.21 3.18 1063.77 3.08 610,94 3,67 1273.33 

12.46 1403.85 3.13 965,34 3,00 592.17 3.46 1162.42 

12.14 1408.55 3,00 979,02 3,00 593.26 3.37 1173.38 

12,11 1395.58 3.02 959.13 3.00 591.29 3,37 1142.36 



Despite the insignificant enhancement of S11-Like 05 to the TD results on R1 

and RC1 in comparison to S11-Like 04, however the new way of ordering the under

constrained customers is significantly improving the TD results, on some particular 

problem instances like R104, R10S, RC104 and RC205, on average by -1.91%. This 

discovery of significant improvement on the problem instances mentioned earlier 

has encouraged the author to do more experimentation with the current approach 

of S11-Like 05 as indicated in the later sections of this chapter. 

5.9 What if the quality of feasible solutions is im

proved as in the infeasible ones? 

In Sections 5.7 and 5.S, the hybrid local search HLS; used in the deterministic 

approaches S11-Like 04 and S11-Like 05, concentrates only on inserting the removed 

customers of an under-constrained tour into the other tours of the infeasible solution 

involved and once such customers are inserted, the solution becomes feasible and the 

HLS stops working without trying to improve that feasible solution in terms of the 

total of traveled distances any further. As a result, the HLS in Sections 5.7 and 5.S 

tries only to improve the infeasible solutions without any care about the solutions 

that are feasible. In this section, the approach S11-Like 06, which extends S11-Like 

05, does not stop working once all the customers of an under-constrained tour are 

re-inserted and therefore it continues improving on the feasible solutions as well as 

the infeasible ones. 

Later as in Table 5.6 and according to the experimental methodology in Sec

tion 5.2, the idea of improving the quality of feasible solutions in addition to the 

infeasible ones is tried, as in S11-Like 06, on the problem group PG100 in Section 2.2. 

Such idea has shown that it is able to enhance significantly the traveled distances, 

on average by -6.S5%, on all the six problem sets of PG100 in contrast to the TD 

results of S11-Like 04 and S11-Like 05. The reduction of the number of vehicles is 

the same on average in all the S11-Like approaches mentioned in this paragraph. 

The significant improvement in terms of the traveled distances on PG100 has 

made the performance of the S11-Like approach get near or very closely to the 

performances of other non-deterministic and deterministic algorithms. In terms of 

performance, the percentage of deviation of the S11-Like 06 approach, from the 
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algorithms in Table 4.3, is away by 3.74% for TD, which is much better on average 

than the percentages 11.98% and 11.01% of S11-Like 05 and S11-Like 04 respectively. 

As well in relation to the deterministic algorithms in Table 5.1, the percentage 

of deviation of S11-Like 06 for TD is equal to -7.01% and this shows that the 

performance here is much enhanced if compared to those performances (of S11-Like 

05 and S11-Like 04) with percentages of deviation equal to 0.26% and -0.58%. 

For that in comparison to the algorithms LS [28] and LS+TA [28] in Table 4.3, 

the performance of S11-Like 06, on the problem group PG100, is a lot better on 

average now but it is still, by 3.57%, worse and therefore departed in terms of TD 

from the performances of such algorithms. Even though the traveled distances are 

enhanced because of the idea of improving the quality of the feasible and the infea

sible solutions, however the performances of the deterministic algorithms CL1 [77], 

AKRed [60], RVNSa [5] and RVNSb [5] in Table 5.1, on PG100, are still better on 

average, by 3.71% in terms of TD, than that of S11-like 06. 

Nonetheless as never been before, the approach S11-Like 06 outperforms the de

terministic algorithm PR2 [78] on average, by -11.77% for TD, on all the six prob

lem sets of PG100 besides its outstanding performance and dominance by -4.92% 

in terms of NV. PR2 is the fifth deterministic algorithm to be outperformed by 

S11-Like 06 and this is in addition to the deterministic algorithms 11 [1], 11-AD [14], 

PR1 [11] and TP [13]. Also when it comes to the deterministic heuristic AD, S11-

Like 06 does better on average than such heuristic in terms of TD, by -18.50%, on 

the problem sets C1, R2, C2 and RC2. 

In relation to the average case scenarios of the DACS systems using the pheromone 

ants, the traveled distances of S11-Like 06, during 300 seconds, have got better very 

much so as in Table 5.6 and closer on average by -1.18% (instead of 6.18%) if com

pared with those of S11-Like 04 and S11-Like 05 on PG100. However on average, the 

percentage -0.80% of deviation for NV to such average case scenarios of the DACS 

systems is the same in all the three S11-Like approaches mentioned earlier. As soon 

as it comes to the best and worst scenarios of such DACS systems, the S11-Like 

performance also, without any reduction for the number of vehicles, is advancing 

towards them in terms of the traveled distances even further. 

On DACS 01 and in addition to overcoming it by -4.57% in terms of NV, the 

S11-Like 06 approach manages to reduce the results on the problem group PG100, 
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further in terms of TD and on average by -17.10% instead of -11.02%, as in SI1-

Like 05 and SI1-Like 04. During the first 100 seconds, it is able also to beat DACS 

02 on average by -3.28% for TD on the problem sets R1, C1, RC1 and C2 and this 

is on top of what is achieved by -4.07% in terms of NV. Moreover on the problem 

sets R2 and RC2, it outperforms DACS 02 on average by -2.84% for TD as never 

been before and -5.41% for NV in the time interval between 100 and 300 seconds. 

The SI1-Like 06 approach has the ability still, during the 300 seconds of CPU 

time, to defeat DACS 03 on the problem sets R2 and RC2 in terms of NV by 

-1.84% but the new thing here is that the traveled distances are further reduced 

as indicated from the percentage of deviation 6.76% compared to this 19.00% of 

SI1-Like 05 and SI1-Like 04. Generally speaking in terms of performance on the 

problem group PG100, it is closer on average to the systems DACS 03, DACS+HLS 

and DACS+HLS+2-0pt by 3.95% and 1.13% for TD and NV respectively instead 

of 11.75% and 1.13% but it is still not as good as such systems. 

As a conclusion to what is described, the idea of improving the quality of feasible 

solutions as well as the infeasible ones is better to use within the hybrid local search 

HLS and therefore leaving it out would mean that the performance of the SI1-Like 

approach is going to be downhill or very bad. 

5.10 What if the order of the tours within HLS 

is changed? 

The order of tours in a solution and whether its change has any effects is looked at 

in this section briefly. In a new deterministic approach called SIl-Like 07, its entire 

components behave in the same way as in SI1-Like 06 mentioned in Section 5.9 but 

the main difference here is that the order of the tours of the solution to be optimized 

using the HLS is sorted to be in an ascending order from the least to the largest 

tour size. For that, the time the HLS decides to improve the quality, it would start 

from the tour with the least size. The tours of a solution is sorted in this way before 

using the HLS in order to see the effects of the tour order on the performance of an 

SI1-Like approach. 

Once the order of the tours (from the least to the largest tour size) is consid

ered as described above, the SI1-Like 07 approach is tested on the problem group 
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Table 5.6: Comparison between the average case performances of SIl-Like 06 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PlIo. 

01 - AVGs 

% to SIl-Like 05 

02 - AVGs 

% to SI1-Like 05 

03 - AVGs 

% to SI1-Like 05 

04 - AVGs 

% to SI1-Like 05 

05 - AVGs 

% to SIl-Like 05 

06 - AVGs 

% to SIl-Like 05 

07 AVGs 

% to SIl-Like 05 

08 - AVGs 

% to SIl-Like 05 

09 - AVGs 

% to SIl-Like 05 

10 - AVGs 

% to SIl-Like 05 

11 - AVGs 

% to SIt-like 05 

12 - AVGs 

% to SIl-Like 05 

SIt-Like 06 -AVGs 

Tine(secs.) 

% to SIl-Like 05 

% to SIl-Like 04 

% to RVNSa [5] 

% to AD (14] 

% to PR2 [78] 

% to DACS 01 

% to DAGS 02 

% to DACS 03 

% to DAGS+HLS 

% to DAGS+HLS+2-0pt 

SIt-like 05 - AVGs 

SIl-Like 04 - AVGs 

AKRed (60] - AVGs 

RVNSa [5] - AVGs 

eLl [77] - AVGs 

AD [14] - AVGs 

PR2 [78] - AVGs 

PS [79) - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Dpt - AVGs 

Rl el Rel R2 

Tioe (aecs.) NV TO NV Tn NV TO NV 

19.75 - 141.91 20.00 1696.09 10.00 828.94 15.00 1701.50 4.00 

15.22 - 114.55 0.00 -1.56 0.00 -0.52 0.00 -3.04 0.00 

19.75 141.91 18.00 15'65.48 10.00 896.84 14.00 1530.69 4.00 

15.22 - 114.55 0.00 -0.89 0.00 -S.33 0.00 -5,35 0.00 

19.75 - 141.91 14.00 1297.87 10.00 916.16 12.00 1360.63 3.00 

15.22 - 114.55 0,00 -8.79 0.00 -11.74 0.00 -4.58 0.00 

19.75 - 141.91 10.00 1062.73 10.00 949.62 11.00 1197.60 3.00 

15.22 - 114.55 0.00 -4.07 0.00 -16,31 0.00 -5.99 0.00 

19.75 - 141.91 14.00 1412.88 10.00 828.94 15.00 1639.13 3,00 

15.22 - 114.55 0.00 -1.84 0.00 -0.40 0.00 -3.85 0.00 

19.75 - 141.91 13.00 1329.41 10.00 828.94 12.00 1473.69 3.00 

15.22 - 114.55 0.00 -1.89 0.00 0.00 0.00 -3.16 0.00 

19.75 - 141.91 11.00 1273.22 10.00 828.94 12.00 1334.79 3.00 

15.22 - 114.55 0.00 -8.55 0.00 0,00 0.00 -2.01 0.00 

19.75 - 141.91 10,00 1029.94 10.00 828.94 11.00 1206,33 2.00 

15.22 - 114.55 0,00 -2.74 0.00 -2.85 0.00 -3.81 0.00 

19.75 - 141.91 

15.22 - 114.55 

19.75 - 141.91 

15.22 - 114.55 

19.75 - 141.91 

15.22 - 114.55 

19,75 - 141.91 

15.22 - 114,55 

19.75 - 141.91 

19.75 - 141.91 

15.22 114.55 

15.78 - 137.64 

2220 

132 - 253 

180 

300 - 400 

300 

300 

300 

300 

15.22 - 114.55 

15.78 - 137,64 

50 - 223 

2220 

300 

132 - 253 

180 

H/A 

300 - 400 

300 

300 

300 

300 

12.00 1263.45 10.00 828.94 

0.00 -1.37 0,00 -6.25 

12.00 1179.64 

0.00 -4.16 

11.00 1207.90 

0.00 -1.48 -

10.00 1075.41 

0.00 -0.84 

12.92 1284.50 10.00 859.58 12.75 

22.67 21.78 19.75 

0,00 -3.19 0.00 -5.79 0.00 

0.00 -3.27 0.00 -5.30 0.00 

7.64 4.48 0.00 3.77 10.87 

0.68 -7.35 0.00 -10.03 2.00 

-3.10 -7,05 0.00 -4.80 -3.77 

-8,28 -15.65 0.00 -12.00 -7.27 

-2.52 3.16 0.00 0.43 -0.97 

1.17 4.25 0.00 3.34 2.34 

2.51 3.74 0,00 3.04 5.05 

2.22 4.92 0,00 3.71 5.26 

12.92 1326.84 10.00 912,42 12.75 

12.92 1327.94 10.00 907.72 12.75 

12.50 1241.89 10.00 834,05 12.38 

12.00 1229.48 10.00 828,38 11.50 

12.42 1233.34 10.00 828.38 12.00 

12.83 1386.46 10.00 955.39 12.50 

13.33 1381.90 10.00 902.90 13.25 

13,50 1242.40 10.00 843.84 13.50 

14.08 1522.81 10.00 976.86 13,75 

13.25 1245,12 10.00 855.92 12.88 

12,77 1232.18 10.00 831.77 12.46 

12.60 1238.15 10.00 834.20 12,14 

12.64 1224,23 10.00 828.86 12.11 
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3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

1430.55 3.09 

141.91 

-3,95 0.00 

-4,11 0.00 

2.60 13.33 

-7.46 0.03 

-7,43 -5.48 

-15,58 -2.86 

0.59 -2.86 

1.90 -1.26 

1.56 3.03 

2,51 2,20 

1489.35 3.09 

1491.79 3,09 

1408.87 2.91 

1394.26 2.73 

1403,74 3.09 

1545.92 3.09 

1545.30 3.27 

1408.76 4.09 

1694.65 3.18 

1422.21 3,18 

1403.85 3.13 

1408.55 3.00 

1395,58 3.02 

e2 

TO NV 

1338.10 3.00 

-8.12 0.00 

1171.56 3.00 

-18.73 0.00 

995.73 3.00 

-23.34 0.00 

865.04 3.00 

-15.75 0.00 

1118.31 3.00 

-6.80 0.00 

1024.75 3.00 

-12.33 0.00 

1137.94 3.00 

0.00 0.00 

824.03 3.00 

-10.40 0.00 

989.84 

-14.21 

1006,50 

-11.09 

1017.42 

0,00 

Re2 

TO NV 

591.56 4.00 

0.00 0.00 

591.56 4.00 

0.00 0.00 

591.17 3.00 

-19.89 0.00 

634.41 3.00 

-26.23 0.00 

588.88 4.00 

-2.87 0.00 

588.49 3.00 

0.00 0.00 

588,29 3.00 

-2.93 0,00 

588.32 3.00 

-4.35 0.00 

-

TO 

1516.82 

-5.03 

1273.30 

-22.47 

1183.24 

-3.93 

927.07 

-21.41 

1400.45 

-5.12 

1275.64 

-4.48 

1243.05 

-8.92 

973.26 

-15,87 

1044,57. 3.00 595.34 3.38 1224,11 

76.25 115.50 

-11.30 0.00 -8.36 0.00 -10.84 

-8.73 0.00 -7.17 0.00 -10.24 

5.55 0.00 0.85 3.85 7.28 

-23.56 0.00 -17.00 -0.15 -23,40 

-19.24 -4.15 -8.86 -13.02 -23.26 

-22.50 0,00 -14.19 -8.99 -22.68 

-1.81 -2,70 -2.55 -7.95 -3.87 

8.21 0.00 0.54 -2.41 5.31 

6.70 0.00 0.35 0.12 4.32 

8.91 0.00 0.68 0.12 7.16 

1177.68 3.00 649.61 3.38 1372.98 

1144.51 3.00 641.31 3.38 1363.81 

995,39 3,00 591.78 3.38 1139,70 

989.62 3.00 590.30 3.25 1141.07 

990.99 3.00 596.63 3.38 1220.99 

1366.48 3,00 717.31 3.38 1598.06 

1293.40 3,13 653.20 3.88 1595.10 

977.12 3,13 607.58 5.13 1111.37 

1347.79 3.00 693.81 3.71 1583,11 

1063.77 3.08 610,94 3.67 1273.33 

965.34 3.00 592,17 3.46 1162.42 

979,02 3.00 593.26 3.37 1173,38 

959.13 3.00 591.29 3.37 1142.36 



PG100 in Section 2.2 according to the experimental methodology in Section 5.2. As 

a consequence, the results in Table G.2 shows that the reduction of the traveled 

distances on PG100 is still better on average by -6.83% than the traveled distances 

of S11-Like 04 and S11-Like 05 that can be achieved. Of course, this -6.83% is 

almost same as the -6.85% of S11-Like 06, which does not use any particular order 

for the tours. 

Therefore, what is described recently about the percentages (-6.83% and -6.85%) 

gives the indication that the latest change of the tours' order in the structure of the 

HLS is not really significant. In comparison to the approach S11-Like 06 on PG100, 

the number of vehicles has not changed on average in the approach S11-Like 07. 

Moreover, the performance and results of S11-Like 07 have deteriorated insignifi

cantly, on average by 0.35%, in terms of the total of traveled distances on the four 

problem sets of R1, RC1, R2 and C2. 

Nonetheless on average by -0.64%, S11-Like 07 is able on the problem sets C1 

and RC2 to improve the performance and the TD results and therefore to outperform 

S11-Like 06. Despite the insignificance of the idea of changing the order of the tours 

in general in this section, however in a way the improvement on C1 and RC2 with 

-0.64% has motivated the author to keep fiddling with the latest S11-Like approach. 

5.11 What is the effect of including the inversion 

segment moves? 

In the hybrid local search HLS used in the S11-Like 07 approach in Section 5.10, 

there is no use for two moves called the inversion operators of type 1 and type 2 

that are talked about in Section 5.3.4. At the beginning, type 1 is added alone as in 

an approach called S11-Like 08, which is the extension of the SIl-Like 07 approach. 

Then as in another approach named SIl-Like 09, type 2 is added in addition to 

type 1. Both approaches are later tested as in Tables G.3 and G.4 on the problem 

group PG 100 in Section 2.2 and according to the methodology of experimentation 

in Section 5.2. 

The latest experiments of both approaches on PG100, as in Tables G.3 and G.4, 

indicate on average that the percentage of deviation in terms of the number of 

vehicles is zero to the S11-Like 07 and S11-like 06 approaches. In comparison to 
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SIl-Like 07 and SIl-like 06 in terms of the traveled distances on PGIOO, SIl-Like 09 

with its usage of the two inversion types is shown to have a percentage of deviation 

equal to -0.45%, which is better on average than this -0.26% of SIl-Like 08 that 

uses only type I of the two inversion types. 

These percentages (-0.45% and -0.26%) of SIl-Like 09 and SIl-Like 08 respec

tively point to improvements that are happening somewhere. As a result of the 

difference between these percentages of -0.45% and -0.26%, SIl-Like 09 is chosen 

over SIl-Like 08 to do the comparisons with as described below. 

In contrast to the performance of SIl-like 07, the experiments of SIl-Like 09 in 

Table G.4 show that adding the inversion moves of type I and later type 2 has led 

on average into improving the performance in terms of the traveled distances TD by 

-0.46% on all the sex problem sets of PGIOO. Furthermore on the problem sets CI, 

R2, C2 and RC2, the SIl-Like approach with such inversion moves has the ability 

to overcome SIl-Like 06 on average by -0.83% in terms of TD. But however, it has 

got beaten on average by SIl-Like 06 with 0.33% for TD on the problem sets RI 

and RC1. 

Since SIl-Like 06 is better also on average by 0.44% than SIl-Like 07 on R1 

and RC1 as in Table G.4, the inversion moves in SIl-Like 09 are considered to have 

succeeded only in improving the TD results on the problem sets C1, R2, C2 and RC2. 

Such improvement on the four problem sets mentioned earlier has resulted in a way 

in making the SIl-Like performance a little bit enhanced and closer, on average by 

0.10% for TD instead of 0.74% to 0.94% before, to the performances in Tables 5.1 

and 4.3 achieved by other deterministic and non-deterministic approaches of the 

literature and this is as never been before in any of the previous SIl-Like approaches. 

For instance on RC2, the deterministic approach CL1 [77] is now defeated on average 

by -0.15 for NY and -1.16% for TD whereas on C2 it is beaten in terms of TD by 

-0.33 (% of deviation to NY is zero here). 

Accordingly, such improvement in terms of SIl-Like performance on such prob

lem sets of C1, R2, C2 and RC2 is regarded as an encouraging point to do more 

experimentation with the latest SIl-Like approach that has such inversion moves. 
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5.12 What the 'eject and insert' strategy can do 

on its own? 

The 'eject and insert' strategy described in Section 5.3.5 is tested here to see what 

it can do on its own and without the usage of the insertion procedure and the 

local search mentioned in Figure 5.2 and in Section 5.3.4. Therefore, four versions 

of the strategy, which are mentioned in SI to S4, are tried on the problem group 

PGI00 in Section 2.2 according to our methodology in experimentation mentioned 

in Section 5.2. The four versions are different from each other in the sense of the 

kind of region (whether sector, track, major time interval or the whole graph) used 

to eject the least under-constrained customer of a route so as to give the opportunity 

for some unvisited customer to be inserted later. 

SI- The strategy using sectors as in the S11-Like 10 deterministic approach tested 

in Table G.5. 

S2- The strategy using tracks as in the S11-Like 11 deterministic approach tested 

in Table G.6. 

S3- The strategy using major time intervals as in the S11-Like 12 deterministic 

approach tested in Table G.7. 

S4- The strategy using the whole graph as in as in the S11-Like 13 deterministic 

approach tested in Table G.8. 

Using the 'eject and insert' strategy alone on the problem group PGI00, as in 

the latest S11-Like approaches declared earlier, deteriorates the performance and 

results significantly, on average and in a range between 1.71% to 2.27% for NV and 

16.35% to 17.08% for TD, if compared with those of the S11-Like 09 deterministic 

approach. 

Nonetheless in terms of NV, the S11-Like 13 approach is discovered on PGI00 

to bring, on average and by 1.71%, the least deteriorated percentage of deviation 

to S11-Like 09 and to be the only approach so far to improve the NV result on the 

problem instance RI01 by -5.00% after getting 19 vehicles. As a result and for the 

reasons mentioned previously, S11-Like 13 is chosen for more experimentation as in 

Section 5.13. 
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5.13 What is the effect of hybridizing the 'eject 

and insert' strategy with local searches? 

As a continuation to the experimental work on the 'eject and insert' strategy in 

Section 5.12 and after discovering its inability to work on its own, the insertion 

procedure and the hybrid local search HLS of the approach SIl-Like 09 as in Sec

tion 5.3.4 are hybridized with that strategy of the approach SIl-Like 13 and applied 

here to see the effects of using them in improving the quality of the solutions (whether 

feasible or infeasible) gained out of that strategy. 

For checking what is described above, the feasible solutions, achieved by that 

strategy, are improved at first using the HLS as in a deterministic approach called 

SIl-Like 14, which extends the SIl-Like 13 approach used in Section 5.12. Soon as in 

deterministic approaches called SIl-Like 15 and SIl-Like 16, the insertion procedure 

and the HLS are used not just only to improve the feasible solutions but also the 

infeasible ones. The difference between the approaches SIl-Like 15 and SIl-Like 16 

is that the first one does not use the steps hand i in Figure 5.2. 

According to the experimental methodology in Section 5.2 on the problem group 

PG100 in Section 2.2, the latest three SIl-Like approaches are tested as in Ta

bles G.9, G.10 and G.11 and the following findings are explored. 

In SIl-Like 14 and as in Table G.9, improving the feasible solutions alone using 

the HLS, after applying the 'eject and insert' strategy, has led into getting perfor

mance and results on PG100 that are still worse, on average by 1.71% for NV and 

2.86% for TD, compared with those of the approach SIl-Like 09. 

But when the infeasible solutions gained out of that strategy are improved as well 

as the feasible solutions (using the insertion procedure and the HLS as il~ SIl-Like 

15 and SIl-Like 16), this thing in itself has made the performance and the results, 

as in Tables G.10 and G.11 especially on the problem sets R1, RC1 and R2, a lot 

better in comparison to those of SIl-Like 09 and this is on average, with -0.65% to 

-5.88% for NV and -0.30% to -1.96% for TD, and as never been before in any of 

the SIl-Like approaches mentioned previously. 

For instance for the first time, the SIl-Like 06 approach is now defeated on 

average, by SIl-Like 15 and SIl-Like 16, on R1 and RC1 with -0.49% for NV and 

-0.66% for TD. On the problem sets C1, C2 and RC2, SIl-Like 16 has managed 
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on av:erage to match SIl-Like 09 in terms of NV and TD whereas SIl-Like 15 has 

deteriorated the TD results by 0.63% for C1 and 0.11% for RC2. 

On the problem group PG100, the SIl-Like approach now, as consequence to 

improving the infeasible and the feasible solutions out of the 'eject and insert' strat

egy, is nearer on average, by 0.61% and 3.03% for NV and TD respectively instead 

of 1.28% and 3.28%, to the algorithms in Table 4.3 and a lot enhanced, by -2.52% 

for NV and -7.64% for TD as a substitute to -1.87% and -7.41%, in relation to 

the deterministic algorithms in Table 5.1. Despite the fact that the percentages 

of deviations as described previously are better on average, however the SIl-Like 

performance on PG100 is still worse on average by 5.07% for NV and 3.27% for TD 

than those of the deterministic approaches RVNSa [5] and RVNSb [5] and those of 

the algorithms LS [28] and LS+ TA [28]. 

As a result of the improvement described in the previous paragraphs on PG 100, 

the performance and results of the SIl-Like 15 and 16 approaches as in Tables G.10 

and G.11 will be either better or closer on average, by -1.45% for NV and -1.86% 

for TD, during 300 seconds in relation to the average case performances of the DACS 

systems using the pheromone ants. And this enhancement is echoed on their best 

and worst case scenarios as well. For that on PG 100 and in terms of performance and 

results, such SIl-Like approaches are better on average than DACS 01 by -5.19% 

for NV and -17.65% for TD and DACS 02 by -3.47% and -1.35%. 

Also for instance, inserting SIl-Like 16, as a component in the DACS 03, DACS+ 

HLS and DACS+ HLS+ 2-0pt systems that use the pheromone ants, is going to lead 

on the problem set R2 into improving the performance of such systems in terms of 

NV and this is on average by -3.03% to -7.07% during the first 300 seconds of 

CPU time. Moreover in another example on the problem set R1 especially during 

the first 100 second of CPU time and by -1.63% in terms of NV, the addition of 

SIl-Like 15 into the system DACS 03 with its pheromone ants is expected to make 

the performance of DACS 03 get better on average. 

Consequently, hybridizing the 'eject and insert' strategy with the insertion pro

cedure and the hybrid local search HLS has made the performance and results of 

the SIl-Like approach much enhanced and not doing that merge would mean things 

are going to be worse. In order to do more fiddling with an SIl-Like approach as 

in Section 5.14, SIl-Like 16 is chosen instead of SIl-Like 15 and this is because it 
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is better on average by -0.87% for NV and -0.07% for TD on the PG100 problem 

group. 

5.14 What if waiting time functions are included? 

Since a vehicle or a customer waiting time might be reflected in the solution of 

a VRPTW problem instance, this section checks what the waiting time functions 

(whether of the vehicles or the customers) in Equation 5.3, 5.4 or 5.5 can do on the 

performance and the results of the approach S11-Like 16 in Section 5.13 if they are 

injected instead of the servicing time functions in Equation 2.25. 

In this section, four different types of S11-Like approaches, as enumerated below, 

are tested as in Tables G.12, G.13, G.14 and G.15 with the waiting time functions, 

mentioned earlier, on the problem group PG100 in Section 2.2 according to the ex

perimental methodology described in Section 5.2 and these approaches are different 

from each other as follows. 

Sl- The S11-Like 17 deterministic approach uses the vehicle waiting time functions 

in Equation 5.3. 

S2- The S11-Like 18 deterministic approach uses the customer waiting time func

tions in Equation 5.4. 

S3- The S11-Like 19 deterministic approach uses a combination of the vehicle and 

the customer waiting time functions as in Equation 5.5. 

S4- The S11-Like 20 deterministic approach uses Equation 5.5 as in S11-Like 19 

but it panelizes the vehicle waiting time terms by multiplying them with the 

value -1. 

In comparison to the performance and the results of S11-Like 16 on average, in

cluding the waiting time functions in each of the four S11-Like approaches, mentioned 

previously, has led on at most two problem sets into enhancing the performance and 

the results in terms of NV and then TD in a way that it was not before in any of 

the S11-Like approaches. For example, using the vehicle waiting times alone as in 

S11-Like 17 has resulted into gaining on average TD values that are better on C1 

and R2 by -0.32% and -3.91% respectively. 
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Another instance, the interesting thing about SIl-Like 18 with its usage of just 

the customer waiting time functions is its ability to bring, on the problem set RC1, a 

very good quality NV result equal to 12.50, which is improved by -1.96% on average 

in contrast to that of SIl-Like 16. Also on RC2, it is able to bring a better TD result 

on average by -0.11. Furthermore despite the deterioration of the performance of 

SIl-Like 18 on R2 (if compared to the performance of SIl-Like 16) and on average 

in terms of NV by 3.13%, however such approach is able, for the first time, to get a 

very good TD result equal to 995.31 with this -5.14% as a percentage of deviation. 

Moreover in association with SIl-Like 16 and when the waiting time functions 

of the vehicles and the customers are combined as in SIl-Like 19, the performance 

and results in terms of the total of traveled distances get improved respectively on 

average with -0.63% and -0.04% on the problem sets RC2 and R1. Also as in 

SIl-Like 20, the time the vehicle waiting times are panelized with the value -I, the 

TD results on the problem sets R1 and RC1 become, on average with -0.22% and 

-2.10%, equal to 1258.53 and 1392.36 in that order. 

Of course once it comes to the degree of improvement in relation to the per

formances of other VRPTW algorithms in the literature in Tables 4.3 and 5.1, the 

inclusion of the waiting time functions, in each of the SIl-Like approaches mentioned 

above, has resulted in making the performance relatively either better or closer on 

average, on up to at most two problem sets, and in discovering quality solutions in 

the search space that are not there in any of the SIl-Like approaches mentioned in 

previous sections. For example with SIl-Like 17 on R2, it is the best SIl-like so far 

with its usage of the vehicle waiting times alone to approach, on average by 6.56% 

for NV and 2.05% for TD, the LS [28] and LS+TA [28] algorithms. 

On RC1, SIl-Like 18 is the only one for now, after using the customer waiting 

times, to overcome on average the algorithm AD [14] by matching its NV value at 

first and then by gaining a better TD value with this -7.07%. Also, it is the only 

one that has the ability to defeat on R2 the TD result of the algorithm AKRed [60] 

by -0.01% on average. Furthermore with the usage of the vehicle and the customer 

waiting times together, SIl-Like 19 is the most excellent approach to overpower on 

average the algorithm CL1 [77] on RC2 by this -1. 78% for TD knowing in mind 

that it is still better also by -0.15% for NV. Moreover after panelizing the vehicle 

waiting time terms in Equation 5.5 by -I, SIl-Like 20 with its TD result 1392.36 on 
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RC1 is able now on average to take-over by -0.14% the TD result 1394.26 of the 

deterministic algorithm RVNSa [5], which is however by 10.87% better in terms of 

NV than that S11-Like approach mentioned earlier. 

For each of the four S11-like approaches using the waiting time functions, this 

enhancement of the performance, on at most two problem sets, is reflected also 

on the relationship between such new approaches and the average, best and worst 

case scenarios of the DACS systems that use the pheromone ants. For example 

during the first 300 seconds of CPU time and on R2, the performance of SIl-Like 

17 with its usage of just the vehicle waiting times, as indicated from the NV and 

TD results of 2.91 and 1008.11 respectively, is expected to enhance, on average by 

-6.21% and -3.58%, the performances of the systems (DACS 01, DACS 02, DACS 

03, DACS+HLS and DACS+HLS+2-0pt) even further and in a way more than that 

-6.21% and 0.34% of S11-Like 16, which has NV and TD equal to 2.91 and 1049.18 

correspondingly. 

Another example if S11-Like 18, using the customer waiting times alone, is em

bedded as a component inside the system DACS 03, the NV result of RC1 on 

average is expected to improve by -0.89% as a substitute to the 1.09% of deteri

oration during the first 100 seconds of CPU time. Also on the problem set RC2, 

inserting S11-Like 19, which uses the vehicle and customer waiting times together, 

inside DACS 03 as a component will result, during the first 300 seconds of CPU 

time, in improving the performance of such system by -2.41% for NV and 3.16% 

for TD instead of -2.41% and 3.82%. What's more during 300 seconds, if DACS 

03 and S11-Like 20, with its penalty factor to the vehicle waiting times, are merged 

together, then this thing will lead on R1 into enhancing on average the DACS 03 

performance from percentages of deviations equal to -0.99% for NV and 1.48% for 

TD into these of -0.99% and 1.25%. 

Regardless of the improvement by each of the S11-Like approaches that use the 

waiting time functions on some problem set cases, the negative side is that such new 

approaches, on the problem group PG 100, are worse on average in terms of NV and 

by 0.38% than that of S11-Like 16. Another negative side is that such approaches 

cannot dominate each other in terms of performance and results. Each one of them 

is doing well at some problem set cases while it is doing badly on others. Therefore, 

those negative sides can be avoided if the good parts of such SIl-like approaches 

230 



are merged together in a way that would make the performance more robust and 

reliable than that of SIl-Like 16. 

5.15 A Summary of Chapter 5 

In this chapter, many variants of deterministic approaches called Solomon Insertion1-

Like, which its routing builder in Section 5.3.2 has some similarities to the insertion 

heuristic 11 of Solomon [1], are studied. Such approaches do not use any random 

component and there are many reasons, behind the study and investigation to them, 

as indicated at the start of this chapter. The aim to transfer here is to say that more 

fiddling with the components of a deterministic approach, as described in detail in 

Section 5.3, could lead at some stage into having an approach with signs of the 

ability to overcome on average in terms of performance that of a system using the 

pheromone ants. 

Consequently, the start of these experimentations has been in Section 5.4 by in

specting what the maximization function can do on its own, as in SIl-Like 01 without 

the components mentioned in A1 to A6 in Section 5.4, and on the problem group 

PG 100 in Section 2.2 according to the experimental methodology in Section 5.2. 

This SIl-Like 01 approach runs on each problem set for an averaged amount of 

CPU time in seconds that is less than or equal to 235.09 and this is the case of 

experimentation with all SIl-Like approaches tested later. 

Using the maximization function alone on PG100, as in SIl-Like 01, makes the 

performance and results of the SIl-Like approach a lot worse, on average by 6.38% 

for NV and 11.31% for TD, than those of the deterministic VRPTW algorithms in 

Table 5.1. And in relation to the algorithms in Table 4.3 that has a lot of non

deterministic approaches, such approach is significantly inferior, with 9.86% for NV 

and 24.46% for TD, on average. As soon as it comes to DACS systems that use the 

pheromone ants, such SIl-Like approach is very poor during 100 seconds, on average 

by 6.46% for NV and 16.91% for TD, as well. For instance in terms of performance, 

the systems DACS 02, DACS 03, DACS+HLS and DACS+HLS+2-0pt are superior 

to such approach, on average with 7.19% for NV and 21.35% for TD, but however 

interestingly such approach is able on the problem sets R1 and RC1 to outperform 

DACS 01 and therefore to get on average these percentages -3.00% and -4.68% of 
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deviations for NV and TD respectively. 

Later as in SIl-Like 02 of Section 5.5, a seeding strategy called No Seeding is 

injected in addition to the farthest in distance and the earliest deadline seeding 

strategies that are used by SIl-Like 01. Of course, adding the 'No Seeding' strategy 

has led into improving the performance and results significantly, on average by 

-2.49% for NV and -0.76% for TD, on all the six problem sets of PG100. As a 

result, this 'No Seeding' strategy has made the performance a lot nearer to those of 

the deterministic and non-deterministic approaches and those of the average, best 

and worst case scenarios of the DACS systems that use the pheromone ants. For 

instance during 100 seconds, the SIl-Like performance has the ability on average 

now, by -2.40% for NV and -3.48% for TD, to beat DACS 01 on the problem sets 

R1, C1 and RC1. As well, DACS 02 is defeated now on the problem sets C2 and 

RC2 in terms of NV with -1. 72% on average. 

Then, once the values of the parameters al and a2 are varied between 0 and 1 as 

in Section 5.6, this thing has driven the performance and results, as in SIl-Like 03, 

towards a further significant improvement on all the six problem sets of PG100 and 

on average by -2.97% for NV and -2.59% for TD. In comparison to the average, 

best and worst case scenarios of the DACS systems that use the pheromone ants and 

the other deterministic and non-deterministic approaches, the SIl-Like performance 

is much better now than those of the previous SIl-Like approaches. On PG100, it 

succeeds after 100 seconds only in outperforming DACS 01 on average by -2.22% 

and -4.19% for NV and TD correspondingly. Furthermore during 100 seconds, it 

conquers DACS 02 on average, by -3.95% for NV, on the problem sets R1, RC1, 

R2, C2 and RC2. 

Thereafter in Section 5.7, the SIl-Like 04 approach is introduced with a removing 

heuristic of under-constrained tours that has the responsibility to capture such tours, 

to remove them and to re-insert their visited customers into the other tours via an 

insertion procedure and a hybrid local search HLS. As a result, the existence of the 

removing heuristic of under-constrained tours within SIl-Like 04 has improved, on 

average with -2.42% for NV and -7.49% for TD, the performance and results in a 

significant way on all the six problem sets of PG 100. Also, it has resulted in getting 

the SIl-like performance near to those of the VRPTW algorithms (deterministic or 

non-deterministic) of the literature. Especially, it has made the performances of 
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deterministic approaches like 11 [1], 11-AD [14], PR1 [11] and TP [13] very much so 

behind. 

During the first 300 seconds and in terms of the performance, the S11-Like 04 

approach with the removing heuristic described earlier is a lot closer to the average, 

best and worst case scenarios of the DACS systems that use the pheromone ants. 

For that, the S11-Like performance is now able to beat, on average, by -1.84% for 

NV, that of the system DACS 03 on the problem sets R2 and RC2 and to further 

enhance the NV results, by -3.40% instead of -0.51%, over those of DACS 02 on 

the problem sets R1, RC1, R2, C2 and RC2. In relation to the performance of the 

system DACS 01, the same S11-Like enhancement, described above, is achieved but 

on average by -4.57% for NV and -11.39% for TD and on the whole problem group 

PG100. 

Next as in S11-Like 05, when the order, in which the visited customers of under

constrained tours are re-inserted according to how much constrained they are as in 

Section 5.8, is tried on PG100, the number of vehicles on average is found to be 

similar to that of S11-Like 04. But on average also, the S11-Like 05 performance, on 

the problem sets C1, R2, C2 and RC2 of PG100, have deteriorated the TD results 

by 1.35%. Despite the deterioration described earlier, however improving the TD 

results, on some particular problem instances like R104, R108, RC104 and RC205, 

on average by -1.91% has encouraged the author to do more fiddling with the 

S11-Like 05 approach. 

Right afterwards in Section 5.9, the hybrid local search HLS is modified to work 

with the feasible solutions as well as the infeasible ones as in S11-Like 06 and not to 

stop once all the visited customers of under-constrained tours are re-inserted into 

the other tours. Consequently, the performance and distance results have improved 

on average significantly by -6.85% on all the six problem sets of PG100 and have 

become a lot closer to those of the other state-of-the-art deterministic and non

deterministic approaches mentioned in the literature. The reduction of the number 

of vehicles has not changed on average from that of S11-Like 05 and S11-Like 04. 

This improvement in terms of distance is reflected also on the relationship be

tween the S11-Like 06 approach and the average, best and worst case scenarios of 

the DACS systems using the pheromone ants. For example in addition to overcom

ing DACS 03 on the problem sets R2 and RC2 by -1.84% for NV, the S11-Like 
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performance, during 300 seconds, is closing on average a lot to that of DACS 03 by 

6.76% for TD instead of this 19.00%. 

In relation to the systems DACS 03, DACS+HLS and DACS+HLS+2-0pt and 

in terms of performance, SIl-Like 06 is much nearer, during 300 seconds, to such 

systems on average by 3.95% and 1.13% for TD and NV respectively as a substitute 

to these of 11.75% and 1.13% on the whole problem group PG100. Also, it enhances 

on PG100 the TD results on average from -11.02% to -17.10% when it comes 

to DACS 01 and this is on the top of beating such system by -4.57% for NV. 

Moreover on the problem sets R1, C1, RC1 and C2, it overcomes DACS 02 on 

average by -3.28% for TD and -4.07% for NV during 100 seconds. And DACS 

02 is conquered on average by the SIl-Like approach, during 300 seconds on the 

problem sets R2 and RC2, with -2.84% for TD and -5.41% for NV. 

Afterwards in SIl-Like 07, the order of the tours in HLS is changed to become in 

an ascending order according to the size of each tour as in Section 5.10. As a result 

on average, no change in terms of the number of vehicles is achieved on PG100. 

Also, the performance and distance results, on average, have deteriorated by 0.35% 

for TD in comparison to those of SIl-Like 06 on the four problem sets R1, RC1, R2 

and C2 of PG100 but they have improved as well on the problem sets C1 and RC2 

by -0.64% for TD, which has encouraged the author to do more experimentation 

with SIl-Like 07. 

Of course then in Section 5.11, the addition of the inversion operator of type 1 

and then type 2 for segments, as in SIl-Like 08 and SIl-Like 09 respectively, has 

not changed anything on average in terms of NV. But however, it has improved on 

average the performance and TD results, by -0.46%, on all the sex problem sets of 

PG100 in a way better than those of SIl-Like 07. Also by -0.83% and in comparison 

to SIl-Like 06, the TD results have got better on average only on the problem sets 

C1, R2, C2 and RC2. 

But on the problem sets R1 and RC1, the SIl-Like approach with such inversion 

moves is beaten by SIl-Like 06, with 0.33% for TD, on average. Given that SIl-Like 

07 is worse also on average by 0.44% for TD than SIl-Like 06 on R1 and RC1, the 

inversion moves are considered to be successful only in enhancing the TD results 

on four out of six problem sets, which are C1, R2, C2 and RC2. Moreover since 

the approach using two inversion types on PG100 is deviated (from SIl-Like 07 and 
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SIl-Like 06) on average by -0.45% for TD in a way that is better than this -0.26% 

of another approach that uses only one inversion type, SIl-Like 09 is chosen over 

SIl-Like 08 for more experimental work and comparison purposes. 

Afterwards, the "eject and insert" strategy in Section 5.12 is tested on its own, 

without the HLS and the insertion procedure, in four approaches (SIl-Like 10, 11, 

12 and 13) in which each approach uses a particular region - sector, track, major 

time interval or the whole graph. Each type of the regions mentioned earlier is used 

for ejecting least under-constrained customers already visited from their locations 

in their tours to other locations in other tours and this is in order to hopefully 

have the chance to insert some of the already unvisited customers removed from an 

under-constrained tour. 

If these four SIl-Like approaches mentioned previously are compared on PG100 

with the SIl-Like 09 deterministic approach, it will be recognized that their per

formances and results have deteriorated on average, in a range between 1. 71 % to 

2.27% for NV and 16.35% to 17.08% for TD. But by 1.71%, SIl-Like 13 with its 

usage of the whole graph as a region is discovered on average to be having the least 

deteriorated percentage of deviation in terms of NV results and the only approach 

to improve, on the problem instance R10l, the NV result by -5.00%. 

Therefore, this discovery, mentioned earlier in itself, has motivated the author to 

merge the insertion procedure and the hybrid local search HLS of SIl-Like 09 with 

the "eject and insert" strategy of SIl-Like 13 so as to improve the feasible and the 

infeasible solutions out of that strategy. As in Section 5.13, the time the feasible 

solutions out of that strategy, as in SIl-Like 14, are enhanced using the HLS, the 

performance and the results show on PG 100 that they are still worse, on average by 

1.71% for NV and 2.86% for TD, in contrast to those of SIl-Like 09. 

But as in SIl-Like 15 that does not use the steps hand i in Figure 5.2 and later in 

SIl-Like 16 that uses such steps, once the infeasible as well as the feasible solutions 

out of the "eject and insert" strategy are improved, using the insertion procedure 

and the HLS, things will be different. So, what is described earlier will result into 

gaining quality performance and results that are better, on average with -0.65% to 

-5.88% for NV and -0.30% to -1.96% for TD, than those of SIl-Like 09, on the 

problem sets R1, RC1 and R2 and in a way that has not been produced before. On 

average with -0.49% and -0.66% for NV and TD respectively on R1 and RC1, the 
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approach S11-Like 06 is now defeated, by approaches as S11-Like 15 and S11-Like 

16, for the first time. S11-Like 16 has managed also on average to bring the same 

performance and results on the problem sets C1, C2 and RC2 as those of S11-Like 

09 whereas S11-Like 15 is not able to do so. 

For that, the S11-Like performance is now much closer to those of the average, 

best and worst case scenarios of the DACS systems that use the pheromone ants and 

those of the deterministic and non-deterministic approaches. For instance during 

300 seconds of the latest S11-Like performance on PG100, DACS 01 and DACS 02 

are now beaten even more on average by -3.47% to -5.19% for NV and -1.35% to 

-17.65% for TD. 

Also during the first 100 second of CPU time, the performance of the system 

DACS 03 is expected on average, by -1.63% in terms of NV, to improve on R1 if 

S11-Like 15 is inserted as a component inside DACS 03. Also, the NV and TD results 

of R2 computed by S11-Like 16 suggest that if such S11-Like approach is added as a 

component to DACS systems like DACS 03, DACS+HLS and DACS+HLS+2-0pt, 

then that addition is going to lead into improvements in terms of NV, on average 

by -3.03% to -7.07%, during the first 300 seconds of CPU time. On the PG100 

problem group and in terms of performance, S11-Like 16 is better, on average by 

-0.87% for NV and -0.07% for TD, than S11-Like 15 and for that only S11-Like 16 

is selected for more fiddling with the waiting time functions as mentioned below. 

Finally in Section 5.14 and as in the approaches S11-Like 17, 18, 19 and 20, the 

waiting time functions as in Equation 5.3, 5.4 or 5.5 are introduced to be instead 

of the servicing time functions in Equation 2.25 with the intention of seeing the 

effects of that on the performance and results of S11-Like 16. Therefore, including 

such waiting time functions has resulted in each of the four S11-Like approaches 

into improving mainly the traveled distances on at most two problem sets of the 

problem group PG100 in a way that ranges on average between -0.04% to -3.91%. 

In addition, S11-Like 18 with its customer waiting time functions has managed on 

average to improve the NV result by -1.96% on RC1. 

Despite the improvement by each of the four S11-Like approaches mentioned so 

far on at most two problem sets of the problem group PG100, however one of the 

negative sides concluded, in terms of performance and results, is that such latest 

S11-Like approaches cannot dominate each other and each one of them is doing good 
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on some problem sets and bad on others. Also, SIl-Like 16 is better, on average 

in terms of NV and by 0.38%, than such latest SIl-Like approaches, which use the 

waiting time functions, on the problem group PG100. Nonetheless, the performances 

and results of such SIl-Like approaches mentioned above suggest that it would be 

better for future investigations to merge their good parts in order to have an SIl-Like 

approach that is more robust and reliable. 
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Chapter 6 

Conclusions and Future Research 

The purpose of the study in this thesis is to investigate many different variants of 

multiple ant colony and deterministic approaches, like DACS and SIl-Like algo

rithms, which try to solve the vehicle routing problem with time windows VRPTW 

and to discover research ideas of our own or mentioned in existing methods and 

heuristics and to see their effects on the decision making of such approaches. Also, 

another goal is to explore whether the usage and the update of the pheromone trails, 

locally and globally, is as advantageous as it is sometimes claimed in the literature 

and whether the usage of local searches and elements of a deterministic nature can 

replace such components at some stage successfully. 

Another aim in this thesis is the interest in studying the scalability of such 

approaches on VRPTW problem groups that has problem instances with 100, 200 

and 400 customers and to improve such approaches by making them have the ability 

to bring better performances and results during the amounts of CPU time allocated 

in a fast and more reliable way. 

For that, one of the things learnt in this research is that the systematic investiga

tion done; each time looking at the weaknesses of a particular algorithm and trying 

to find some way to fix those weaknesses, has led to algorithms that obtain good 

performance and therefore this is recommended as a strategy. Furthermore, another 

thing discovered is that multiple ant colony systems, like DACS 01 in Section 4.5.1, 

are better with the usage of local searches than without using them. But however 

such systems are supposed also to bring very good performance in comparison to 

those of other VRPTW algorithms because of using and updating the pheromone 

trails in a local and global way. Of course, the work in this thesis has created some 
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doubt about that. 

Consequently as indicated from the performances of the systems DACS 02, DACS 

03, DACS+HLS and DACS+HLS+2-0pt in Sections 4.6.1, 4.7.1, 4.7.3 and 4.7.4, 

the push-forward and push-backward strategy PFPBS and the local search with 

new ingredients (such as the usage of three or more move operators together, the 

candidate lists ... etc) seem to be the most important parts to get right rather than 

the way in which the pheromone trails are used and updated locally and globally. In 

addition, when the ants of a multiple ant colony system are building their solutions in 

a way that is more deterministic as in Section 4.7.8, then they are able, as explored, 

to get results that are as good as the results could be gained by the pheromone ants. 

Therefore, the pheromone ants are not necessary always to bring good results. 

Furthermore in Chapter 5, using a deterministic approach that captures and 

removes under-constrained tours could lead at some stage into improving, on some 

problem set cases, the average, best and worst-case performances of DACS systems 

that prefer using those pheromone ants. In this chapter, more conclusions about 

the DACS and SIl-Like approaches are made as in Section 6.1 and the future work 

of such approaches is ended up with and talked about as in Section 6.2. 

6.1 Conclusions on DACS and SI1-Like algorithms 

Definitely in addition to tackling the VRPTW multiple-objective problem and using 

the pheromone trails, once DACS 01 as a system is used with the XCHNG local 

search as in Section 4.5.1, it is possible on average to bring better performance 

and results on the problem group PG 100 than those of a system without that local 

search. But, the performance and results of DACS 01 with XCHNG is not enough on 

that particular problem group since such system is supposed as it is indicated from 

the literature to show on average some sort of competitiveness, during the amount 

of CPU time allocated for it to run, with other well-known VRPTW algorithms. 

For that, a number of components are investigated in Sections 4.5.2, 4.5.3, 

4.5.4, 4.5.5 and 4.5.6 such as using different pheromone trail initializations, reini

tializing the pheromone trails, reconfiguring the cycles, threading the colonies used 

and changing the kind of the move operator individually applied in the local search 

used. But all of these components mentioned earlier are not able to derive on aver-
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age the search of a DACS system towards the competitiveness in performance and 

in computing the very good quality solutions expected. As a result, this thing has 

triggered many doubts about the kind of local search should be used and whether 

or not it is the main reason behind the poor performance of earlier DACS systems. 

Then after some investigation as in Sections 4.6.1 and 4.6.2 on the problem groups 

PG100, PG200 and PG400, it has become clear that the inclusion of a triple move 

local search plays a major role, on average, in the significantly good performance and 

the quality results produced by the DACS 02 system. The average, best and worst 

case scenarios of the performance in a system that has such triple move local search 

are better, on average, than the scenarios of a system without that local search. 

However, the inclusion of such local search is not enough on average as it should 

be to make the DACS system be competitive or at least comparable, especially in 

terms of elapsed CPU time, with the other VRPTW approaches in the literature. 

Afterwards in Sections 4.6.3 4.6.4, 4.6.5 and 4.6.6, the usage of parallel ants, a 

new initialisation technique, candidate lists in a time-oriented or distance-oriented 

fashion, a new way of pheromone updating and new local search moves near the 

duplicated depots did not provide any help and did not make any push on average 

for the performance and the results of a DACS system to be competitive and quality 

either. 

However, the time the push-forward and push-backward strategy PFPBS in Sec

tion 4.7.1 is added as in the DACS 03 system and tested on the problem groups 

PG100, PG200 and PG400, the dramatic and very significant improvement wanted, 

on average, will be recognized especially during the mount of CPU time allocated 

as never been before in any of the DACS systems previously mentioned. A DACS 

system with the PFPBS strategy is able on the three problem groups to improve, on 

average, the performance and results in the average, best and worst case scenarios 

in comparison to those of another DACS system without that strategy. Of course, 

the inclusion of the PFPBS strategy has made the DACS system have the ability 

to get, during the mount of CPU time allocated, performance and results that are 

comparable on average with those obtained in the literature by other VRPTW al

gorithms. Later in order to make the DACS system have the competitive factor, 

different types of double, triple and quadruple ant colony systems, in which each 

system has two, three or four colonies seeking different objectives or goals, are tried 
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in Section 4.7.2 but they did not seem on average to work efficiently. 

Consequently, a hybrid local search HLS as in Section 4.7.3 is invented and 

added to the DACS system to test it on the problem groups PG100, PG200 and 

PG400. As a resultant of that addition, the DACS system with HLS has significantly 

improved, on average, the performance and the results in terms of the number of 

vehicles, during the mount of CPU time allocated, on the four problem sets of R1, 

RC1, R2 and RC2 of PG100 and on all the six problem sets of PG200 and PG400. 

It can be said that the new DACS system with HLS has improved, on average in 

terms of the number of vehicles, the average, best and worst case performances on 

such problem groups if compared with those of a DACS system without the HLS. 

But that improvement in terms of the number of vehicles has come at the expense 

of deteriorating on average the performance and results in terms of the total of 

traveled distances on all six problem sets in the three problem groups. Of course, 

the improvement in terms of the number of vehicles has made on average the DACS 

system with HLS have the sort of competitiveness wanted in computing the results 

when such results are compared with the results computed in the literature by other 

VRPTW algorithms. 

Thereafter in Section 4.7.4, the addition of a variant of a 2-0pt move to the 

DACS system with HLS has adjusted, during the mount of CPU time allocated, 

the performance and results in terms of the total of traveled distances by improving 

them significantly on average after testing the new DACS system on the problem 

groups PG100, PG200 and PG400. Of course, adding the 2-0pt variant has not 

changed, on average, the significant reduction in terms of the number of vehicles 

on the three problem groups. Also on average, it has to be noted that the 2-0pt 

variant has improved, on the three problem groups, the average, best and worst case 

performances of the DACS system with HLS. In relation to the VRPTW algorithms 

of the literature, the performance of DACS+HLS+2-0pt is closer on average also. 

Now after discovering the insignificant usage of the Savings ants in DACS systems 

as in Section 4.7.6, it can be said that if the usage and the update of the pheromone 

trails locally and globally are switched off as in Section 4.7.7, the DACS systems 

will perform significantly bad on average in comparison with DACS systems that 

usc and update, locally and globally, the pheromone trails. But however according 

to what is described above in previous paragraphs, switching off the local search 
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in such DACS systems will lead on average into EVEN FAR WORSE performance 

and results than those of the systems that switch off the usage and the local and 

global update of the pheromone trails. Subsequently, an interesting discovery in 

Section 4.7.8 is explored in a way that suggests if there is a DACS system that 

uses more deterministic ants without any pheromone update and usage locally and 

globally, then that system is going to behave on average, in terms of performance 

and NV results, better than a DACS system that uses the pheromone ants. 

Of course, that interesting discovery has been the trigger to explore a number 

of S11-Like deterministic approaches in order possibly to merge such S11-Like ap

proaches with DACS systems at future work if they have proved to have the ability 

of improving things better. Therefore, the start to the research in deterministic 

approaches is the significant improvement gained of the S11-Like performance and 

results on average, in comparison to those of an S11-Like approach using the max

imization function alone as in Section 5.4, on all six problem sets of the problem 

group PG100, after adding a "No Seeding" strategy and varying the parametric 

values of al and a2 as in Sections 5.5 and 5.6. On PGlOO, the significantly improved 

S11-Like approaches get closer on average in terms of performance and results to 

those of the deterministic and non-deterministic VRPTW algorithms of the litera

ture and those of the average, best and worst case scenarios of the DACS systems 

using the pheromone ants. Consequently during 100 seconds of CPU time, the S11-

Like performance is now better on average than that of DACS 02 in terms of the 

number of vehicles on the problem sets R1, RC1, R2, C2 and RC2 and that of DACS 

01 on PG 100 in terms of the number of vehicles and the total of traveled distances. 

Then, the time a heuristic in Section 5.7 is designed and later added in particular 

to capture under-constrained tours, remove them, and re-insert their customers into 

other tours using the insertion procedure and the hybrid local search HLS, things 

have started to move significantly forward and to get improved on average in terms 

of performance and results on all the six problem sets of the problem group PG100. 

In relation to the performances of the other deterministic and non-deterministic 

VRPTW algorithms in the literature, the S11-Like performance and results have 

become nearer on average. The S11-Like performance and results get also nearer, 

on average, when they are compared with those of the average, best and worst case 

scenarios of the DACS systems using the pheromone ants. For that in addition to 
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beating even further the performances of DACS 01 on PG100 and DACS 02 on R1, 

RC1, R2, C2 and RC2, the S11-Like performance, during 300 seconds of CPU time, 

overcomes now on average that of DACS 03 in terms of the number of vehicles on the 

problem sets R2 and RC2. Later in another S11-Like approach as in Section 5.8, the 

change of the ordering of the customers to be inserted into the other tours has led 

on average into deteriorating the performance and results slightly on the problem 

sets C1, R2, C2 and RC2 of PG100 and into improving them on the problem sets 

R1 and RC1 to some extent. 

Nonetheless, slight modifications to HLS in Section 5.9, such as the ability to 

improve on the feasible as well as the infeasible solutions and not to stop once all 

customers of an under-constrained tour are re-inserted into other tours, within S11-

Like have improved further on average the performance and the results significantly 

in terms of the total of traveled distances on all the six problem sets of the problem 

group PG100. In the latest S11-Like performance and results, the quality of the 

number of vehicles on average has not changed and it is the same as always. The 

slight changes have made S11-Like get closer on average in performance and results 

to those of the well-known deterministic and non-deterministic VRPTW approaches 

in the literature. In comparison to the performances and results of the average, best 

and worst case scenarios of the DACS systems using the pheromone ants, the S11-

Like performance and results get nearer on average too. As a result during 300 

seconds of CPU time, the S11-Like performance is defeating on average in a very 

great way those of DACS 01 and DACS 02 on PG100 and that of DACS 03 on R2 

and RC2 and it is closing very much so on average to that of DACS 03 on R1, C1, 

RC1 and C2 and those of DACS+HLS and DACS+HLS+2-0pt on PG100. 

Later in Section 5.10, the change of the ordering of the tours used within HLS 

has deteriorated on average the S11-Like performance and the results slightly on 

the problem sets of R1, RC1, R2 and C2 of PG100. But on the problem sets 

C1 and RC2, the S11-Like performance and results have got modestly better on 

average. Thereafter in Section 5.11, the inclusion of the two inversion moves of type 

1 and 2 for segments within S11-Like has led on average into improving slightly the 

performance and the results even further on the problem sets of C1, R2, C2 and 

RC2 only as never been before in any of the S11-Like approaches described earlier. 

On the problem sets R1 and RC1, the S11-Like performance and the results have 
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worsened on average a little bit. 

Next, an "eject and insert" strategy is tried on its own so as to eject firstly as in 

Section 5.12 under-constrained customers from their tours in a region (i.e. sector, 

track, major time intervals or graph) into other tours and then to insert secondly the 

customers of a removed under-constrained tour. Of course on PGlOO, the usage of 

an "eject and insert" strategy on its own has not made any significant improvement 

on average and the S11-Like performance and results have become very much so 

worse. Also, improving the new feasible solutions only out of that strategy using 

the hybrid local search HLS would lead, on PG 100, to improvements on average but 

they are still bad compared to those of previous S11-Like approaches. 

But however after merging the insertion procedure and the hybrid local search 

HLS with the "eject and insert" strategy as in Section 5.13 to enhance the infeasible 

and the feasible solutions out of that strategy, the performance and the results have 

improved on average on the three problem sets of R1, RC1 and R2 of PG100 as 

never been in any of the S11-Like approaches and with gaining the same quality of 

performance and results on C1, C2 and RC2 as before. 

Of course, the most recent improvement in terms of performance and results 

has its own reflection on the relationship between the latest S11-Like approach 

and the average, best and worst-case scenarios of the DACS systems using the 

pheromone ants and the other deterministic and non-deterministic VRPTW algo

rithms of the literature. For that on average, it is for the first time for an S11-Like 

performance, during 300 seconds of CPU time, to beat on R2 those of DACS+HLS 

and DACS+HLS+2-0pt in addition to beating that of DACS 03 on R2 and RC2 

and those of DACS 02 and DACS 01 on PG100. 

According to what is described above, if such latest S11-Like approach is merged 

or hybridized inside the DACS systems? then it would be guaranteed on average 

to improve the average, best and worst-case performances of DACS 01 and DACS 

02 on PG100 and to enhance those of the systems DACS 03, DACS+HLS and 

DACS+HLS+2-0pt on one or two problem sets of PG100. For more information 

about merging an S11-Like approach and a DACS system, check Section 6.2. 

Finally, different combinations of waiting time functions in Section 5.14 are tried 

and some quality performance and results are recognized, on at most two problem 

sets of PG100 and as never been before, from each of the S11-Like approaches tested 
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with such waiting time functions. However, one downfall thing is that each of the 

S11-Like approaches, tested with different combinations of waiting time functions, 

cannot dominate each other in terms of performance and computing results because 

each one of them is good at tackling some problem set cases in which the other 

S11-Like approaches cannot do any better on them. In order to avoid that downfall, 

the S11-Like approaches that are good at tackling different problem set cases could 

be merged together to form an S11-Like approach that is more robust and reliable. 

6.2 Future work on DACS and SI1-Like algorithms 

After recognizing that there are signs of the ability of improving the average, best 

and worst-case performances of DACS systems (like DACS 01 and DACS 02 on the 

problem group PG100 and DACS 03, DACS+HLS and DACS+HLS+2-0pt on one 

or two problem sets of PG100) between 100 to 300 seconds of CPU time if such DACS 

systems are merged or hybridized with S11-Like approaches, one of the things will be 

worked at in the future is to make that merge or hybridization happen. But before 

doing that, improving the abilities of S11-Like approaches even more will be thought 

about first by exploring route elimination techniques that take into consideration the 

amount of CPU time that is going to be elapsed in that process of route elimination. 

Since multiple ant colony systems have the ability to find very good quality solutions 

in a very short amount of CPU time, then the route elimination techniques have to 

be developed in a way that regards that matter seriously. 

Therefore in order to do just what is described above, the removing heuristic of 

under-constrained tours in Section 5.3.3 and the "eject and insert" strategy in Sec

tion 5.3.5 could be re-designed in a way in which more sophisticated heuristics and 

strategies could take into consideration the removal of not just one under-constrained 

tour in a solution, as it is the case in the most recent S11-Like approaches, but two 

or more under-constrained tours. For that also, ejection techniques that would lo

cate two or more under-constrained customers at a time instead of one, in order to 

remove them from their locations and re-insert them feasibly into other locations 

in other tours, are one of the things that are in need to be explored, investigated 

and studied carefully. As a result, locating the under-constrained customers of a 

tour or more at an area in the graph, in which such customers share certain spatial 

245 



and temporal features, could be looked at in such ejection techniques. Such shared 

spatial and temporal features between the under-constrained customers could be as 

being located in the same sector and/or track and/or having the same major time 

intervals. Such thing is in order to possibly to try to re-Iocate under-constrained 

customers either in the same route they are in or to another route in which other 

customers with the same spatial and temporal features also exist. The insertion 

techniques might work, as above, but with considering constrained customers first. 

As indicated from the literature review in Section 2.6, it is known that the best

accept strategy is used, by the hybrid local search HLS applied within an SIl-Like 

approach, in a way in which it chooses and accepts, at each step of HLS, the best 

of three or more neighboring solutions, created from three or move operators. It is 

known also that the first-accept strategy, which could accelerate the performance of 

that SIl-Like approach during the amount of CPU time allocated, is not used and 

so such strategy is not taken into consideration. Therefore, the first-accept strategy, 

according to what is mentioned above, is one of the techniques might be used to 

speed up the performance of an SIl-Like approach. Also, the effects of changing 

the objective function of HLS could be investigated in order to escape local minima 

faced during the search and to seek for quality solutions. Of course, the escape of 

local minima might lead into increasing the amount of CPU time elapsed during the 

search but such thing has to be avoided in a way in which the local minima escapes 

needed are done without any extra costs in CPU time terms. Therefore, the issue 

of escaping local minima must be studied and investigated carefully. Now, once it 

is possible to make an SIl-Like approach that is fast enough in terms of CPU time 

and able to find the quality solutions wanted at the same time, the merge of the 

DACS systems with the SIl-Like approaches could be done soon later. 

The purpose of what is described above is to prove that with deterministic ap

proaches quality solutions can be gained in a way as good as those of the multiple 

ant colony approaches that use the pheromone ants. Of course, the issue of using 

deterministic approaches has started from Section 4.7.8 when it has suggested that 

the pheromone component of ants is nothing but a perturbation force and ants that 

are more deterministic could be used instead. Therefore as a continuation of what 

is suggested in Section 4.7.8, the DACS systems that use the deterministic ants 

rather than the pheromone ants will be studied and investigated further. One of the 
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ways, could be followed to enhance the DACS systems that use the deterministic 

ants, is to encourage the insertion procedure of the ants with infeasible solutions to 

use ejection techniques that allow under-constrained customers to be removed from 

their tours and signed as unvisited in order to allow some of the unvisited customers 

that are more constrained in some sense to be inserted instead. 

In the insertion procedure of ants, it could be tried also removing two or more 

under-constrained customers, which have the same spatial and temporal features, 

from the same tour they are in or from different tours and signing them as unvisited 

in order to let other customers who are constrained and not visited yet to be inserted. 

Of course, the spatial and temporal features of two or more under-constrained cus

tomers could be as having the same sector, track and/or major time intervals. Later, 

the re-insertion of such under-constrained customers that are removed could be eas

ier. Also, when inserting the constrained customers not visited yet, the locations 

where to insert them exactly in the tours and near to which group of visited cus

tomers could be specified. Maybe, it is preferred to insert them near the customers 

who are located in the same sector and/or track spatially and/or the same major 

time intervals temporally. Also when deterministic ants construct feasible solutions, 

the idea of capturing and removing under-constrained tours, used in SIl-Like ap

proaches, could be applied in order to increase the quality of the performance and 

the results of the DACS system involved. 

Once quality performance and results are gained from the DACS systems with 

deterministic ants in a way as good as the performance and results of DACS systems 

with pheromone ants, then that in itself would prove what is said above and in 

Section 4.7.8 about the pheromone component and its perturbation nature. Also, 

another thing to investigate and study is why the saving ants in Section 4.7.6 are 

not able to find good solutions and how to convert them from ants that depend 

on the pheromone component into ants that are more deterministic in some sense. 

Furthermore, there is an interest in testing our future work not just on the problem 

groups with 100, 200 and 400 customers but also on problem groups with 800 and 

1000 customers. In addition, there are aims to explore, study and investigate what 

are the sorts of features that make certain problem instances harder and harder. 

Consequently, the start point might be where the time windows of a problem instance 

like R101 of the problem group PG 100 are varied from the tightest to widest widths. 
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Appendix A 

Best results obtained 

In this section, Tables A.1, A.2 and A.3 present a number of solutions equal to 

12 solutions and such solutions represent the best results that our DACS systems, 

especially DACS+HLS and DACS+HLS+2-0pt, have managed to bring on some 

of the 56 problem instances related to the six problem sets R1, C1, RC1, R2, C2 

and RC2 of the pro blem group P G 1 00 in Section 2.2 of Solomon [1]. In each of 

the Tables A.1, A.2 and A.3, four solutions are mentioned for four different prob

lem instances and therefore each of the four solutions is a solution for a particular 

problem instance, which its name mentioned underneath the PNo field. Now, each 

of the four solutions is with a number of vehicles and a total of traveled distances 

underneath the fields NV and TD respectively. 

The tours of each of the four solutions in Table A.1, A.2 or A.3 is mentioned 

underneath the field Tours and the graph of such tours has an index between A.1 

to A.12 (inclusive) and this index is mentioned underneath the field Figure. Now in 

the figures indexed between A.1 to A.12, the demands of the visited customers are 

reflected by the black circles and each black circle describes how much big or small 

the demand of a customer is. The bigger the black circle the bigger the demand and 

the smaller the black circle the smaller the demand. Also, the time windows of the 

customers are reflected by the white rectangles and each white rectangle indicates 

how much wide or tight the time window of a customer is. The wider the white 

rectangle is the wider the time window and the tighter the white rectangle is the 

tighter the time window. 

Finally, the tours in the figures indexed between A.1 to A.12 are the colored 

lines that go by passing the customers in order either to pick up or to deliver items. 
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If the servicing process is a pick up process, then the colored lines of the tours get 

thicker and thicker. However if the servicing process is a delivery process, then the 

colored lines of the tours become thinner and thinner. 

Table A.l: The best solutions, for some of the problem instances in the problem 

sets Rl and Cl of the problem group PG100, as computed by DACS+HLS and 

DACS+HLS+2-0pt. 

DACSsystem PNo. NV TD Figure Tours 

DACS+HLS R112 9.00 1024.99 A.l 069307051 9813350377 68 80 
o 61 16 86 17 45 8 46 36 47 48 
o 95 92 98 85 91 4438 1442 100 37 93 
o 59 99 6 94 872 57 1543 97 13 58 
0275231 88782 1883845 60 96 89 
o 122924 55 25 67 23 56 39 4 
021 72 75 41 22747340532654 
o 62 11 19 49 64 63 90 10 32 
028767978343571 656620 1 

DACS+HLS+2-0pt Rlll 10.00 1175.77 A.2 03381656671353450 
05231 8862 11 63 1090322070 
039236722417574722 
071964493646474882 
o 92 98 14 44 38 43 57 97 13 96 
o 83 18 45 8 84 17 86 85 100 37 
o 59 91 16 61 99 87 6 94 93 5 60 89 
09542155340 73 56 42158 
028 12 76 79292455255426 
027 1 69 30 51 9 78 3 68 80 77 

DACS+HLS CI02 10.00 828.94 A.3 05755545356586059 
0676563627472 61 64686669 
o 90 87 86 83 82 8485 88 89 91 
081 787671 707377 79 80 
o 20 24252729 30 28 26 23 22 21 
09896 95 9492 93 9710099 
o 5 3 7 8 10 11 9 6 42 1 75 
0323331 353738393634 
01317181915161412 
0434241 404446454851 505249 
47 

DACS+HLS+2-0pt CI04 10.00 824.78 A.4 o 90 87 86 83 82 8485 88 89 91 
0202425 27 29 30 28 26 23 22 21 
0434241 404446454851 505249 
47 
o 98 96 95 94 92 93 97 100 99 
06765627472 61 64686669 
0131718191516141210 
081 787671 7073 77 79 80 63 
o 5 3 7 8 11 9 6 42 1 75 
05755545356586059 
0323331 353738393634 
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Table A.2: The best solutions, for some of the problem instances in the problem 

sets RCI and R2 of the problem group PGIOO, as computed by DACS+HLS and 

DACS+HLS+2-0pt. 
DACS system PNo. NY TD Figure Tours 

DACS+HLS RCI0l 14.00 1732.39 A.5 o 14 47 12 73 79 46 55 
0529957867424 
o 65 83 23 21 19 18 89 
o 59 75 87 97 58 77 
0821115169101317 
o 92 95 62 67 71 9496 54 68 
0272931 3034263293 
o 42 44 61 81 43 70 
0699888537860 
0283385509180 
06376512249204825 
o 6490 8456 66 
072 39 36 40 38 41 3735 
054527683 1 4100 

DACS+HLS+2-0pt RCI05 14.00 1549.14 A.6 031 292730282632345091 
019231822492077 
o 33 63 85 8456 66 
088797360 
o 39 36 4438 40 37 35 43 70 
o 65 52 86 87 59 97 7558 
o 42 61 81 41 72 54 
01214151647785568 
051 76894821 2524 
082119101317 
0245358674641100 
069905398 
o 92 95 62 67 71 9493 96 80 
064839957 74 

DACS+HLS R204 2.00 849.34 A.7 027521882 7 88 31 69 10 62 1119 
48 83 60 5 44 38 14 99 87 84 8 
45 46 47 36 49 6463 90 3220 66 65 71 
35 34 78 3 77 29 24 25 26 40 58 
0949592983742431557412275 
5623673912762853793381 951 
3070 1 5068805455472 74 73 21 2 
13971009116861761859359966 
89 

DACS+HLS+2-0pt R211 2.00 914.69 A.8 021 2 95 92 59 5 45 83 99 98 85 61 16 
86384414428757154122752367 
39 56 72 73 40 26 53 94 6 84 17 46 48 
609613 97 37 43100 919389 
o 52 27 28 12 29 76 69 31 88 62 11 19 
782 1884736496463903051 71 
65 9 81 33 3 79 78 3435 66 20 32 10 
70 1 5077 68 802454552547458 
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Table A.3: The best solutions, for some of the problem instances in the problem 

sets C2 and RC2 of the problem group PGlOO, as computed by DACS+HLS and 

DACS+ HLS+ 2-0pt. 

DACS system PNo. NY TD Figure Tours 

DACS+HLS C204 3.00 590.60 A.9 06763627472 61646669686549 
5554535658 60 59 57 40 444641 42 
4551 5052474348 
o 93 5 752 1 99 100 97 92 9495 98 7 3 
48991 8884868382857671 7073 
80 79 81 78 77 96 87 90 
0202224273029 632 33 31 3537 
38393634282623181916141215 
17 13 25 9 II 10 821 

DACS+HLS+2-0pt C203 3.00 591.17 A.lO o 93 5 75 2 I 99 100 97 92 9495 98 7 3 
48991 8884868382857671 7073 
80 79 81 78 77 96 87 90 
0202224273029632 3331 3537 
38393634282623181916141215 
1713259I110821 
06763627472 61646669686549 
55 54 53 56 58 60 59 57 40 4446 45 51 
5052474241 4348 

DACS+HLS RC202 3.00 1368.23 A. II 045531 423936446988731699 
53 78 79 8 6 462 55 68 54 43 35 37 72 
96939480 
091 92 95 85 63 332826272931 30 
626771 61 41 384081 9084492066 
56503432894821242577 75 58 52 
o 65 82 98 12 14 47 15 II 83 64 23 19 
51 76182257868791097597413 
17 7 460 100 70 

DACS+HLS+2-0pt RC203 3.00 1073.02 A.l2 o 45 5 3 1 42 39 36 43 44 61 69 88 98 
99 87 9 53 78 79 8 6 7 60 73 14 12 10 
13164717867459977558772557 
091 92 95 85 63 33323431 292726 
283062 50 67 71 72 41 3840353754 
8196939480 
o 90 65 82 15 II 52 83 64242321 48 
18768919492220518456666855 
246410070 
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Figure A.l : The best solution of the problem instance R112 of the problem group 

PG100 as computed by DACS+HLS. 
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Figure A. 2: The best solut ion of the problem instance Rll1 of the problem group 

PG100 as computed by DACS+HLS+2-0pt. 
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Figure A.3: The best solution of the problem instance C102 of the problem group 

PG100 as computed by DACS+HLS. 

Figure A.4: The best solution of the problem instance C104 of the problem group 

PG100 as computed by DACS+HLS+2-0pt. 
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Figure A.5: The best solution of the problem instance RCIOl of the problem group 

PGIOO as computed by DACS+HLS. 

Figure A.6: The best solution of the problem instance RCI05 of the problem group 

PGIOO as computed by DACS+HLS+2-0pt. 
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Figure A.7: The best solution of the problem instance R204 of the problem group 

PGlOO as computed by DACS+HLS. 

Figure A.8: The best solution of the problem instance R211 of the problem group 

PGlOO as computed by DACS+HLS+2-0pt. 
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Figure A.9: The best solution of the problem instance C204 of the problem group 

PGIOO as computed by DACS+HLS. 

Figure A.IO: The best solution of the problem instance C203 of the problem group 

PGIOO as computed by DACS+HLS+2-0pt. 
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Figure A.ll: The best solution of the problem instance RC202 of the problem group 

PGIOO as computed by DACS+HLS. 

Figure A.12: The best solution of the problem instance RC203 of the problem group 

PGIOO as computed by DACS+HLS+2-0pt. 
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Appendix B 

Tables of results related to the 

system DACS 01 

This section mentions in Tables B.1 to B.8 information about the experiments done 

to the system DACS 01. All tables, mentioned in A1 to A4, have the results, either 

on the problem group PG100 in Section 2.2 or the problem set R1 of that group, 

after three runs of 300 to 400 or 600 to 800 seconds. But, this is with the exception 

of Table B.7, which has its results after nine runs. Another exception is that the 

results of Table B.4 are gained after using the author's problem set Rl-200. 

A1- Tables B.1 and B.2 represent the best and worst case performances of the 

system DACS 01 as in Section 4.5.1, which uses the XCHNG local search. 

A2- Tables B.3 to B.5 represent, on two different problem sets, the average case 

performances of mainly two DACS systems, which either initialize as in Sec

tion4.5.2 the pheromone trails with V-1 and V in the VMIN and DMIN 

colonies respectively or initialize and reinitialize such trails with 1/ (n. J~b) as 

in Section 4.5.3. 

A3- Tables B.6 and B.7 represent the average case performances of two DACS sys

tems, which use the reconfigured cycles in Section 4.5.4 and the two threaded

colonies (of VMIN and DMIN) as in Section 4.5.5 respectively. 

A4- Table B.8 represents the average case performances of six DACS systems, 

which use a local search each with one operator of the following moves in 

Section 4.5.6 - OrOpt1, OrOpt2, Relocate, 2-0pt*, Swap and XCHNG. 
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Table B.1: Comparison between the best case performances of DACS 01 and other 

VRPTW algorithms, after three runs, on the problem group PG100. 

Plto. 

01 - Beat 

Freq. 

% to SA+LNS [29] 

02 - Best 

Freq. 

% to SA+LNS [29} 

03 - Best 

Freq. 

% to SA+LUS [29] 

04 Best 

Freq. 

% to SA+l11S [29) 

05 - Best 

Freq. 

% to SA+LJ{S [29J 

06 - Best 

Freq. 

% to SA+L1IS [29J 

07 - Best 

Freq. 

% to SA+L!lS [29] 

08 - Best 

Freq. 

% to SA+L!lS [29J 

09 - Best 

Freq, 

% to SA+LNS [29] 

10 - Best 

Freq. 

% to SA+L1IS [29J 

11 - Best 

Freq. 

% to SA+LlrS [29) 

12 Best 

Freq, 

% to SA+LJIS [29] 

Tine(secs.) 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

DACS 01 - AVGs 300 - 400 

% to SA+U/S [29] 1800 

SA+LNS [29J - AVGs 1800 

7200 

RGA [28) - AVGs 1800 

RGA+TA [28J - AVGs 2094 

LS [28] - AVGs 126 

LS+TA [28]- AVGs 156 

R1 C1 

NV TO NV 

20,00 1922.25 10.00 

5.26 16.44 0.00 

18.00 186B.77 10.00 

1 

5.88 25.75 0.00 

15.00 1605.63 10.00 

3 1 

7.14 32.30 0.00 

TO 

850.02 

1 

2.54 

959.54 

15.75 

989.86 

1 

19.54 

RC1 R2 

NV TD NV 

16.00 2009.01 4.00 

1 

14.29 18.36 0.00 

14.00 1801.63 4.00 

3 

16.67 15.88 33.33 

12.00 1526.55 3.00 

1 

9.09 20.99 0.00 

C2 RC2 

TO IiV TO NV TO 

1744.30 3.00 586.33 4.00 1783.90 

1 1 

35.46 0.00 -0.88 0.00 21.66 

1513.33 3.00 716.45 4.00 1684.41 

3 1 

22.33 0,00 21.11 33.33 21.41 

1373.59 3.00 760.07 3.00 1510.05 

1 1 

41.93 0.00 2B.S7 0.00 37.61 

12.00 1306.83 10.00 1128.73 12.00 1412.43 3.00 1103.16 3.00 804.98 3.00 1093.47 

1 3 

20.00 33.18 0,00 36.85 20.00 24.39 50.00 32.29 0.00 36.30 0.00 29.98 

15.00 1680.21 10.00 852.95 

1 

7.14 21.13 0.00 2.90 

14.00 1580.47 10.00 884.22 

2 1 3 

16.67 25.64 0.00 6.67 

12.00 1330.21 10,00 971.87 

1 

20.00 19,32 0.00 17.24 

11.00 1173.60 10,00 921.24 

22.22 21.38 0.00 11.13 

13.00 1592.90 10.00 

1 

996,27 

16.00 1760.98 3.00 

3 

23.08 7.65 0.00 

14.00 1681.46 3.00 

1 

16.67 22.18 0.00 

13.00 1602.05 3.00 

3 1 3 

18,18 30.15 50.00 

12.00 1472.72 3.00 

1 

20.00 29.21 50,00 

3.00 

1428.22 3.00 586.33 4.00 1884.67 

1 

37.75 0.00 -0.43 0.00 42.49 

1283.71 3.00 640.18 3.00 1618.82 

3 1 

34.24 0.00 8,78 0.00 36.35 

1225.70 3.00 631.56 4.00 1551.00 

1 1 

35.02 0.00 7,35 33.33 42.72 

1024.46 3.00 652.51 3.00 1249.78 

1 1 

38.93 0.00 10.91 0.00 42.73 

1260.58 

18.18 33.03 0.00 20.19 - 0.00 33.58 

12.00 1342.31 

1 

20.00 19.14 

13.00 1388,08 

3 1 

30.00 25.56 

11.00 

10.00 

13,83 

13.67 

12.17 

11.92 

12.17 

12.17 

12.00 

12.00 

1214.79 

25,65 

1500.51 10.00 950.52 

24,64 0.00 14.74 

1203.84 10.00 828.38 

1213.25 10.00 828.38 

1230.22 10.00 828.48 

1208.57 10,00 828.38 

1235.22 10.00 828.38 

1220.20 10.00 828.38 

3.00 1376.11 

1 

0,00 42.16 

3.00 1186.08 

50.00 29.80 

13.63 1658.35 3.18 1319.93 3.00 672.30 3,50 

17.15 20,26 16.55 34.64 0.00 13,98 7.69 

11.63 1379.03 2.73 980.31 3,00 589,86 3.25 

11.50 1384,22 2.73 966.37 3.00 589.86 3.25 

11.75 1397,63 2.73 1009.53 3.00 589,93 3.25 

11. 75 1372.93 2.73 971.44 3,00 589,86 3,25 

11.50 1413.50 2,73 979.88 3.00 589,93 3.25 

11.50 1398.76 2.73 970.38 3.00 589.86 3.25 
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-

1548.25 

33.60 

1158.91 

1141.24 

1230.20 

1154.04 

1152.37 

1139.37 



Table B.2: Comparison between the worst case performances of DACS 01 and other 

VRPTW algorithms, after three runs, on the problem group PG100. 

Plio. 

01 'Jorst 

Freq. 

% to SA+LlfS [29] 

02 - Vorst 

Freq. 

% to SA+LJIS [29J 

03 - \JOIst 

Freq. 

% to SA+LNS [29] 

04 - Worst 

Freq. 

% to SA+LUS (29) 

05 - Worst 

Freq. 

% to SA.+LlrS (29J 

06 - 1o'orst 

Freq. 

% to SA.+LNS [29] 

07 - 1o'orst 

Freq. 

% to SA+LNS [29J 

08 - Yorst 

Freq. 

% to SA+LNS [29J 

09 - Worst 

Freq. 
% to SA+LNS (29) 

10 - Worst 

Freq. 

% to SA+LNS [29J 

11 - Worst 

Freq. 
% to SA.+LUS (29) 

12 - Worst 

Freq. 
% to SA.+LIJS [29] 

DACS 01 - AVGs 

% to SA.+LNS (29) 

SA.+LNS (29) - AVGs 

HGA [28] - AVGs 

HGA+TA [28] - AVGs 

LS (28) - AVGs 

LS+TA [28) - AVGs 

Tine(seCB.) 

300 - 400 

1800 

300 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

1800 

7200 

1800 

2094 

126 

156 

R1 C1 RC1 R2 

NV TO NV TO IIV TD NV 

21.00 1885.27 10.00 855.07 17.00 1997.17 4.00 

2 

10.53 14.20 0.00 3.15 13.33 22.73 0.00 

19.00 1882.45 10,00 994.18 15.00 1826.80 4.00 

2 

11. 76 26.67 0.00 19.93 25.00 17.50 0.00 

15.00 1618.BO 10.00 1141.33 12.00 1668.25 3.00 

3 1 3 

7.14 32.92 0.00 37.83 9.09 30.48 0.00 

12.00 1332.30 10.00 1185.04 12.00 1525.61 3.00 

3 

20,00 34.60 0.00 43.68 20.00 31.97 0.00 

16.00 1704.37 10.00 854.55 16.00 1926.43 3.00 

14.29 19.51 0.00 3.09 14.29 23.19 0.00 

15.00 1579.31 10.00 952.04 14.00 1739.23 3.00 

1 1 3 

25.00 22.22 0.00 14.85 16.67 25,34 0.00 

12.00 1423.57 10.00 1006.87 13.00 1644.68 3.00 

3 

9.09 32.78 0.00 21.46 18.18 33.47 0.00 

11.00 1303.03 10.00 989.99 12.00 1475.39 3.00 

3 1 3 

10.00 35.54 0.00 19.43 20.00 23.62 50.00 

14.00 1506.18 

16.67 29.15 

10.00 

3 

0.00 

1051.26 

1 

26.82 

13.00 1446,66 

18.18 29.83 

13.00 1478.30 

18.18 39.03 

11.00 1277.02 

1 

10.00 29.42 

14.33 

13.94 

12.58 

12.17 

12.17 

12.17 

12.17 

12.17 

1536.44 10.00 1003.37 

27.80 0.00 21.12 

1202.25 10.00 828.38 

1209.12 10.00 828.38 

1254.11 10.00 828.97 

1230.54 10.00 828.38 

1253.04 10.00 828.38 

1224.70 10.00 828.38 

13.88 

16.79 

11.88 

12.00 

12.00 

12.00 

11.63 

11.63 
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3.00 

3 

0.00 

3.00 

3 

0,00 

3.00 

0.00 

1725.45 3.18 

25.56 2.97 

1374.~1 3.09 

1358.73 2.73 

1424.60 2,73 

1386.22 2.73 

1441.28 2.73 

1418.72 2.73 

C2 RC2 

TO IN TD IIV TD 

1785.67 3.00 589.98 5.00 2008.60 

1 1 

35.49 0.00 -0.27 25.00 32.23 

1570.58 3.00 798.84 4.00 1735.73 

34,70 0.00 13.47 0.00 33.39 

1433,89 3.00 846.79 4,00 1553.00 

1 1 

39.64 0.00 12.43 33.33 37.95 

1152.723.00 851.27 3.00 1191.47 

44.32 0.00 26.65 0,00 37.59 

1466.62 3.00 638.42 5.00 1839.62 

38.13 0.00 8.41 25.00 31.79 

1371. 72 3.00 651.88 4.00 1652.05 

1 

34.71 0.00 -4.97 33.33 33.28 

1311.04 3.00 674.86 4.00 1667.84 

1 

51.29 0.00 -1.59 33.33 47.55 

1070.94 3.00 662.41 3.00 1288.31 

1 1 

38.49 0.00 12.59 0.00 40.84 

1344.93 

37.22 

1474.88 

1 

46.52 

1195.06 

47.62 

1379.82 3.00 714.31 4.00 1617.08 

40.20 0.00 8.44 18.34 36.28 

984.16 3.00 658.72 3.38 1186.57 

1002.90 3.00 599.82 3,38 1152.74 

1041.24 3.00 606.98 3.25 1291.51 

997.85 3.00 589.86 3.25 1203.97 

1013.22 3,00 590.30 3.25 1186.98 

990.08 3.00 589.86 3.25 1159.81 



Table B.3: Five different DACS algorithms that are tested for three runs each on 

the problem set R1-100 of the problem group PG100 and are compared with the 

system DACS 01. 

Pllo. CR1 set) 

01 - AVGs 

SO, 

% to DACS 01 

02 - AVGs 

SO, 

% to DACS 01 

03 - AVGa 

SO, 

% to DACS 01 

04 - AVGs 

SO, 

% to DACS 01 

05 - AVGs 

SO, 

% to DACS 01 

06 - AVGs 

SO, 

% to DACS 01 

07 - AVGs 

SO, 

% to DACS 01 

08 - AVGs 

SO, 

% to DACS 01 

09 - AVGs 

SO, 

% to DACS 01 

10 - AVGs 

SO, 

% to DACS 01 

11 - AVGs 

SO, 

% to DACS 01 

12 - AVGs 

SD, 

% to OACS 01 

AVGs 

SO, 

% to DACS 01 

DACS 01 - AVGs 

SOs as in Table 4.2 

Initial. Yay V-I t V 

Evap. Paran. p 0.0 

Tice(secs.) 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

llV 

20.67 

0.58 

0.00 

19.00 

0.00 

1.79 

14.33 

0.58 

-4.44 

11.00 

0,00 

-8,33 

16.00 

0.00 

4,35 

13.33 

0.58 

-6.98 

12.00 

0.00 

0.00 

11.00 

0.00 

0.00 

13.00 

0.00 

-4.88 

12.00 

0.00 

-2.70 

12.00 

0.00 

-7.69 

10.67 

0,58 

-3,03 

13,75 

0,14 

-2.37 

14.08 

0.08 

V-I k V 

0.1 

TO llV 

2052.92 20.00 

42.14 0.00 

B.36 -3.23 

1907.44 18.00 

64.90 0.00 

1.64 -3.57 

1678,57 14,67 

29,94 0,58 

4,12 -2,22 

1334.84 12.00 

20.97 0.00 

1.27 0.00 

1786,09 16.00 

23.76 0.00 

3.27 4.35 

1647.83 14,33 

44.46 0,58 

1.23 0,00 

1460.00 12.00 

8.67 0.00 

5,12 0.00 

1313.79 11.00 

23.72 0.00 

5,77 0.00 

1596,19 14.00 

60.68 0.00 

4.48 2.44 

1486,61 12,00 

42.77 0,00 

7.20 -2,70 

1493.39 12.00 

17.59 0,00 

4.86 -7.69 

1262.67 11.00 

36.58 0.00 

1.39 0.00 

1585.03 13.92 

3.78 0.00 

4.09 -1.18 

1522,81 

12.57 

V-1 1£ V 

0.5 

TO NV 

2022.65 19.67 

56.79 0.58 

6.76 -4.84 

2018.83 18.00 

10B.33 1.00 

7.58 -3.57 

1679.87 15.67 

19.93 0.58 

4.20 4,44 

1422,39 11.33 

75.30 0.58 

7.91 -5.56 

1758.26 16.00 

18,55 0.00 

1.66 4.35 

1663.74 14,00 

40.77 0.00 

2.21 -2.33 

1499.04 12.67 

9.89 0.58 

7.93 5.56 

1377,20 11.33 

75,64 0.58 

10,88 3.03 

1617.08 13,67 

53,66 0,58 

5.85 0,00 

1547.34 13,00 

30.61 0,00 

11.58 5.41 

1524,96 12.67 

20.27 0.58 

7.08 -2.56 

1361.11 11.33 

31.41 0.58 

9.29 3.03 

1624.37 14.11 

18.33 0.05 

6.67 0,20 
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V-I .t V 

0.8 

TO NV 

2079.44 19.33 

67.64 0.58 

9.16 -6.45 

1951.69 18.00 

27.89 0.00 

4.00 -3.57 

1810.72 15.67 

95.62 0.58 

12.32 4.44 

1391.18 11.67 

93.10 0.58 

5.54 -2.78 

1794.50 16.00 

27,08 0.00 

3,76 4.35 

1698.19 14.67 

75,62 0.58 

4.33 2,33 

1575.58 12.67 

48,30 0.58 

13.45 5.56 

1382.66 11.67 

8.96 0.58 

11.32 6.06 

1644,72 13,67 

86.41 0,58 

7.65 0.00 

1613.11 13.00 

23.30 0,00 

16.32 5,41 

1626,06 13.00 

44.40 0.00 

14.18 0.00 

1385,18 11.33 

23.79 0.58 

11.22 3.03 

1662.75 14.22 

18,63 0.19 

9.19 0,99 

V-I 1£ V 

1.0 

TO IIV 

1962.47 19.67 

46.21 0.58 

3.58 -4.84 

1992.71 18.00 

39.07 0.00 

6.18 -3.57 

1727.04 15.67 

59.99 0.58 

7.13 4.44 

1424.94 11.67 

97,32 0.58 

8.11 -2,78 

1817.51 16.33 

59.29 0.58 

5.09 6.52 

1728.96 13.67 

124.02 0.58 

6.22 -4.65 

1555.49 12.33 

57.60 0.58 

12.00 2.78 

1417,20 11.00 

80.25 0.00 

14.10 0.00 

1658.15 14,33 

86.54 0,58 

8.53 4.88 

1599.67 12,67 

59.36 0.58 

15.36 2.70 

1564.43 12.33 

35.55 0.58 

9.85 -5.13 

1400,09 12.00 

78.30 0.00 

12,42 9.09 

1654.06 14.14 

6.51 0.05 

8,62 0.39 

TO 

2052.34 

46.17 

8.33 

2039.98 

114.80 

B.70 

1746.38 

67.83 

8.32 

1440.09 

88,19 

9.25 

1775.89 

38.60 

2.68 

1690,30 

90.07 

3,84 

1540.36 

84,26 

10.91 

1406.67 

24,96 

13.25 

1696.65 

43.93 

11.05 

1589.29 

72.77 

14.61 

1531.08 

49,83 

7.51 

1476,02 

46.45 

18.52 

1665,42 

4,18 

9.36 



Table B.4: Five different DACS algorithms that are tested for three runs each on 

the problem set Rl-200 created by the author and are compared with the system 

DACSOl. 

PUc. (Rl set) 

01 - AVGs 

SD, 

% to OACS 01 

02 - AVGs 

SD, 

% to nAcs 01 

03 - AVGs 

SD, 

% to DACS 01 

04 - AVGs 

SD, 

% to DACS 01 

05 - AVGs 

SD, 

% to DACS 01 

06 - AVGs 

SD, 

% to DACS 01 

AVGs 

SD, 

% to OACS 01 

DACS 01 

AVGs 

SD, 

% to DACS 01 

Initial. Yay V-1 Iz V V-1 k V V-1 Iz V V-I &: V V-1 it V 

Evap. Paran.. 12__ 0.0 0.1 0.5 0.8 1.0 

Tice(secs.) 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

600 800 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

600 - 800 

PUo. (Rl set) 

Tine(secs.) 

600-800 

600-800 

01 

IIV 

34.00 

0.00 

0.00 

21.67 

0,58 

-2.99 

25.33 

0.58 

1.33 

19.00 

0.00 

1.79 

20.00 

0.00 

-4.76 

19.00 

0,00 

-3.39 

23.17 

0.00 

-1.18 

Tn IIV 

3268.17 34.33 

42,65 0.58 

9.34 0.98 

2354.50 22.67 

107.05 0.58 

13.19 1.49 

2591.26 25.67 

24.04 0.58 

4.28 2.67 

1992.64 19.00 

25.98 0.00 

8.04 1.79 

2081.04 20.67 

37.01 0.58 

-3.28 -1.59 

1958.72 19.00 

16.12 0.00 

7.24 -3.39 

2374.39 23.56 

15.81 0.19 

6.50 0.47 

Pro bIen set R1 

DACS 01 - AVGs 

SD, 

% to DACS 01 

02 

NV TO NV TO 

Tn IIV TO IIV 

3260,90 32.00 3075.57 32.33 

21.26 0.00 128.95 0.58 

9.10 -5.88 2.90 -4.90 

2304.85 22.67 2463.80 22.67 

74.04 0.58 77.11 0.58 

10.80 1.49 18.45 1.49 

2563.75 26.00 2626.60 25.67 

23.85 0.00 65.21 0.58 

3.17 4.00 5.70 2.67 

1982.18 19.00 2001.65 20.00 

51.08 0.00 22.65 0.00 

7.47 1.79 8.52 7.14 

2159.80 21.00 2292.81 20.67 

22.11 0.00 89.63 0.58 

0.39 0.00 6.57 -1.59 

2009.83 19.67 2064.39 19.67 

21.41 0.58 41.90 0.58 

10.04 0.00 13.03 0.00 

2380.22 23.39 2420.80 23.50 

24.28 0.10 41.55 0.29 

6.76 -0.24 8.59 0.24 

Tice(aeca.) NV TO 

600-800 23.44 2229.40 

0.25 40.38 

600-800 0.00 0.00 

03 04 

Tn IIV 

3166.41 32.67 

90.52 0.58 

5.94 -3.92 

2478.42 23.00 

75.14 0.00 

19.15 2.99 

2588.87 26.67 

71.75 0.58 

4.18 6.67 

2118.48 20,00 

45,65 1.00 

14.86 7.14 

2240.87 20.67 

14.81 0.58 

4.15 -1.59 

2104.77 20.00 

74.54 0.00 

15.24 1.69 

2449.64 23.83 

40.24 0.17 

9.88 1.66 

D5 06 

Tn 

3360.55 

159.96 

12.43 

2468.76 

42.21 

18.68 

2721.31 

61.64 

9.51 

2152.78 

114.50 

16.72 

2172.16 

28.98 

0.96 

2183.41 

82.01 

19.54 

2509.83 

31.55 

12.58 

n m n Tn n Tn n Tn 

34.00 2988.94 22.33 2080.11 25.00 2484.94 18.67 1844.43 21.00 2151.51 19.67 1826.47 

0.00 19.26 0.58 122.83 0.00 116.86 0.58 30.89 0.00 21.72 0.58 45.11 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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Table B.5: Five different DACS algorithms that are tested for three runs each on 

the problem set R1 of the problem group PG 100 and are compared with the system 

DACSOl. 

PUo. 

01 - AVGs 

SO, 

% to DACS 01 

02 - AVGa 

SO, 

% to DACS 01 

03 - AVGs 

SO, 

% to DACS 01 

04 - AVGs 

SO, 

% to nAGS 01 

05 - AVGs 

SO, 

% to nAGS 01 

06 - AVGs 

SO, 

% to DACS 01 

07 - AVGs 

SO, 

% to DAGS 01 

08 - AVGs 

SO, 

% to nAGS 01 

09 - AVGs 

SO, 

% to DACS 01 

10 - AVGs 

SO, 

% to DAGS 01 

11 - AVGs 

SO, 

% to DACS 01 

12 - AVGs 

SO, 

% to OAGS 01 

AVGs 

SD, 

% to nAGS 01 

OACS 01 - AVGs 

SOs as in Table 4.2 

Ini tial. Way l/(n.J~b) 

Evap. ParaD.. p 0.0 

Tic.a(seCB,) 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

300 - 400 

tlV 

20.00 

0.00 

-3.23 

19.00 

0.00 

1.79 

14.00 

0.00 

-6.67 

11 ,00 

0.00 

-8.33 

15,33 

0.58 

0.00 

13.67 

0.58 

-4.65 

12.00 

0.00 

0.00 

11.00 

0.00 

0.00 

13,00 

0.00 

-4.88 

12,00 

0.00 

-2.70 

12.00 

0.00 

-7.69 

11.00 

0.00 

0.00 

13.67 

0.00 

-2.96 

14.08 

0.08 

TO 

2012.99 

47.55 

6.25 

1846.65 

35.53 

-1.60 

1664.75 

100.83 

3.26 

1328.44 

39.83 

0,78 

1178.27 

72.69 

2.82 

1644.00 

26.47 

1.00 

1445.91 

14.91 

4.11 

1318,59 

24,47 

6.16 

1528,33 

14.78 

0.04 

1503.46 

21,14 

8.42 

1488.83 

14.17 

4.54 

1295.58 

9.90 

4.03 

1571.32 

8.18 

3.19 

1522.81 

12.57 

0.1 0.5 

NV TO llV TD 

20.00 2022.10 20.00 2000.23 

0.00 113.41 0.00 68.74 

-3.23 6.73 -3.23 5.56 

18.33 1774.59 18.67 1801.31 

0.58 34.92 0.58 70.10 

-1.79 -5.44 0,00 -4.01 

14.00 1586.37 14.00 1547.91 

0.00 66.92 0.00 44.50 

-6.67 -1.60 -6,67 -3.99 

11.00 1219,13 11.00 1266.44 

0,00 66.54 0.00 38.93 

-8,33 -7.51 -8,33 -3.92 

15.67 1724.67 15.67 1712.89 

0.58 27,56 0.58 36.01 

2.17 -0.28 2.17 -0.96 

13.33 1593.41 13.33 1569.67 

0.58 32.06 0.58 61.98 

-6.98 -2.11 -6.98 -3.57 

11.67 1386.03 12.00 1395.46 

0.58 71.88 0.00 25.84 

-2.78 -0.20 0.00 0.48 

10.67 1221.16 11.00 1279,80 

0.58 56,07 0.00 32,56 

-3.03 -1.68 0.00 3.04 

13.00 1571. 96 13.00 1508,05 

0.00 95,21 0.00 40.28 

-4.88 2,89 -4.88 -1.29 

11.67 1431.03 12.00 1469.67 

0.58 16,49 0.00 73.47 

-5.41 3,19 -2.70 5,98 

12.00 1443.26 12.00 1458.51 

0.00 25.55 0.00 28.96 

-7.69 1.34 -7.69 2.41 

10.67 1284.32 11.00 1300.95 

0.58 37.75 0.00 5.56 

-3.03 3.12 0.00 4.46 

13.50 1521.50 13.64 1525.91 

0.17 10.57 0.10 14.57 

-4.14 -0.09 -3.16 0.20 
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0 .• 1.0 

IIV TO NV TO 

19.67 1931.05 20.33 1905.36 

0.58 28.82 0.58 39.04 

-4.84 1.92 -1.61 0.57 

19.00 1778.42 18.33 1852.67 

0.00 4.71 0.58 92.80 

1.79 -5.23 -1. 79 -1.28 

14.00 1575.41 13.67 1666.66 

0.00 46,90 0,58 95,67 

-6,67 -2,28 -8,89 3,38 

11.33 1315,07 11.33 1319,06 

0.58 14.84 0.58 43.00 

-5.56 -0,23 -5.56 0.07 

15.67 1113.41 15.33 1721.84 

0,58 49.39 0.58 33.32 

2.17 -0.93 0.00 -0.44 

13.00 1623.22 13.33 1602.76 

0.00 89.47 0.58 37.46 

-9.30 -0.28 -6.98 -1.54 

12.00 1452.19 12.00 1443.52 

0,00 17.10 0,00 19.74 

0,00 4.56 0,00 3.94 

11.00 1266.26 11.00 1296.94 

0.00 8.30 0.00 14.31 

0.00 1.95 0.00 4,42 

13.33 1550.30 13.00 1578.89 

0.58 27.50 0,00 67.42 

-2,44 1.47 -4,88 3.35 

12.00 1496.04 12.00 1467.99 

0.00 39,10 0.00 9.61 

-2.70 7.88 -2.70 5.86 

12.00 1459.42 12.00 1509.00 

0.00 68.73 0.00 31.05 

-7.69 2.48 -7.69 5.96 

11.00 1301.66 11.00 1308.20 

0.00 23.98 0.00 55,39 

0.00 4,52 0.00 5.04 

13,67 1538,54 13.61 1556,07 

0.00 5.62 0.05 10.92 

-2,96 1.03 -3.35 2.18 



Table B.6: A DACS system with reconfigured cycles, which IS tested for three runs 

on the problem set Rl of the problem group PGIOO and compared with the system 

DACS 01. 

PUo. Tica(seCB.) NV TD NV TD 

01 - AVGs 300 - 400 20.00 1941.16 20.00 2022.10 

SD, 0.00 61.43 0.00 113.41 

% to DACS 01 300 - 400 0,00 -4.00 0,00 D.oo 

02 AVGs 300 - 400 18.33 1849.77 18.33 1774.59 

SD, 0.58 185.68 0.58 34.92 

% to DACS 01 300 - 400 0.00 4.24 0.00 0.00 

03 - AVGs 300 - 400 14.00 1533.23 14.00 1586,37 

SD, 0.00 34,64 0.00 66.92 

% to DACS 01 300 - 400 0.00 -3.35 0.00 0.00 

04 - AVGs 300 - 400 11.33 1267.68 11.00 1219.13 

SD, 0.58 32.99 0.00 66.54 

% to DACS 01 300 - 400 3.03 3.98 0.00 0.00 

05 - AVGs 300 - 400 15.00 1715.29 15.67 1724.67 

SD, 0.00 95.45 0.58 27.56 

% to DACS 01 300 - 400 -4.26 -0.54 0.00 0.00 

06 - AVGs 300 - 400 13.33 1566.34 13.33 1593.41 

SD, 0.58 23.85 0.58 32.06 

% to DACS 01 300 - 400 0.00 -1.70 0.00 0.00 

07 - AVGs 30D 4DO 11.67 1401.70 11.67 1386.03 

SO, 0.58 64.63 0.58 71.88 

% to DACS 01 300 - 400 0.00 1.13 0.00 0.00 

08 - AVGs 300 - 400 10.33 1220.75 10.67 1221.16 

SD, 0.58 56.20 0.58 56.07 

% to DACS 01 300 - 400 -3.12 -0.03 0.00 0.00 

09 - AVGs 300 400 12.67 1513.45 13.00 1571.96 

SD, 0.58 63.86 0.00 95.21 

% to DACS 01 300 - 400 -2.56 -3.72 0.00 0.00 

10 - AVGs 300 - 400 12.00 1397.47 11.67 1431.03 

SD, 0.00 15.06 0.58 16.49 

% to DAGS 01 300 - 400 2.86 -2.35 0.00 0.00 

11 - AVGa 300 - 400 12.00 1434.86 12.00 1443.26 

SD, 0.00 29.22 0.00 25.55 

% to DAGS 01 300 - 400 0.00 -0.58 0.00 0.00 

12 - AVGs 300 - 400 11.00 1228.15 10.67 1284.32 

SD, 0.00 48.50 0.58 37.75 

% to DAGS 01 300 - 400 3.13 -4.37 0.00 0.00 

AVGs 300 - 400 13.47 1505.82 13.50 1521.50 

SD, 0.05 9.93 0.17 10.57 

% to DACS 01 300 - 400 -0.21 -1.03 0.00 0.00 
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Table B.7: A Threaded-DACS system, which is tested for nine runs on the problem 

set R1 of the problem group PG 100 and compared with the system DACS 01. 

" ., 
PHo. Tine(secs.) NV TD NV TD 

01 - AVGs 300 - 400 19.89 1947.06 19.56 1936.73 

SD, 0.60 51.98 0.53 33.87 

% to DACS 01 300 - 400 1.70 0.53 0.00 D.OO 

02 - AVGs 300 - 400 18.44 1767.32 18.33 1777.14 

SD, 0.53 83.21 0.50 69.01 

% to DACS 01 300 - 400 0.61 -0.55 0.00 0.00 

03 - AVGs 300 - 400 13.56 1492.43 13.78 1554.11 

SD, 0.53 28.61 0.44 58.11 

% to DACS 01 300 - 400 -1.61 -3.97 0.00 0,00 

04 - AVGs 300 400 11.00 1255.03 11.00 1250.88 

SD, 0.00 27.05 0.00 25.65 

% to DAGS 01 300 - 400 0.00 0.33 0.00 0.00 

05 - AVGs 300 - 400 15.00 1688.·78 15.11 1679.84 

SD, 0.00 53.71 0.33 35.12 

% to DACS 01 300 - 400 -0.74 0.53 0.00 0.00 

06 - AVGs 300 - 400 13.00 1530.16 13.11 1577.46 

SD, 0.00 35.65 0.33 24.32 

% to DACS 01 300 - 400 -0.B5 -3.00 0.00 0.00 

07 - AVGs 300 - 400 11.67 1398.98 12.00 1396.94 

SD, 0.50 31.93 0.00 32.33 

% to OACS 01 300 - 400 -2.78 0.15 0.00 0.00 

08 AVGs 300 - 400 10,89 1224.37 10,78 1246,46 

SD, 0.33 23.73 0,44 26.48 

% to DACS 01 300 - 400 1.03 -1.77 0.00 0.00 

09 - AVGs 300 - 400 12,67 1452.50 12.67 1481.91 

SD, 0.50 39,56 0.50 56.03 

% to DACS 01 300 - 400 0.00 -1.98 0,00 0.00 

10 AVGs 300 - 400 11.89 1384.42 12.00 1420.32 

SD, 0.33 42.23 0.00 29,59 

% to DACS 01 300 - 400 -0,93 -2,53 0.00 0.00 

11 - AVGs 300 - 400 11.89 1414.32 11.89 1404.99 

SD, 0.33 32.16 0.33 28.69 

% to nAcs 01 300 - 400 0.00 0.66 0,00 0.00 

12 - AVGs 300 - 400 10.89 1244.17 11.00 1235.11 

SD, 0.33 32.79 0.00 21.16 

% to DACS 01 300 - 400 -1.01 0,73 0.00 0,00 

AVGs 300 - 400 13,40 1483.30 13.44 1496,82 

SD, 0,15 13,67 0,09 13,81 

% to DACS 01 300 - 400 -0,28 -0,90 0.00 0.00 
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Table B.8: Five different DACS algorithms, which use different move operators, are 

tested for three runs each on the problem set R1 of the problem group PG 100 and 

compared with the system DACS 01 that uses the XCHNG local search. The move 

operators used here are OrOpt1 (01), OrOpt2 (02), Relocate (REL), 2-0pt* (20*), 

Swap (SW) and XCHNG (XCH). 

Move Op. 01 02 REL 

PUo. Tille(secs.) n m n m n m 

01 - AVGs 300 - 400 20.33 1951.89 20.00 1931.37 20.67 1939.07 

SO, 0.58 47.06 0.00 39.64 0.58 19.81 

% to DACS 01 300 400 1.67 2.65 0.00 1.57 3.33 1.98 

02 - AVGs 300 - 400 18.67 1798.88 18.67 1761.29 19.00 1793.49 

SO, 0.58 72.09 0.58 20.51 1.00 87.93 

% to DACS 01 300 - 400 0.00 1.78 0.00 -0.35 1.79 1.47 

03 - AVGs 300 - 400 15.00 1517.49 14.33 1494.67 14.33 1552.35 

SO, 0.00 19.57 0.58 51.31 0.58 41.10 

% to DAGS 01 300 - 400 7.14 -0.13 2.38 -1.63 2.38 2.16 

04 - AVGs 300 - 400 11.00 1291.24 11.33 1290.03 11.67 1272.61 

SO, 0.00 53.99 0.58 34.96 0.58 30.86 

% to DAGS 01 300 - 400 -2.94 -L3B 0.00 -1.47 2.94 -2.80 

05 - AVGs 300 - 400 15.33 1747.27 15.33 1679,10 15,67 1704.19 

SO, 0.58 37,19 0,58 52.31 0.58 48.60 

% to DACS 01 300 - 400 -2.13 3.35 -2.13 -0.69 0,00 0.80 

06 AVGs 300 - 400 13.33 1567.50 13.33 1595.76 13.67 1537.47 

SO, 0.58 5.42 0.58 38.00 0.58 38.39 

% to DACS 01 300 - 400 2.56 2.70 2.56 4,55 5,13 0,73 

07 AVGs 300 - 400 12.00 1384.16 12.00 1382,95 12.00 1388,86 

SO, 0.00 48.36 0.00 7.44 0.00 23.51 

% to DACS 01 300 - 400 0.00 2,06 0.00 1.97 0.00 2,41 

08 - AVGs 300 - 400 11.00 1257.12 11.00 1210.53 11.00 1238.31 

SO, 0.00 43.83 0.00 16,70 0.00 22.17 

% to DACS 01 300 - 400 0.00 -1.70 0.00 -5,35 0,00 -3.17 

09 - AVGs 300 - 400 13.00 1482.71 13,00 1518,82 13.00 1513.29 

SO, 0.00 43.97 0.00 35.52 0,00 17.49 

% to DACS 01 300 - 400 0.00 -1.62 0.00 0.78 0,00 0.41 

10 - AVGs 300 - 400 12,00 1396.91 12.00 1412.29 12.00 1404.08 

SO, 0,00 36.82 0.00 40.96 0.00 29.33 

% to DACS 01 300 - 400 0.00 -1.87 0,00 -0,79 0,00 -1.37 

11 - AVGs 300 - 400 12.00 1393.74 12,00 1431.10 12,00 1407.39 

0.00 18.18 0.00 41.05 0,00 23.53 

% to DACS 01 300 - 400 0.00 -1.42 0,00 1.23 0.00 -0.45 

12 - AVGs 300 - 400 11.00 1229.05 11.00 1271.77 11.00 1246,74 

SO, 0.00 26.33 0.00 47.23 0.00 36.68 

% to DACS 01 300 - 400 0.00 -3,55 0.00 -0.20 0.00 -2.16 

AVGs 300 - 400 13.72 1501.50 13.67 1498.31 13.83 1499.82 

SO, 0.05 20.53 0.08 13.35 0.14 12.52 

% to DACS 01 300 - 400 0.61 0,28 0.20 0.06 1.43 0,16 
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20. SY 

IIV TO lIV TD 

20.00 1913.78 21.00 1920.32 

0,00 63.10 0,00 24.34 

0.00 0.65 5.00 0.99 

19.00 1696.97 19.33 1773.99 

0.00 12.42 0.58 30.57 

1.79 -3,99 3,57 0.37 

14.00 1501.49 14,00 1519.02 

0.00 34.26 0.00 67.88 

0,00 -1.18 0.00 -0.03 

11.33 1250.41 11.33 1278.00 

0,58 38.11 0.58 8,37 

0,00 -4.50 0,00 -2.39 

15,33 1658.63 15,33 1701.72 

0,58 22.78 0,58 34.32 

-2.13 -1.90 -2.13 0,65 

13.33 1530.95 13.33 1560,10 

0.58 51.82 0.58 17.43 

2.56 0.30 2.56 2.21 

12.00 1388.67 12,00 1420.61 

0.00 18.37 0.00 18,43 

0.00 2.39 0,00 4.75 

11.00 1224.82 11.00 1244.47 

0.00 31.97 0.00 36.89 

0.00 -4,23 0.00 -2,69 

13.00 1499,16 13,00 1489.53 

0.00 33,61 0.00 30.58 

0.00 -0.52 0.00 -1.16 

12,00 1388.02 12,00 1417.04 

0,00 16.30 0.00 8.99 

0.00 -2.50 0.00 -0.46 

12,00 1386.29 11.67 1392.25 

0.00 26.43 0.58 37.79 

0,00 -1.94 -2.78 -1.52 

11.00 1261.07 11.00 1279.78 

0.00 40.05 0,00 9,29 

0.00 -1.03 0,00 0.43 

13.67 1475.02 13,75 1499,74 

0,08 6.58 0,08 2.98 

0.20 -1.49 0.81 0,16 

XCR 

NY 

20,00 

0.00 

0.00 

18.67 

0,58 

0,00 

14.00 

0,00 

0.00 

11.33 

0.58 

0,00 

15.67 

0.58 

0.00 

13,00 

0.00 

0.00 

12.00 

0.00 

0,00 

11.00 

0.00 

0,00 

13,00 

0.00 

0,00 

12.00 

0.00 

0.00 

12.00 

0.00 

0,00 

11.00 

0.00 

0,00 

13.64 

0.13 

0.00 

TO 

1901.50 

24.85 

0.00 

1767.43 

48.87 

0,00 

1519.46 

37.56 

0,00 

1309.32 

45.58 

0,00 

1690,69 

22.65 

0.00 

1526.36 

54.08 

0.00 

1356,24 

17 .70 

0.00 

1278,89 

29,98 

0.00 

1507.05 

21.15 

0,00 

1423,57 

14.98 

0.00 

1413.74 

8.53 

0.00 

1274,26 

9.25 

0.00 

1497.38 

8.56 

0.00 



Appendix C 

Tables of results related to the 

system DACS 02 

This section mentions in Tables C.l to C.16 information about the experiments done 

to the system DACS 02. All tables, mentioned in Bl to B5, have the results, either 

on the problem groups PG100, PG200 and PG400 in Section 2.2 or the problem set 

Rl of PG100, after three runs of 300,400, 1800, 2400 or 4800 seconds. 

Bl- Tables C.l to C.10 represent, on the problem groups PG100, P200 and PG400, 

the best and worst case performances of the system DACS 02 as in Sec

tions 4.6.1 and 4.6.2, which uses the local search of triple moves (Ml to M3). 

B2- Table c.n represents the average case performances of two DACS systems, 

which use the parallel and the sequential ants as in Section 4.6.3. 

B3- Tables C.12 to C.14 represent the average case performances of two DACS 

systems, which use two different initialization techniques as in Section 4.6.4 

- either the nearest neighborhood heuristic NN or the SIl-Like 01 insertion 

heuristic. 

B4- Table C.15 represents the average case performances of two DACS systems, 

which use different types of candidate lists as in Section 4.6.5 - either distance 

or time oriented. 

B5- Table C.16 represent the average case performances of three DACS systems, 

which use or not a different way of pheromone updating locally and globally 

and local search moves near the depots as in Section 4.6.6. 
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Table C.l: Comparison between the best case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 300 seconds, on the problem group PGlOO. 

PUo. 

01 - Best 

Freq. 

% to DACS 01 

02 - Best 

Freq. 

% to OACS 01 

03 - Best 

Freq. 

% to OACS 01 

04 - Best 

Freq. 

% to DACS 01 

05 Best 

Freq. 

% to DACS 01 

06 - Best 

Freq. 

% "to DACS 01 

07 - Beat 

Freq. 

% to DACS 01 

08 - Beet 

Freq. 

% to DACS 01 

09 Best 

Freq. 

% to DAGS 01 

10 - Best 

Freq. 

% to DACS 01 

11 - Beat 

Freq. 

% to DACS 01 

12 - Best 

Freq. 

% to DACS 01 

DAGS 02 - AVGs 

% to DAGS 01 

% to SA+LtIS [29] 

DACS 01 - AVGs 

SA+LIlS [29J - AVGs 

HGA [28J - AVGs 

HGA+TA [28] - AVGs 

LS [28] - AVGs 

LS+TA [28]- AVGa 

Rl Cl RCl R2 

Tice{seCB.) NV TO 11V TO NV TD NV 

300 19.00 1658.03 10,0{) 828.94 15.00 1684.73 4.00 

1 1 3 3 2 1 

300 - 400 -5.00 -13.75 0.00 -2.48 -6.25 -16.14 0.00 

300 18.00 1503.47 10.00 828.94 14.00 1518.03 4.00 

300 - 400 0.00 -19.55 0.00 -13.61 0.00 -15.74 0.00 

300 14.00 1248.17 10.00 887,96 12.00 1350.44 3.00 

3 1 3 1 

300 - 400 -6.67 -22.26 0.00 -10.29 0.00 -11.54 0.00 

300 10.00 1037.92 10.00 865.09 11.00 1198.09 3.00 

1 3 3 3 

300 - 400 -16.67 -20.58 0.00 -23.36 -8.33 -15.18 0.00 

300 14.00 1438.62 10.00 828.94 15.00 1594.39 3.00 

3 1 

300 - 400 -6.67 -14.38 0.00 -2.81 -6.25 -9.46 0.00 

300 13.00 1306.93 10.00 828.94 12.00 1410.89 3.00 

3 2 1 1 

300 - 400 -7.14 -17.31 0.00 -6.25 -14.29 -16.09 0.00 

300 11.00 1136.82 10.00 828.94 12.00 1286.85 3.00 

3 3 

300 - 400 -8.33 -14.54 0.00 -14.71 -7.69 -19.68 0.00 

300 10.00 1026.55 10.00 828.94 11.00 1162.01 3.00 

3 3 1 

300 - 400 -9.09 -12.53 0.00 -10.02 -8.33 -21.10 0.00 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

1800 

300 - 400 

1800 

7200 

1800 

2094 

126 

156 

12.00 

3 

-7.69 

12.00 

3 

0.00 

12.00 

-7.69 

11.00 

0.00 

13.00 

-6.02 

6.82 

13.83 

12.17 

11.92 

12.17 

12.17 

12.00 

12.00 

1188.09 

-25.41 

1124.82 

1 

10.00 

0.00 

-16.20 -

1132.83 

-18.39 

1000.20 

-17.66 

828.94 

-16.80 

1233.54 10.00 839.51 12.75 

-17.79 0.00 -11.68 -6.42 

2.47 0.00 1.34 9.63 

1500.51 10.00 950.52 13.63 

1203.84 10.00 828.38 11.63 

1213.25 10.00 828.38 11.50 

1230.22 10.00 828.48 11.75 

1208.57 10.00 828.38 11.75 

1235.22 10.00 828.38 11.50 

1220.20 10.00 828.38 11.50 
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3.00 

0,00 

3.00 

0.00 

3.00 

0.00 

1400.68 3.18 

-15.54 0.00 

1.57 16.55 

1658.35 3.18 

1379.03 2.73 

1384.22 2.73 

1397.63 2.73 

1372.93 2.73 

1413.50 2.73 

139S.76 2.73 

C2 RC2 

TO NV TO IIV TO 

1377 .37 3.00 591.56 4.00 1555.96 

1 3 1 

-21.04 0.00 0.89 0.00 -12.22 

1219.92 3.00 591.56 4.00 1391.15 

1 

-19.39 0.00 -17.43 0.00 -17.41 

1105.39 3.00 59t.17 3.00 1342.13 

1 

-19.53 0.00 -22.22 0.00 -11.12 

858.03 3.00 923.28 3.00 942.73 

-22.22 0.00 14.70 0.00 -13.79 

1137.77 3.00 588.88 4.00 1445.04 

3 3 3 

-20.34 0.00 0.44 0.00 -23.33 

1046.67 3.00 588.49 3.00 1278.66 

1 3 1 

-18.47 0.00 -8.07 0.00 -21.01 

954.02 3.00 588.29 4.00 1174.79 

3 

-22.17 0.00 -6,85 0.00 -24.74 

810.76 3.00 588.32 3.00 970.17 

1 

-20.86 0.00 -9.84 0.00 -22.37 

1034.54 

-17.93 

1047.79 

1 

-23.86 

859.57 

-27.53 

1041.08 3.00 631.44 3.50 

-21.13 0.00 -6.08 0.00 

6.20 0.00 7.05 7.69 

1319.93 3.00 672.30 3.50 

980.31 3.00 589.86 3.25 

966.37 3.00 589.86 3.25 

1009.53 3.00 589.93 3.25 

971.44 3.00 589.86 3.25 

979.88 3.00 589.93 3.25 

970.38 3.00 589.86 3.25 

1263.83 

-18.37 

9.05 

1548.26 

1158.91 

1141.24 

1230.20 

1154.04 

1152.37 

1139.37 



Table C.2: Comparison between the worst case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 300 seconds, on the problem group PGIOO. 

PUc. 

01 - ""orst 

Freq. 

% to nAcs 01 

02 - Worst 

Freq. 

% to DACS 01 

03 - \/'orst 

Freq. 

% to OACS 01 

04 Worst 

Freq. 

% to DACS 01 

05 - Worst 

Freq. 

% to DACS 01 

05 - Worst 

Freq. 

% to DAGS 01 

07 - 'Jorst 

Freq, 

% to DACS 01 

08 - 'Jorst 

Freq. 

% to DACS 01 

09 Vorst 

Freq. 

% to DACS 01 

10 - 'Jorst 

Freq. 

% to DACS 01 

11 - Worst 

Freq. 

% to DAGS 01 

12 - 'Jorst 

Freq. 

% to DAGS 01 

DACS 02 - AVGs 

% to DACS 01 

% to SA+LNS [29) 

DACS 01 - AVGs 

SA+LNS [29] - AVGs 

HGA [28] - AVGs 

HGA+TA [28) - AVGs 

LS [28] - AVGs 

LS+TA [28) - AVGs 

R1 C1 

Tills{seca.) NV TO NV TO 

300 20.00 1671.06 10.00 828.94 

1 3 

300 - 400 -4.76 -11.36 0,00 -3.06 

300 18.00 1530.42 10.00 986.80 

1 

300 - 400 -5.26 -18.70 0.00 -0.74 

300 14.00 1291.81 10,00 950.94 

1 3 1 

300 - 400 -6.67 -20.20 0.00 -16.68 

300 11.00 1052.03 10.00 929.27 

1 1 

300 - 400 -8.33 -21.04 0.00 -21.58 

300 15.00 1471.87 10.00 828.94 

1 3 

300 - 40D -6.25 -13.64 D.OO -3.00 

300 13.00 1310.34 10.00 872.30 

300 - 400 -13.33 -17.03 0.00 -8.38 

300 12.00 1159,05 10.00 828.94 

2 1 3 

300 - 400 0.00 -18.58 0.00 -17,57 

300 11.00 1006.01 10.00 828.94 

1 

300 - 400 0.00 -22,79 0.00 -16.27 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

300 

300 - 400 

1600 

300 - 400 

1800 

7200 

1800 

2094 

12. 

156 

12.00 1277.55 10.00 828.94 

-14.29 -15,18 0.00 -21.15 

12.00 

3 

-7,69 

12,00 

-7.69 

11.00 

0.00 

13.42 

-6.40 

6.65 

14.33 

12.58 

12.17 

12.17 

12.17 

12.17 

12.17 

1166.78 

1 

-19.35 

1154,86 

1 

-21.88 

1024.35 

-19.79 

1259.68 10.00 876.00 

-18.01 0.00 -12.69 

4.78 0.00 5.75 

1536.44 10,00 1003.37 

1202.25 10,00 828.38 

1209.12 10.00 828.38 

1254.11 10.00 828.97 

1230.54 10,00 828.36 

1253.04 10.00 828.36 

1224.70 10.00 828.38 

RC1 R2 C2 RC2 

IIV TO flV TD NV TO NV TO 

16.00 1709.48 4.00 1512.67 3.00 591.56 4.00 1744.26 

1 1 3 3 1 

-5.88 -14.40 0.00 -15.29 0,00 0.27 -20,00 -13.16 

14.00 1550.70 4.00 1276.75 3.00 591.56 4.00 1419.95 

1 

-6.67 -15.11 0.00 -lB.71 0,00 -25.95 0.00 -18.19 

12.00 1384.85 3.00 1142.12 3.00 607.89 4.00 1229.80 

3 1 1 1 

0.00 -16.99 0.00 -20.35 0.00 -28.21 0,00 -20.81 

11.00 1212.07 3.00 869.97 4.00 675.27 3.00 987.26 

3 

-8.33 -20.55 0.00 -24.53 33.33 -20.67 0.00 -17.14 

15.00 1609.47 3.00 1167.18 3.00 588,8B 4.00 1547.14 

1 3 

-6.25 -16.45 0.00 -20.42 0.00 -7.76 -20.00 -15.90 

13.00 1458.75 3.00 1077.82 3.00 588.49 4.00 1245.34 

-7.14 -16.13 0.00 -21.43 0.00 -9.72 0.00 -24.52 

12,00 1317.52 3.00 973.89 3.00 588.29 4,00 1245.55 

3 

-7.69 -19.89 0,00 -25.72 0.00 -12.83 0.00 -25,32 

11.00 1203.02 3.00 822.22 3,00 588.32 3,00 990.02 

3 1 

-8.33 -18.46 0.00 -23.22 0.00 -11.18 0.00 -23.15 

3.00 1104.06 

0.00 -17.91 

3.00 1069,07 

1 

0.00 -27.51 

3,00 933.57 

0,00 -21.88 

13.00 1430,75 3.18 1086.30 3.13 

-6.31 -17.08 0.00 -21.27 4.17 

9.43 4.11 2.97 10.38 4.17 

13.88 1725.45 3.18 1379.82 3.00 

11.88 1374.21 3,09 984.16 3.00 

12.00 1358.73 2.73 1002.90 3.00 

12.00 1424.60 2,73 1041.24 3.00 

12.00 1386.22 2.73 997.85 3.00 

11.63 1441.28 2,73 1013,22 3.00 

11.63 1418,72 2.73 990.06 3.00 

-

602,53 3.75 

-15,65 -6.25 

-8,53 10.95 

714.31 4,00 

658.72 3.38 

599.82 3,38 

605.98 3.25 

589.86 3.25 

590.30 3.25 

589.86 3.25 

1301.17 

-19.54 

9.66 

1617.08 

1186.57 

1152,74 

1291.51 

1203.97 

1186.98 

1159.81 
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Table C.3: Comparison between the best case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 400 seconds, on the problem group PG100. 

PUo. 

01 - Best 

Freq. 

% to DACS 01 

02 - Best 

Freq. 

% to DACS 01 

03 - Best 

Freq. 

% to nACS 01 

04 - Best 

Freq. 

% to DACS 01 

05 - Best 

Freq. 

% to DACS 01 

06 - Best 

Freq. 

% to DACS 01 

07 - Best 

Freq. 

% to DACS 01 

08 - Best 

Freq. 

% to DACS 01 

09 - Best 

Freq. 

% to DACS 01 

10 - Best 

Freq. 

% to DACS 01 

11 - Best 

Freq. 

% to DACS 01 

12 - Best 

Freq. 

% to DACS 01 

DACS 02 - AVGs 

% to DACS 01 

% to SA+LNS (29) 

DACS 01 - AVGs 

SA+LUS [29] - AVGs 

HGA [28] - AVGs 

HGA+TA [28] - AVGs 

LS [28] - AVGs 

LS+TA [28]- AVGs 

Tine(secs.) 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

1800 

300 - 400 

1800 

7200 

1800 

2094 

126 

156 

R1 C1 RC1 R2 

NV TD NV TD llV TO flV 

19.00 1679.57 10.00 828.94 15.00 1684.81 4.00 

1 3 1 

-5.00 -12.62 0.00 -2.48 -6.25 -16.14 0.00 

18.00 1489.85 10.00 828.94 14.00 1508.05 4.00 

3 1 3 

0.00 -20.28 0.00 -13.61 0.00 -16.30 0.00 

14.00 1255.12 10.00 888.19 12.00 1348.98 3.00 

1 

-6.67 -21.83 0.00 -10.27 0.00 -11.63 0.00 

10.00 1031.91 10.00 834.47 11.00 1209.87 3.00 

-16.67 -21.04 0.00 -26.07 -8.33 -14.34 0.00 

15.00 1402.51 10.00 828.94 15.00 1607.76 3.00 

3 1 3 3 1 3 

0.00 -16.53 0.00 -2.81 -6.25 -8.70 0.00 

13.00 1297.13 10.00 828.94 12.00 1426.92 3.00 

1 

-7.14 -17.93 0.00 -6.25 -14.29 -15.14 0.00 

11.00 1104.42 10.00 828.94 11.00 1305.79 3.00 

1 3 2 

-8.33 -16.97 0.00 -14.71 -15.38 -18.49 0.00 

10.00 1056.81 10.00 828.94 11.00 1141.03 3.00 

2 3 3 1 

-9.09 -9.95 0.00 -10.02 -8.33 -22.52 0.00 

13.00 

0.00 

11.00 

-6.33 

12.00 

-7.69 

11.00 

3 

0.00 

1208.87 10.00 828.94 

3 

-24.11 0.00 -16.60 

1205.23 

1 

-10.21 

1122.48 

-19.13 

990.37 

-18.47 

-

3.00 

3 

0.00 

3.00 

0.00 

3.00 

0.00 

C2 RC2 

TD Irv TO }IV 

1331.23 3.00 591.56 4.00 

1 3 3 

-23.68 0.00 0.89 0.00 

1210.94 3,00 591.56 4.00 

3 3 3 

-19.98 0.00 -17.43 0.00 

1037.77 3.00 591.17 3.00 

-24.45 0.00 -22.22 0.00 

863.36 3.00 604.66 3.00 

1 

-21. 74 0.00 -24.89 0.00 

1114.67 3.00 588.88 4.00 

1 3 3 

-21.95 0.00 0.44 0.00 

1057.20 3.00 588.49 4.00 

-17 .64 0.00 -8.07 33.33 

918.81 3.00 588.29 4.00 

1 3 3 

-25.04 0.00 -6.85 0.00 

788.26 3.00 588.32 3.00 

3 

-23.06 0.00 -9.84 0.00 

993.66 

-21.17 

1026.13 

1 

-25.29 

884.14 

1 

-25.46 

-

13.08 

-5.42 

7.50 

1237.02 10.00 836.14 12.63 1404.15 3.18 1020.74 3.00 591.62 3.63 

13.83 

12.17 

11.92 

12.17 

12.17 

12.00 

12.00 

-17.56 0.00 -12.03 -7.34 

2.76 0.00 0.94 8.56 

1500.51 10.00 950.52 13.63 

1203.84 10.00 826.36 11.63 

1213.25 10.00 828.38 11.50 

1230.22 10.00 828.48 11.75 

1208.57 10.00 828.38 11.75 

1235.22 10.00 828.38 11.50 

1220.20 10.00 828.38 11.50 
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-15.33 0.00 -22.67 0.00 -12.00 3.57 

1.82 16.55 4.12 0.00 0.30 11.54 

1658.35 3.18 1319.93 3.00 672.30 3.50 

1379.03 2.73 980.31 3.00 589.86 3.25 

1384.22 2.73 966.37 3.00 589.86 3.25 

1397.63 2.73 1009.53 3.00 589.93 3.25 

1372.93 2.73 971.44 3.00 589.86 3.25 

1413.50 2.73 979.88 3.00 589.93 3.25 

1398.76 2.73 970.38 3.00 589.86 3.25 

TO 

1518.90 

1 

-14.85 

1345.69 

-20.11 

1236.10 

-lB.14 

909.97 

1 

-16.78 

1430.12 

-24.12 

1249.92 

-22.79 

1142.56 

-26.81 

904.13 

1 

-27.66 

1217.17 

-21.38 

5.03 

1548.26 

1158.91 

1141.24 

1230.20 

1154.04 

1152.37 

1139.37 



Table C.4: Comparison between the worst case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 400 seconds, on the problem group PGIOO. 

PHo. 

01 - Vorst 

Freq. 

% to OACS 01 

02 - !Jorst 

Freq. 

% to OACS 01 

03 - 'Jorst 

Freq. 

% to OACS 01 

04 - Vorst 

Freq. 

% to OACS 01 

05 lJorst 

Freq. 

% to nACS 01 

06 - Vorst 

Freq, 

% to DACS 01 

07 - Yorst 

Freq. 

% to nACS 01 

08 - lo'orst 

Freq. 

% to nACS 01 

09 - Worst 

Freq. 

% to nACS 01 

10 - Worst 

Freq. 

% to DACS 01 

11 - Yorst 

Freq. 

% to DACS 01 

12 - Vorst 

Freq. 

% to DACS 01 

DACS 02 - AVGs 

% to DACS 01 

% to SA+LIlS [29] 

DACS 01 - AVGs 

SA+L1IS [29] AVGs 

HGA [28] - AVGs 

HGA+TA [28J - AVGs 

LS (28) - AVGs 

LS+TA (28J - AVGs 

Tine(aecs.) 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

400 

300 - 400 

1800 

300 - 400 

1800 

7200 

1800 

2094 

126 

156 

R1 C1 

IIV TO NV TO 

20.00 1677.74 10.00828.94 

1 3 

-4.76 -11.01 0.00 -3.06 

18.00 1518.20 10,00 871.66 

3 1 

-5.26 -19.35 0.00 -12.32 

14.00 1310.53 10,00 944.06 

3 3 1 

-6.67 -19.04 0,00 -17.28 

11.00 1060.49 10.00 891.72 

1 3 

-8.33 -20.40 0.00 -24.75 

15.00 1481.71 10,00 828,94 

3 

-6.25 -13.06 0.00 -3.00 

13.00 1332.88 10.00 828.94 

1 

-13.33 -15.60 0.00 -12.93 

12.00 1133.62 10.00 828.94 

2 

0.00 -20.37 0.00 -17.67 

11.00 995.38 10.00 828.94 

1 1 3 

0.00 -23,61 0.00 -16.27 

1237.84 10.00 828.94 

1 

RC1 R2 C2 RC2 

UV TO NV TO NV TO IlV TO 

16.00 1738.81 4.00 1351.95 3.00 591.56 4.00 1744.55 

1 1 3 

-5.88 -12.94 0.00 -24.29 0,00 0.27 -20.00 -13.15 

14.00 1517.20 4.00 1277.27 3.00 591.56 4.00 1435.03 

1 3 1 

-6.67 -16.95 0.00 -18.68 0.00 -25.95 0.00 -17 .32 

12.00 1393,53 3.00 1120.77 3.00 591.17 4.00 1200.70 

3 1 1 3 1 

0.00 -16.47 0.00 -21.84 0.00 -30.19 0.00 -22.68 

11.00 1318.20 3.00 878.55 4.00 707.19 3,00 951.58 

3 2 

-8.33 -13.60 0.00 -23,78 33.33 -16.93 0,00 -20.13 

15.00 1629.19 3.00 1142.88 3,00 588.88 4,00 1479,35 

3 3 1 3 1 

-6.25 -15.43 0.00 -22.07 0,00 -7.76 -20.00 -19.58 

13.00 1428.70 3.00 1077.87 3.00 588.49 4.00 1264.05 

3 3 1 

-7.14 -17.85 0.00 -21.42 0.00 -9.72 0.00 -23.49 

13.00 1296.57 3.00 956.84 3.00 588.29 4.00 1180.24 

3 

0.00 -21.17 0.00 -27.02 0.00 -12.83 0.00 -29.24 

11.00 1256.41 3.00 811.12 3.00 588.32 3.00 1001.79 

3 3 1 3 3 

-8.33 -14.84 0.00 -24.26 0.00 -11.18 0.00 -22.24 

3.00 1013.15 

3 

13.00 

3 

-7.14 -17.82 0.00 ·-21.15 - 0.00 -24.67 

12.00 

2 

-7.69 

12.00 

-7.69 

11.00 

3 

0.00 

13.50 

-5.81 

7.31 

14.33 

12.58 

12.17 

12.17 

12.17 

12.17 

12.17 

1188.20 

1 

-17.87 

1132.81 

-23.37 

1007.32 

-21.12 

3.00 1085.37 

1 

0.00 -26.41 

3.00 901.20 

3 1 

0.00 -24.59 

1256.39 10.00 853.45 13.13 1447.33 3.18 1056.09 3.13 

-18.23 0.00 -14.94 -5.41 -16.12 0.00 -23.46 4.17 

4.50 0.00 3.03 10.48 5.32 2.97 7.31 4.17 

1536.44 10.00 1003.37 13.88 1725.45 3.18 1379.82 3.00 

1202.25 10,00 828.38 

1209.12 10.00 828.38 

1254.11 10.00 828.97 

1230.54 10.00 828.38 

1253.04 10.00 828.38 

1224.70 10.00 828.38 

11.88 

12.00 

12,00 

12.00 

11.63 

11.63 

271 

1374.21 3.09 984.16 3.00 

1358.73 2.73 1002.90 3.00 

1424.60 2.73 1041.24 3.00 

1386.22 2.73 997.85 3.00 

1441.28 2.73 1013.22 3.00 

1418.72 2.73 990.08 3.00 

604.43 3.75 

-15.38 -6.25 

-8.24 10.95 

714.31 4.00 

658.72 3.38 

599.82 3.38 

606.98 3.25 

589.86 3.25 

590.30 3.25 

589.86 3.25 

1282.16 

-20.71 

S.06 

1617.08 

1186.57 

1152.74 

1291.51 

1203.97 

1186.98 

1159.81 



Table C.5: Comparison between the best case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 1800 seconds, on the problem group PG100. 

PlIo. 

01 - Best 

Freq. 

% to nACS 01 

02 - Best 

Freq. 

% to DACS 01 

03 - Best 

Freq. 

% to DACS 01 

04 - Beat 

Freq. 

% to DACS 01 

05 - Best 

Freq. 

% to DACS 01 

06 - Eest 

Freq. 

% to DACS 01 

07 - Best 

Freq. 

% to DACS 01 

08 - Best 

Freq. 

% to DACS 01 

09 - Eeat 

Freq. 

% to DACS 01 

10-Best 

Freq. 

% to DACS 01 

11 Best 

Freq. 

% to DACS 01 

12 - Best 

Freq. 

% to DACS 01 

DACS 02 - AVGs 

% to DACS 01 

% to SA+LNS [29) 

DACS 01 - AVGs 

SA+LNS (29) - AVGs 

HGA [28] - AVGs 

HGA+TA [28) - AVGs 

LS [281 - AVGs 

LS+TA [28]- AVGs 

TiDe(seCB.) 

1800 

30{) - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

7200 

1800 

2094 

126 

156 

R1 

NV 

19.00 

-5.00 

17.00 

-5.56 

14.00 

-6.67 

11.00 

-8.33 

14.00 

-6.67 

13.00 

-7.14 

11.00 

-8.33 

10.00 

3 

-9.09 

12.00 

-7.69 

C1 RC1 R2 

TD NV TD NV TD NV 

1690.49 10.00 828.94 15.00 1699.43 4.00 

1 3 1 

-12.06 0.00 -2.48 -6.25 -15.41 0.00 

1498.89 lO.OO 828.94 13.00 1520.62 4.00 

3 1 

-19.79 0.00 -13.61 -7.14 -15.60 0.00 

1228.85 10.00 839.27 11.00 1366.70 3.00 

1 1 1 

-23.47 0,00 -15.21 -8.33 -10.47 0.00 

1011.24 10.00 824.78 11.00 1175.64 3.00 

1 1 3 

-22.62 0.00 -26.93 -8.33 -16.76 0.00 

1460.61 10.00 828.94 14.00 1629.75 3.00 

1 3 1 3 

-13.07 0.00 -2.81 -12.50 -7.45 0.00 

1294.24 10.00 828.94 12.00 1535,51 3.00 

3 

-18.11 0.00 -6.25 -14.29 -8.68 0.00 

1102.32 10.00 828.94 12.00 1245.95 3.00 

1 3 1 

-17.13 0.00 -14.71 -7.69 -22.23 0.00 

961.19 10.00 828.94 11.00 1149.96 3.00 

3 

-18.10 0.00 -10.02 -8.33 -21.92 0.00 

1175.85 10.00 828.94 3.00 

3 

-26.18 0.00 -16.80 0.00 

C2 RC2 

TD IN TD IlV TD 

1271.71 3.00 591.56 4.00 1487.19 

1 3 3 

-27.09 0,00 0.89 0.00 -16.63 

1105.41 3.00 591.56 4.00 1195.04 

3 1 

-26.95 0.00 -17.43 0.00 -29.05 

999.66 3.00 591.17 3.00 1116.18 

1 3 

-27,22 0.00 -22.22 0.00 -26.08 

813.18 3.00 593.93 3.00 863.02 

-26.29 0.00 -26.22 0.00 -21.07 

1043.21 3.00 58B.88 4.00 1343.83 

-26.96 0.00 0.44 0.00 -28.70 

970.58 3,00 588.49 3.00 1227.91 

3 

-24.39 0.00 -8.07 0.00 -24.15 

903.96 3.00 588.29 4.00 1041.52 

1 

-26.25 0.00 -6.85 0.00 -33.28 

738.85 3,00 588.32 3,00 849.96 

1 3 

-27.88 0,00 -9.84 0.00 -31.99 

955.87 

1 

-24.17 

11,00 1120,88 3.00 996.22 

1 

-8.33 -16.50 

11.00 1130.62 

1 

-15.38 -18.55 

10.00 

-9.09 

12,75 

-7.83 

4.77 

13.83 

12.17 

11.92 

12.17 

12.17 

12.00 

12,00 

975.60 

1 

-19.69 

1220.90 10,00 829.63 12.38 

-18.63 0.00 -12.72 -9.17 

1.42 0,00 0.15 6.41 

1500.51 10.00 950.52 13,63 

1203.84 10.00 828.38 11.63 

1213.25 10.00 828,38 11.50 

1230.22 10.00 828.48 11.75 

1208.57 10.00 828.38 11.75 

1235.22 10.00 828.38 11.50 

1220.20 10.00 828.38 11.50 

272 

0.00 -27.61 

3.00 842.84 

0.00 -28.94 

1415.45 3.18 967.41 3.00 590.28 3.50 1140.58 

-14.65 0.00 -26.71 0.00 -12.20 0.00 -26.33 

2.64 16.55 -1.32 0.00 0.07 7.69 -1.58 

1658.35 3.18 1319.93 3.00 672.30 3.50 1548.26 

1379.03 2.73 980.31 3.00 589.86 3.25 1158.91 

1384.22 2.73 966.37 3.00 589.86 3.25 1141.24 

1397.63 2,73 1009.53 3.00 589.93 3.25 1230,20 

1372.93 2.73 971.44 3.00 589.86 3.25 1154.04 

1413.50 2.73 979.88 3.00 589.93 3.25 1152.37 

1398.76 2.73 970.38 3.00 589.86 3.25 1139,37 



Table C.6: Comparison between the worst case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 1800 seconds, on the problem group PG100. 

PI/o. 

01 - \forst 

Freq. 

% to DACS 01 

02 - Verst 

Freq. 

% to DACS 01 

03 - Verst 

Freq. 

% to nACS 01 

04 - Worst 

Freq. 

% to DACS 01 

05 - Worst 

Freq. 

% to DAGS 01 

06 'Worst 

Freq. 

% to DAGS 01 

07 - Worst 

Freq. 

% to DAGS 01 

08 - Worst 

Freq. 

% to DAGS 01 

09 - Worst 

Freq. 

% to DAGS 01 

10 - Worst 

Freq. 

% to DAGS 01 

11 - Worst 

Freq. 

% to DAGS 01 

12 - Worst 

Freq. 

% to DAGS 01 

DAGS 02 - AVGs 

% to DAGS 01 

% to SA+U/S [29] 

DACS 01 - AVGs 

SA+LIlS [29] - AVGs 

HGA [28] - AVGs 

HGA+TA [28] - AVGs 

LS [28] - AVGs 

LS+TA (28) - AVGs 

R1 e1 

Tioe (sees.) tlV TO NV TO 

1800 20.00 1661.79 10.00 828.94 

1 1 3 3 

300 - 400 -4.76 -11.85 0.00 -3.06 

1800 18.00 1484.40 10.00 828.94 

1 1 

300 - 400 -5.26 -21.15 0.00 -16.62 

1800 14.00 1241.41 10,00 897.01 

3 3 

300 - 400 -6.67 -23.31 0,00 -21.41 

1800 11.00 1025.91 10.00 855.31 

1 3 1 

300 - 400 -8.33 -23.00 0.00 -25.98 

1800 15.00 1428.25 10.00 828.94 

1 

300 - 400 -6.25 -16.20 0.00 -3.00 

1800 13.00 1335.37 10.00 828.94 

1 3 

300 - 400 -13.33 -15.45 0.00 -12.93 

1800 12.00 1134.79 10.00 828.94 

1 1 

300 - 400 0.00 -20.29 0.00 -17.67 

1800 10.00 989.65 10.00 828.94 

1 

300 - 400 -9.09 -24.05 0.00 -16.27 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

1800 

300 - 400 

12.00 1255,75 10.00 828.94 

1 3 3 

-14.29 -16.63 0.00 -21. 15 

12.00 

1 

-7.69 

12.00 

-7.69 

11.00 

1 

0.00 

1107.82 

-23.42 

1115.89 

1 

-24.52 

996.26 

-21.99 

Re1 R2 e2 Re2 

!IV TO NV TO NV TO !IV TO 

16.00 1676.81 4.00 1317.01 3,00 591.56 4.00 1516.34 

1 1 3 1 3 3 1 

-S.B8 -16.04 0.00 -26.25 0.00 0.27 -20.00 -24.51 

14.00 1526.45 4.00 1145.55 3.00 591.56 4.00 1245.39 

3 

-6.67 -16.44 0,00 -27.06 0,00 -25.95 0.00 -28.25 

12.00 1338.21 3.00 1019.21 3.00 591.17 3.00 1143.63 

3 3 1 

0.00 -19.78 0.00 -28.92 0.00 -30.19 -25.00 -26.36 

11.00 1192.40 3.00 835.05 3.00 513.45 3.00 870.24 

3 1 

-8.33 -21.84 0.00 -27.47 0.00 -27.94 0.00 -25.95 

15.00 1595.03 3.00 1082.64 3.00 588.88 4.00 1386.64 

2 3 3 

-6.25 -17.15 0.00 -26.18 0.00 -7.76 -20.00 -24.62 

13.00 1427.48 3.00 1012.19 3.00 588.49 4.00 1137.48 

1 3 

-7.14 -17.92 0.00 -26.21 0.00 -9.72 0.00 -31.15 

12.00 1298.72 3.00 932.41 3.00 591.73 4.00 1097,31 

3 3 1 

-7,69 -21.03 0.00 -28.88 0,00 -12.32 0.00 -34.21 

11.00 1179.62 3.00 786.69 3.00 588.32 3.00 939.50 

1 3 3 

-8.33 -20.05 0.00 -26.54 0.00 -11.18 0.00 -27.08 

3.00 1005.63 

1 

0.00 -25.15 -

3.00 1016.56 

0.00 -31.07 

3.00 855.33 

1 

- 0.00 -27.59 

1800 13.33 

-6.98 

5.99 

1231.44 10.00 840.54 13.00 1404.47 3.18 1001.84 3.00 593.15 3.53 1167.07 

-27.83 300 - 400 

1800 

300 - 400 

1800 

7200 

1800 

2094 

126 

156 

14.33 

12.58 

12.17 

12,17 

12.17 

12.17 

12.17 

-19.85 0.00 -16.23 -6.31 -18.60 0.00 -27.39 0.00 -16.96 -9.38 

2.43 0.00 1.47 9.43 2.20 2.97 1.80 0.00 -9.95 7.25 

1535.44 10.00 1003.37 13.88 1725.45 3.18 1379.82 3.00 714.31 4.00 

1202.25 10.00 828.38 11.88 1374.21 3.09 984.16 3.00 658.72 3.38 

1209.12 10.00 828,38 12.00 1358.73 2.73 1002.90 3.00 599,82 3,38 

1254.11 10.00 828.97 12.00 1424.60 2.73 1041.24 3.00 606.98 3.25 

1230.54 10.00 828.38 12,00 1386.22 2.73 997.85 3.00 589.86 3.25 

1253.04 10.00 828.38 11.63 1441.28 2.73 1013.22 3.00 590.30 3.25 

1224.70 10.00 828.38 11.63 1418.72 2.73 990.08 3.00 589.86 3.25 

273 

-1,64 

1617.08 

1186.57 

1152,74 

1291.51 

1203.97 

1186.98 

1159.81 



Table C.7: Comparison between the best case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 2400 seconds, on the problem group PG200. 

PUa. 

01 - Best 

Freq. 

% to RVnSc [5] 

02 - Best 

Freq. 

% to RVNSc [sJ 

03 - Best 

Freq. 

% to RVllSc [5] 

04 - Best 

Freq. 

% to RVllSc [5] 

05 - Best 

Freq. 

% to RVNSc [5] 

06 - Best 

Freq. 

% to RVllSc [5] 

07 - Best 

Freq. 

% to RVllSc [5} 

08 - Best 

F:req. 

% to RVtISc [5J 

09 - Best 

Freq. 

% to RVNSc [5J 

10 - Best 

Freq. 

% to RVllSc [5J 

DACS 02 - AVGs 

% to RVtISc [5J 

% to ES4C [2J 

RV}/Sc [5) 

ES4C (2] 

Le03 (33] 

AGES [46J 

MSLS1 [17J 

MSLS+TAl [17J 

Tit::e(secs.) 

2400 

720 - 1680 

2400 

720 - 16BO 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 1680 

2400 

720 - 1660 

2400 

3000 

480 

102 

144 

R1 e1 

NV TO IIV TO 

20.00 5679.12 20.00 2704.57 

1 2 

5.26 13.03 0.00 0.00 

19.00 4361.07 19.00 3538.24 

5.56 2.99 5.55 12.66 

19.00 3816.81 19.00 3322.59 

3 

5.56 7.44 5.56 17.28 

18,00 3819.34 19.00 2923.96 

1 1 

0.00 20.19 5.56 8.45 

19.00 4489.63 20.00 2738.12 

3 3 

5.56 0.57 0.00 1.33 

18.00 4442.06 20.00 2701.04 

2 

0.00 16.14 0.00 0.00 

18.00 4189.96 20.00 2748.45 

1 

0.00 25.80 0.00 1. 76 

18.00 3566.34 20,00 2791.54 

3 

0.00 15.58 5.26 -0,30 

19.00 434B.12 19.00 2865.75 

1 3 

5.56 7,99 5.56 3.26 

18,00 4106.62 IB.OO 3314.37 

1 1 

0.00 17.55 0.00 21.20 

18.60 

2.76 

2.20 

4281.91 19.40 2964.86 

12.05 2.65 6.70 

15.57 2.65 6.57 

18.10 3821.43 18.90 2778.80 

16.20 3705.00 16.90 2782.00 

18.20 3676.95 18.90 2743.66 

18.20 3618.68 18.80 2717.21 

18.20 3684.95 18.90 2791.15 

18.20 3718.30 18.90 2749.83 

Re1 R2 

IIV TO 11V 

19.00 3920.21 5.00 

1 

5.56 -6.04 25.00 

19.00 3584.89 5.00 

5.56 -2.45 25.00 

18.00 4284.60 4.00 

3 3 

0.00 30.45 0.00 

18.00 3642.80 4.00 

1 

0.00 19.66 0.00 

19.00 3704.27 4.00 

3 3 

5.56 -4.70 0.00 

19.00 3761.96 4.00 

5.56 1.52 0.00 

19.00 3647.88 4.00 

1 

5.56 3.98 0.00 

19.00 3471.B9 4,00 

3 

5.56 3.89 0.00 

18.00 4413.33 4.00 

1 

0.00 35.22 0.00 

18.00 4050.59 4.00 

3 1 3 

0.00 26.65 0.00 

18.60 3848.24 4.20 

3.33 9.70 5.00 

3.33 8.25 5.00 

18.00 3508.07 4.00 

18.00 3555.00 4.00 

18.00 3449.71 4.00 

16.00 3221.34 4,00 

18.00 3543.36 4.00 

18.00 3329.62 4.00 
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e2 

TO IIV 

4249.72 6.00 

1 

-12.46 0.00 

3666.87 6.00 

3 

-4.10 0.00 

3200.98 6.00 

5.86 0.00 

2292.07 7.00 

13.42 16.67 

3690.59 6.00 

1 

5.88 0.00 

3258.70 6.00 

8.29 0.00 

2733.22 6.00 

1 

7.86 0,00 

2240.23 6,00 

3 

20.68 0.00 

3364.11 6.00 

1 

7.29 0.00 

2991.04 6.00 

10.40 0.00 

3168.75 6.10 

4.05 1.67 

3.72 1.67 

3045.29 6.00 

3055.00 6.00 

2986.01 6.00 

2942.92 6.00 

3081.61 6.00 

3014.28 6.00 

Re2 

TO 1IV TO 

1955.91 7.00 3380.33 

1.27 16.67 6.71 

1907.66 5.00 3192.60 

1 1 

2.39 0.00 11.12 

2130.87 5.00 2663.51 

3 1 

17.B2 25.00 -2,91 

1920.36 4.00 2495.23 

9.44 0.00 18.21 

1895.45 5.00 3U6.82 

1 1 

0.86 25.00 -7.78 

2018.27 5.00 2989.89 

1 

8.66 0.00 12.14 

1931.46 4,00 3078.18 

1 1 1 

4.40 0.00 13.B4 

1903.59 4.00 2638.16 

4.44 0.00 11.22 

1936.10 4.00 2460.49 

1 1 

4.76 0.00 10.26 

2029.11 4.00 2317.56 

12.18 0.00 13.89 

1962.88 4.70 

6,54 6.82 

6.33 9.30 

1842.43 4.40 

1646.00 4.30 

1836.10 4.30 

1833.57 4.40 

1860.71 4.40 

1842.65 4.40 

2833.28 

7.80 

5.92 

2628.36 

2675.00 

2613.75 

2519.79 

2672.'01 

2585.89 



Table C.8: Comparison between the worst case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 2400 seconds, on the problem group PG200. 

Plio. 

01 - 'JOIst 

Freq. 

% to RVNSc [5] 

02 - Yorst 

Freq. 

% to RVNSc [5] 

03 - Vorst 

Freq. 

% to RVtiSc [5) 

04 - 'JOIst 

Freq. 

% to RVllSc (5) 

05 Worst 

Freq. 

% to RVNSc [5] 

06 - Worst 

Freq. 

% to RVUSc (5) 

07 - Vorst 

Freq. 

% to RVNSc [5] 

08 - Vorst 

Freq. 

% to RVNSc (5] 

09 Worst 

Freq. 

% to RVl1Sc [5] 

10-!Jorst 

Freq. 

% to RVIiSc [5) 

DACS 02 - AVGs 

% to RVIiSc [5] 

% to ES4C [2) 

RVNSc [5] 

ES4C [2] 

LC03 (33) 

AGES [48) 

HSLSl (17] 

HSLS+TAl [17) 

Tine(secs.) 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

R1 e1 Re1 R2 e2 

NV TO tlV TO 1lV TD flV TD IlV 

21.00 5572.44 20.00 2732.73 19.00 4086.35 5.00 4443.65 6.00 

1 1 3 

10,53 10.90 0.00 1.04 5.56 -2.06 25.00 -8.46 0.00 

19.00 4684.42 20.00 3838.74 19.00 3907.62 5.00 3929.54 6.00 

1 3 

5.56 10.63 11.11 22.23 5.56 6.34 25.00 2.77 0,00 

19.00 4014.04 19.00 4011.31 18.00 4497.82 4.00 3420.10 7.00 

3 3 3 

5.56 12.99 5.56 41.59 0.00 36.95 0.00 13.11 16.67 

18.00 3861.59 19.00 3261.25 18.00 4001.67 4.00 2398.44 7.00 

3 3 

0.00 21.52 5.56 20.96 0.00 31.45 0.00 18.68 16.67 

19.00 5088.24 20.00 2749.76 19.00 3896.25 4.00 3730.97 6.00 

5.56 13.98 0.00 1.77 5.56 0.24 0.00 7.04 0.00 

19.00 4031.01 21.00 3041.21 19.00 3965.21 4.00 3272.04 6.00 

1 1 

5.56 5.39 5.00 12.59 5.56 7.01 0.00 8.73 0.00 

18.00 4588.39 20.00 2995.17 19.00 3778.17 4.00 2798.41 7.00 

1 3 

0.00 37.77 0.00 10.89 5.56 7.69 0.00 10.43 16.67 

18.00 3613.45 20.00 2925.02 19.00 3517.68 4.00 2406.31 6.00 

1 1 

0.00 17.10 5.26 4.47 5.56 5.26 0.00 29.63 0.00 

19.00 4449.73 19.00 3115.46 19.00 3543.77 4.00 3636.52 7.00 

3 1 1 

5.56 10.51 5.56 12.26 5.56 8.57 0.00 15.98 16.67 

18.00 4311.58 19.00 3009.01 18.00 4559.79 4.00 3106.56 6.00 

1 1 

0.00 23.42 5.56 10.04 0.00 42.57 0.00 14.66 0.00 

18.80 4421.49 19.70 3167.97 18.70 3975.43 4.20 3314.25 6.40 

3.87 15.70 4.23 14.00 3.89 13.32 5.00 8.83 6.67 

3.30 19.34 4.23 13.87 3.89 11.83 5.00 8.49 6.67 

18.10 3821.43 18.90 2778.80 18.00 3508.07 4.00 3045.29 6.00 

18.20 3705.00 18.90 2782.00 18.00 3555.00 4.00 3055.00 6.00 

18.20 3676.95 18.90 2743.66 18.00 3449.71 4.00 2986.01 6.00 

18.20 3618.68 18.80 2717.21 18.00 3221.34 4.00 2942.92 6.00 

18.20 3884.95 18.90 2791.15 18.00 3543.36 4.00 3081.61 6.00 

18.20 3718.30 18.90 2749.83 18.00 3329.62 4.00 3014.28 6.00 
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Re2 

TD NV 

1988.85 7.00 

1 

2.97 16.67 

1918.32 6.00 

2.96 20.00 

1940.26 5.00 

1 3 

7.28 25.00 

1961.67 4.00 

11.79 0.00 

2027.65 6.00 

1 

7.89 50.00 

2217.54 5.00 

19.39 0.00 

1873.60 5.00 

1.27 25.00 

1966.64 4.00 

7.90 0.00 

2114.63 4.00 

1 

14.42 0.00 

2211.96 4.00 

1 

22.29 0.00 

2022.11 5.00 

9.75 13.64 

9.54 16.28 

1842.43 4.40 

1846.00 4.30 

1836.10 4.30 

1833.57 4.40 

1860.71 4.40 

1842.65 4.40 

TD 

3496.20 

10.37 

3074.83 

7.02 

2874.29 

1 

4.77 

2537.73 

20.22 

3044.14 

-9.93 

3093.48 

16.02 

2971.20 

1 

9.88 

2848.06 

20.07 

2694.37 

1 

20.74 

2363.46 

1 

16.14 

2899.78 

10.33 

8.40 

2628.36 

2675.00 

2613.75 

2519.79 

2672.01 

2585.89 



Table C.g: Comparison between the best case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 4800 seconds, on the problem group PG400. 

PUo. 

01 - Best 

Freq. 

% to RVNSc [5) 

02 - Best 

Freq, 

% to RVnSc (5] 

03 Best 

Freq. 

% to RVNSc [5J 

04 - Best 

Freq. 

% to RVNSc [5] 

05 - Best 

Freq. 

% to RVNSc [5) 

06 - Best 

Freq. 

% to RV!iSc [5) 

07 - Best 

Freq. 

% to RV!iSc [5) 

08 - Best 

Freq. 

% to RV!1Sc [5) 

09 - Best 

Freq. 

% to RV!1Sc (5) 

10 - Best 

Freq. 

% to RVNSc [5) 

DACS 02 - AVGs 

% to RVIiSc [5J 

% to ES4C [2) 

RVIiSc [5J 

ES4C [2) 

LC03 [33] 

AGES [48) 

MSLS1 [17J 

MSLS+TAI [17) 

R1 e1 Re1 R2 e2 Re2 

Tioseaacs) NV TD NV TO IIV TO IlV TO try TD Nil TO 

4800 40.00 12758.74 40.00 7452.57 38.00 10261.83 9.00 10338.43 12.00 4280.52 12.00 8217.11 

1 3 

3900-7980 5.26 15.11 0,00 4.20 2.70 13.54 12.50 6.21 0.00 3.99 9.09 8.82 

4800 38.00 11970.91 40.00 14907.02 38.00 10068.77 9.00 9353.09 12.00 4793.98 11.00 7918.58 

1 1 1 1 

3900-7980 5.56 18.94 8.11 96.15 5.56 11.62 12.50 17.04 0.00 20.27 10.00 24.56 

4800 37.00 10468.32 38.00 11728.70 37.00 9468.83 8.00 7378,74 13.00 5067.06 9.00 6402.18 

1 1 3 1 3 1 1 

3900-7980 2.78 20.92 5.56 56.28 2.78 14.76 0.00 17.92 8.33 29.14 12.50 17.96 

4800 37.00 8878.24 37.00 9439.35 36.00 11233.36 8.00 5926.27 13.00 4772.82 8.00 4971.57 

1 1 1 3 3 3 

3900-7980 2.78 15.62 2.78 29.35 0.00 45.00 0.00 29.06 8.33 24.36 0.00 31.88 

4800 37.00 11693.51 40.00 7636.20 38.00 9734.30 8.00 8585.95 12.00 4426.17 12.00 7348.30 

2 3 3 3 

3900-7980 2.78 14.16 0.00 6.77 5.56 5.86 0.00 15.07 0.00 12.17 33.33 12.04 

4800 37.00 10998.78 41.00 8755.12 37.00 10347.59 8.00 7759.71 13.00 5120.56 10.00 7482.91 

1 1 1 3 3 1 1 

3900-7980 2.78 17.26 2.50 22.39 2.78 15.30 0.00 18.76 8.33 31.80 11.11 24.06 

4800 37.00 10163.97 40.00 8034.08 38.00 10169.39 8.00 6766.67 13.00 5121.69 10.00 6579.00 

3 3 

3900-7980 2.78 22.48 0.00 12.37 5.56 15.54 0.00 24.35 8.33 30.14 25.00 9.28 

4800 36.00 10806.72 41.00 8438.18 37.00 9817.21 8.00 5399.37 12.00 4721.75 8.00 5994.38 

3 1 1 1 1 

3900-7980 0.00 41.80 7.89 14.33 2.78 14.56 0.00 24.52 0.00 22.77 0.00 16.50 

4800 37.00 11272.49 39.00 8695.06 37.00 9921.60 8.00 7562.24 13.00 5125.68 8.00 5774.18 

3 3 

3900-7980 2.78 17.06 5.41 19.37 2.78 17.10 0.00 9.77 8.33 29.46 0.00 18.96 

4800 37.00 10315.59 38.00 9335.90 37.00 9463.05 8.00 7292.23 12.00 4496.61 8.00 5504.05 

1 3 3 3 

3900-7980 2.78 16.06 5.56 23.77 2.78 15.17 0.00 16.83 0.00 18.59 0.00 19.20 

4800 37.30 10932.73 39.40 9442.22 37.30 10048.59 8.20 7636.27 12.50 4792.68 9.60 6619.23 

3900-7980 3.04 19.42 3.68 28.96 3.32 16.45 2.50 16.62 4.17 22.18 10.34 17.50 

4800 2.75 22.50 3.68 24.50 3.32 14.67 2.50 17.44 4.17 21.80 11.63 19.96 

3900-7980 36.20 9154.50 38.00 7321.68 36.10 8628.74 8.00 6547.87 12.00 3922.71 8.70 5633.28 

4800 36.30 8925.00 38.00 7584.00 36.10 8763.00 8.00 6502.00 12,00 3935.00 8.60 5518.00 

6000 36.50 8839.28 37.90 7447.09 36.00 8652.01 8.00 6437.68 12.00 3940.87 8.60 5511,22 

1020 36.30 8530.03 37.90 7148,27 36.00 8066.44 8.00 6209.94 12.00 3840,85 8.80 5243.06 

408 36.40 9225,95 37.90 7464.09 36,00 8836.49 8,00 6690.15 12.00 3984.57 8,90 5692.33 

474 36.40 8692.17 37.90 7230.48 36,00 8305.55 8,00 6382.63 12.00 3894.48 8.90 5407.87 
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Table C.lO: Comparison between the worst case performances of DACS 02 and other 

VRPTW algorithms, after three runs of 4800 seconds, on the problem group PG400. 

Plio. 

01 - Yorst 

Freq. 

% to Rvnsc [5J 

02 - ""orst 

Freq. 
% to RVIlSc [5J 

03 - 'Jorst 

Freq. 

% to RVNSc [51 

04 - 'Jorst 

Freq. 

% to RVNSc [5) 

05 - lJorst 

Freq. 

% to RVIiSc [5] 

06 - \Jorst 

Freq. 

% to RVllSc (5] 

07 - \/'orst 

Freq. 

% to RVNSc [5] 

08 - Vorst 

Fraq. 

% to RVNSc [5] 

09 - \Jorst 

Freq. 

% to RVllSc (5] 

10 - \Jorst 

Freq. 

% to RVlISc [5] 

DACS 02 - AVGs 

% to RVNSc [5J 

% to ES4C [2] 

RVt/Sc [5) 

ES4C [2] 

Le03 [33] 

AGES [48] 

MSLS1 [17] 

MSLS+TA1 [17] 

Tice(secs) 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

3900-7980 

4800 

6000 

1020 

4DB 

474 

R1 et 

IIV TO NV TO 

42.00 13556.08 40.00 7590.24 

10.53 22.30 0.00 6.13 

38.00 13074,85 42.00 13091.75 

1 1 

5.56 29.91 13.51 72.26 

38.00 10523.83 3B.00 13266.88 

1 

5.56 21.65 5.56 76.78 

37.00 9094.92 37.00 10101.35 

1 

2.78 18.44 2.76 38.43 

38.00 12360,98 41.00 8316.07 

1 

5.56 20.58 2.50 15.28 

38.00 11115.41 43.00 8798.84 

1 1 1 

5.56 18.51 7.50 23.00 

37.00 10524.87 41.00 8690.62 

3 1 2 

2.78 25.83 2.50 24.35 

35.00 11059.15 42.00 9173.21 

3 

0.00 45.11 10.53 24.29 

38.00 11148.77 39.00 10894.81 

5.56 15.77 5.41 49.57 

37.00 10595.88 38.00 12003.98 

1 

2.78 19.22 5.56 59.14 

37.90 11305.57 40.10 10212.78 

4.70 23.50 5.53 39.49 

4.41 26.67 5.53 34.66 

36.20 9154.50 38.00 7321.68 

36.30 8925.00 38.00 7584.00 

36.50 8839.28 37.90 7447,09 

35.30 8530.03 37.90 7148.27 

36.40 9225.95 37.90 7464.09 

36.40 8692.17 37.90 7230.48 

Ret 

NV TO 

40,00 9987.67 

8.11 10.50 

38.00 10183,16 

5.56 12.89 

37.00 10099.09 

2.78 22.40 

37.00 9141.58 

2.76 18.00 

38.00 10530.70 

3 

5.56 14.52 

39.00 10182.25 

1 1 

8.33 13.46 

38.00 10495.55 

5.56 19.24 

37.00 10468.23 

2.78 22.16 

37.00 10623.16 

2.78 25.38 

37.00 10224.52 

2.78 24.43 

37.80 10193.59 

4.71 18.14 

4.71 16.33 

36.10 8628.74 

35.10 8763.00 

36.00 8652.01 

36.00 8066.44 

36.00 8836.49 

36.00 8305.55 
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R2 

IIV 

10.00 

1 

25.00 

9.00 

12.50 

B.OO 

0.00 

8.00 

3 

0.00 

6.00 

0.00 

8.00 

0.00 

8.00 

3 

0.00 

8.00 

0.00 

8.00 

3 

0.00 

8.00 

0.00 

8.30 

3.75 

3.75 

8.00 

8,00 

8.00 

8.00 

8.00 

8.00 

TD 

10648.29 

9.39 

9715.24 

21.58 

7895,78 

26.18 

5972.67 

30.07 

9025.34 

20.96 

8128.77 

1 

24.41 

6926.74 

27.29 

5855.81 

35.06 

7784.55 

13.00 

7438.54 

19.18 

7939.27 

21.25 

22.11 

6547.87 

6502.00 

6437.68 

6209.94 

6690.15 

6382,63 

C2 

IIV 

12.00 

0.00 

13.00 

2 

8.33 

13.00 

3 

8.33 

13.00 

8.33 

13.00 

8.33 

13.00 

3 

8.33 

14.00 

16.67 

12.00 

0.00 

14.00 

16.67 

12.00 

0.00 

12.90 

7.50 

7.50 

12.00 

12.00 

12.00 

12.00 

12.00 

12.00 

TD 

4330.70 

5.21 

5773.11 

1 

44.83 

6280,77 

1 

60.07 

5212.78 

35.83 

4861.44 

23.20 

5504.01 

1 

41.57 

5004.91 

27.17 

5018.82 

1 

30.50 

5381.77 

35.93 

5002.57 

31.94 

5237.09 

33.51 

33.09 

3922.71 

3935,00 

3940.87 

3840.85 

3984.57 

3894.48 

RC2 

IIV 

14,00 

1 

27.27 

12.00 

20.00 

10.00 

1 

25.00 

8.00 

0.00 

12.00 

33.33 

11.00 

22.22 

10.00 

25.00 

9.00 

12.50 

8.00 

0.00 

8.00 

0.00 

10.20 

17.24 

18.60 

8.70 

8,60 

8.60 

8.80 

8.90 

8.90 

TD 

7883.97 

4.41 

8360.20 

31.51 

6342.79 

16.87 

5154.40 

36.73 

7411.89 

13.01 

7157.99 

1 

18.58 

6855.45 

1 

14.06 

5077 .79 

18.12 

5853.09 

20.58 

5572.88 

20.59 

6658.15 

18.37 

20.84 

5533.28 

5518,00 

5511.22 

5243.06 

5692.33 

5407,87 



Table C.11: Comparison between the average case performances of two different 

DACS systems that use sequential and parallel ants on the problem set Rl of the 

problem group PG1OO. 

Search 'Jay of ants Parallel Sequential 

PNo. (R1 set) Til!'.e(secs) NV TD NV TD 

01 - AVGs 1800 19.00 1668.79 19.00 1674.41 

SD, D.OO 21.83 0.00 17 .13 

% to Sequential DACS 02 1800 0.00 -0.34 0.00 0.00 

02 - AVGs 1800 18.00 1502.33 18.00 1503.22 

SD, 0.00 6.89 D.OO 4.19 
% to Sequential DACS 02 1800 0.00 -0.06 0.00 0.00 

03 - AVGs 1800 13.67 1260.65 14.00 1245.87 

SD, 0.58 33.94 0.00 12.11 

% to Sequential nACS 02 1800 -2.38 1.19 0.00 0.00 

04 - AVGs 1800 10.33 1020.51 10.33 1035.07 

SD, 0.58 11. 74 0.58 30.92 
% to Sequential DACS 02 1800 D.OO -1.41 D.DD D.OO 

05 - AVGs 1800 14.67 1427.37 14.67 1432.42 

SD, 0.58 16.64 0.58 27.29 

% to Sequential nACS 02 1800 D.OO -0.35 D.OO 0.00 

06 - AVGs 1800 13.00 1318.01 12.33 1286.83 

SD, 0.00 31.40 0.58 14.61 

% to Sequential DACS 02 1800 5.41 2.42 D.OO D.OO 

07 - AVGs 1800 11.67 1113.74 11.00 1136.64 

SD, 0.58 14.89 0.00 35.85 

% to Sequential DAGS 02 1800 6.06 -2.01 0.00 0.00 

08 - AVGs 1800 10.00 996.51 10.00 989.01 

SD, D.OO 24.89 0.00 20.82 

% to Sequential DAGS 02 1800 0.00 0.76 0.00 0.00 

D9 AVGs 1800 12.33 1232.43 12.33 1248.75 

SD, 0.58 32.70 0.58 21.76 

% to Sequential nAGS 02 1800 D.OO -1.31 D.DO D.on 

10 - AVGs 1800 11.67 1194.95 12.00 1138.78 

SD, 0.58 42.03 0.00 14.74 

% to Sequential nAGS 02 1800 -2.78 4.93 0.00 D.OO 

11 - AVGs 1800 12.00 1128.38 11.67 1151.24 

SD, 0.00 36.58 0.58 71.14 

% to Sequential DAGS 02 1800 2.86 -1.99 0.00 D.OO 

12 - AVGs 1800 10.33 1040.86 10.33 1019.61 

SD, 0.58 38.36 0.58 25.51 

% to Sequential nACS 02 1800 0.00 2.08 0.00 0.00 

AVGs 1800 13.06 1242.05 12.97 1238.49 

SD, 0.13 10.30 0.10 12.42 

% to Sequential DACS 02 1800 0.64 0.29 0.00 0.00 
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Table C.12: Comparison between the systems DACS 2.1 + SIl-Like 01 and DACS 

2.1 + NN on t he problem group PG100. 

Rl e l ReI R2 e2 Re2 

Tic.e(S8CS) NV TO NV TO IIV TO IIV TO IIV TO IIV TO 

V2.1+SILK - AVGs 100 13.47 1296 . 24 10.00 882.87 13.33 1488.72 3.18 1045.10 3.13614.193.75 1247 ,96 

SOs 0.25 23.28 0.00 19.00 0.26 28 . 18 0.00 9.39 0 . 00 12.36 0.00 11. 75 

% to V2.1+1I!1 100 0.41 -1.78 0.00 - 2.45 -0.93 -1.89 0.00 - 0.64 1. 35 0.87 1.12 -3.62 

V2.1+SILK - AVGs 300 13.11 1263.39 10.00 854.42 12.75 1445.16 3.18 1002.90 3.00 596.28 3.58 1202.28 

SOs 0.17 5.53 0.00 14 .40 0 . 22 4.99 0.00 1.21 0 . 00 7.84 0.07 3.58 

% to V2. 1+lm 300 -1.25 -0.51 0 . 00 -2.92 - 1.92 -0.94 1.94 -0.81 0.00 0.06 -1.15 1.40 

V2.1+SILK - AVGs 400 13.31 1247.91 10.00 857 . 57 13.00 1435 . 63 3 . 15 994.39 3.00 598.07 3.58 1191.22 

SOs 0.13 0.43 0.00 17 .29 0.13 6.11 0.05 9.07 0.00 7.53 0.07 3.05 

% to V2. H Ull 400 1.27 -2.81 0.00 -1.07 0.00 -2.29 -0.95 -0 . 51 0.00 1.18 0.00 1.08 

V2.1+SILK - AVGs 600 13. 17 1252,14 10,00856 . 12 12.83 1423.90 3.12 979.46 3,00 591.31 3.50 1202.40 

so. 0.22 15.32 0.00 4.29 0.14 6.37 0,05 5.19 0 , 00 0 . 75 0.00 36.62 

% to V2.1HlN 600 - 0.21 -1.74 0.00 0. 12 -0,65 -1.57 -0.96 -0.94 0,00 0 . 15 - 3.45 2.65 

V2.1 +SILK - AVGs 1200 13.06 1240.21 10.00 849 . 48 12.75 1418 . 69 3.12 978.85 3.00 591.29 3.50 1166 .56 

SOs 0.24 2.32 0.00 9.67 0.13 4.94 0.10 6.35 0.00 0.77 0 .13 10.69 

% to V2 . 1+WI 1200 -0.63 - 0.67 0.00 -1.71 -0.33 - 1. 30 1.98 0.31 0.00 0.03 1.20 - 0.57 

V2.1+SILK - AVGs 1800 13.03 1233.76 10.00 851.47 12.75 1407 . 95 3 .18 965 . 32 3.00 592.38 3,50 1152.25 

SOs 0,05 3 . 85 0,00 6.76 0.00 4.79 0.00 5.15 0.00 4.01 0. 13 17.44 
% to V2.1 +1m 1800 0.00 -1. 87 0,00 - 0.03 0.99 -1.22 2.94 - 0.58 0.00 - 0.38 -2. 33 0.24 

V2.1+NIl - AVGs 100 13.42 1318.68 10.00 905.05 13.46 1517 .45 3.18 1051.87 3.08 608.91 3.71 1294 . 87 

SOs 0.00 18.37 0 . 00 12.11 0.07 34.57 0.00 7.38 0.07 7.60 0.14 60.86 

V2.1+1111 - AVGs 300 13.33 1269 .82 10,00 880 .15 13 . 00 1458 . 89 3.12 1011. 13 3.00 595.94 3.63 1185.68 

SOs 0.00 5.22 0.00 23.42 0,22 20.60 0.05 9.30 0.00 4.53 0 , 13 12.44 

V2.1+1W - AVGs 400 13.14 1283,97 10.00 866.85 13.00 1469.34 3.18 999.47 3.00 591.11 3.58 1178.47 
SOs 0. 13 14.52 0.00 4.54 0.33 13.83 0.00 7 . 18 0.00 1. 38 0.07 6.07 

V2.1+11N - AVGs 600 13.19 1274.35 10.00 855 .12 12.92 1446.54 3.15 988.78 3.00 590.40 3 . 63 1171.39 

SOs 0.05 27.75 0.00 9.26 0.07 26.48 0.05 15.66 0.00 0.21 0 . 00 8,81 

V2.1+NlI - AVGs 1200 13,14 1248.54 10.00 864.26 12.79 1437 . 36 3,06 975.86 3 . 00 591.14 3.46 1173.25 

SOs 0.13 6.23 0.00 10.92 0.19 36.1 1 0.10 5.23 0.00 1.50 0.07 10.97 

V2.1+11N - AVGs 1800 13.03 1257.25 10.00 851.70 12.63 1425.31 3.09 970.99 3.00 594.66 3.58 1149 . 45 
SOs 0.10 28 . 33 0.00 14.05 0.25 17 .64 0.09 10.26 0.00 7 .30 0.07 8.56 
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Table C.13: Comparison between the average case performances of t he algorithms 

DACS 2.1 + SIl-Like 01 and DACS 2.1 + NN, after t hree runs of 1800 seconds, on 

the problem group PGI00. 

Pile. 

01 - AVGs 

SO s 

% to V2.1+ml 

02 - AVGs 

SOs 

% to V2.1+1m 

03 - AVGs 

SOs 

% to V2 . 1+NN 

04 - AVGs 

SOs 

% to V2.1+1nl 

05 - AVGs 

SOs 

% to V2.1-+1m 

06 - AVGs 

SOs 

% to V2.1+1111 

07 - AVGs 

SOs 

% to V2.1+1111 

08 - AVGs 

SOs 

% t o V2.1-+11N 

09 - AVGs 

SO, 

% to V2.1-+1Il1 

10 - AVGs 

SOs 

% to V2.1+NN 

11 - AVGs 

SOs 

% to V2.1+NN 

12 - AVGs 

SOs 

% to V2 . 1+NN 

V2.1+SILK -AVGs 

SOs 

% to V2.1+Nll 

Tioe(secs, ) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

Rl Cl RCI R2 

NV TO UV TO !IV TO NV 

19.67 1662.82 10 . 00 828.94 15.00 1694.65 4.00 

0.58 14.24 0.00 0.00 0.00 2.41 0.00 

1. 72 - 1.73 0.00 0.00 -2.17 -1.53 0.00 

18.00 1493.45 10. 00 886.25 14.00 1518.98 4.00 

0.00 11.54 0.00 58.37 0.00 6.24 0.00 

1.89 - 0.26 0 . 00 3.78 0.00 0.17 9.09 

14.00 1250.36 10.00 936.29 12.00 1336.39 3.00 

0.00 12 . 50 0.00 89.07 0.00 20.19 0.00 

0 . 00 - 1.64 0.00 3.78 2.86 - 1.15 0.00 

10.67 1012.05 10.00 867 . 08 11.00 1210. 82 3.00 

0 . 58 22.81 0.00 12.95 0.00 18.44 0.00 

0 . 00 -1. 47 0.00 2.49 0.00 0 . 88 0.00 

14.33 1402.63 10.00 828.94 15.00 1619.44 3.00 

0.58 9.18 0.00 0.00 1.00 20.82 0.00 

- 2.27 -1.92 0.00 0 . 00 2.27 1.57 0.00 

12.33 1306.16 10.00 828.94 12.67 1425.65 3.00 

0.58 14.86 0 . 00 0.00 0.58 6.62 0 . 00 

-5.13 0.61 0.00 0.00 5.56 -2 . 52 0 . 00 

11.00 1165.51 10.00 828.94 11.33 1274.29 3.00 

0.00 38.65 0.00 0 . 00 0.58 44.17 0.00 

-2 .94 -1.99 0.00 -2.72 0.00 -6.42 0.00 

10.00 993.61 10.00 828.94 11.00 1183.36 3 . 00 

0.00 31.30 0.00 0 . 00 0.00 45.15 0.00 

0 . 00 -1.36 0.00 - 7. 21 0.00 -0. 9 1 28.57 

12.33 1249.64 

0.58 22.40 

0.00 3.05 

11.67 1131.34 

0.58 30.90 

0.00 - 13.84 

11.67 1123.22 

0.58 36.40 
0.00 -0.93 

10.67 

0.58 

6 . 67 

1014.31 

38. 47 

-0.08 

10.00 828 . 94 

0.00 0.00 

0.00 -0.22 

3 . 00 

0.00 

0.00 

3.00 

0.00 

0 . 00 

3.00 

0.00 

0.00 

13.03 1233.76 10.00 851.47 12.75 1407 . 95 3.18 

0.05 3.85 0.00 6 . 76 0.00 4.79 0.00 

0.00 - 1.87 0.00 - 0.03 0.99 - 1.22 2.94 
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C2 RC2 

TO IIV TD NV TO 

1305.75 3.00 591.56 4.00 1497.85 

28.81 0.00 0.00 0.00 24.32 

- 1.00 0.00 0.00 0.00 -1.08 

1121.34 3.00 591.56 4.00 1214.30 

23.44 0.00 0.00 0.00 28. 11 

-4 . 51 0.00 0.00 0.00 2.11 

977 . 09 3.00 591.17 3.00 1123.39 

13.89 0.00 0.00 0.00 22.34 

0.36 0.00 0 . 00 0.00 0.21 

785.48 3.00 610.74 3.00 860 . 08 

19.48 0.00 32.05 0.00 22.11 

-0.08 0 . 00 - 2.90 0.00 0.57 

1072.20 3 . 00 588.88 4.00 1376.44 

32 . 28 0 . 00 0.00 0.00 16.58 

-3.18 0.00 0.00 0.00 - 2.25 

953.94 3.00 588.49 3.33 1205.44 

11. 05 0.00 0.00 0.58 77.40 

1.22 0.00 0.00 - 16.67 4.84 

850 . 71 3 . 00 588.29 3.67 1058.22 

17.69 0.00 0.00 0.58 48.61 

-0.92 0.00 0.00 0.00 -1.55 

740.73 3.00 588.32 3.00 882.27 

9.22 0.00 0.00 0.00 43.93 

-2.93 0.00 0.00 0 . 00 -0.10 

1005.33 

34.57 

2.90 

978.39 

18.35 

0.72 

827.51 

20.59 

2.43 

965.32 

5.15 

-0.58 

3.00 592.38 3.50 

0.00 4.01 0.13 

0.00 -0.38 -2.33 

1152.25 

17.44 

0.24 



Table C.14: The average case performance of the algorithm DACS 2.1 + NN, after 

three runs of 1800 seconds, on the problem group PG 100. 

PUo. 

01 - AVGs 

SOs 

02 - AVGs 

SOs 

03 - AVGs 

SOs 

04 - AVGs 

SOs 

05 AVGs 

SOs 

06 - AVGs 

SOs 

07 - AVGs 

SOs 

08 - AVGs 

SOs 

09 - AVGs 

SOs 

10 - AVGs 

SOs 

11 - AVGs 

SOs 

12 - AVGs 

SOs 

V2.1+NU - AVGs 

SOs 

Ti!!le(secs) 

1800 

1800 

18DO 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

R1 C1 RC1 R2 C2 RC2 

NV TO NY TO NV TO NV TO NY TO NV TO 

19.33 1692.07 10.00 828.94 15.33 1721.04 4.00 1318.94 3.00 591.56 4.00 1514.18 

0.58 21.00 0.00 0.00 0.58 21.53 0.00 28.74 0.00 0.00 0.00 30.05 

17.67 1497.40 10.00 853.93 14.00 1516.35 3.67 1174.35 3.00 591.56 4.00 1189.24 

0.58 10.43 0.00 43.29 0.00 13.08 0.58 74.19 0.00 0.00 0.00 17.03 

14.00 1271.19 10.00 902.22 11.67 1351.94 3.00 973.63 3.00 591.17 3.00 1121.04 

0.00 24.01 0.00 20.95 0.58 32.00 0.00 19.01 0.00 0.00 0.00 6.13 

10.67 1027.13 10.00 846.02 11.00 1200.28 3.00 786.14 3.00 628.97 3.00 855.18 

0.58 16.40 0.00 7.40 0.00 20.53 0.00 4.34 0.00 58.44 0.00 20.99 

14.67 

0.58 

13.00 

0.00 

11.33 

0.58 

10.00 

0.00 

12.33 

0.58 

11.67 

0.58 

11.67 

0.58 

10.00 

0.00 

13.03 

0.10 

1430.05 

23.44 

10.00 

0.00 

1298.22 10.00 

18.29 0.00 

1189.12 10.00 

78.46 0.00 

1007.27 10.00 

15.04 0.00 

1212.70 

31.73 

1313.00 

261.28 

1133.78 

39.77 

1015.08 

27.14 

10.00 

0.00 

828.94 

0.00 

14.67 

0.58 

1594.41 

29.26 

3.00 

0.00 

828.94 12.00 1462.55 3.00 

0.00 0.00 63.84 0.00 

852.11 11.33 1361.65 3.00 

20.07 0.58 61.91 0.00 

893.40 11.00 1194.25 2.33 

82.15 0.00 28.48 0.58 

830.75 

3.14 

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

1257.25 

28.33 

10.00 851.70 12.63 1425.31 

17.64 

3.09 

0.09 0.00 14.05 0.25 
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1107.36 

19.91 

942.44 

20.39 

858.65 

16.58 

763.07 

13.29 

977 .03 

31.18 

971.37 

9.33 

807.86 

21.87 

970.99 

10.26 

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

588.88 4.00 

0.00 0.00 

1408.10 

5.82 

588.49 4.00 1149.78 

0.00 0.00 16.42 

588.29 3.67 1074.92 

0.00 0.58 49.07 

588.32 3.00 883.20 

0.00 0.00 9.41 

594.66 3.58 

7.30 0.07 

1149.45 

8.56 



Table C.15: Comparison between the average case performances of two different 

DACS systems, after three runs of 1800 seconds, on the problem set R1 of the 

problem group PG100. 

Candidate Distance Time 

lists Oriented Oriented 

PHo. (Rl set) Tine(secs) 1/V TO 1/V TO 

01 - AVGs 1800 19.00 1680.86 19.33 1671.68 

SDs 0.00 24.40 0.58 8.86 

% to Time Oriented nACS 2.1 1800 -1.72 0.55 0.00 0.00 

02 - AVGs 1800 18.00 1474.49 17.67 1486.83 

SDs 0.00 1.08 0.58 7,96 

% to Time Oriented nACs 2.1 1800 1.89 -0.B3 0.00 0.00 

03 - AVGs 1800 14.00 1223.37 13.67 1280.59 

SDs 0.00 7.21 0.58 69.01 

% to Tice Oriented DACS 2.1 1800 2.44 -4.47 0.00 0.00 

04 - AVGs 1800 10.00 1002.05 10.00 1013.17 

SDs 0.00 15.03 0.00 16.96 

% to Tine Oriented DACS 2.1 1800 0.00 -1.10 0.00 0.00 

05 - AVGs 1800 14.33 1407.01 14.00 1437.32 

SDs 0.58 6.28 0.00 2B.17 

% to Time Oriented nACS 2.1 1800 2.38 -2.11 0.00 0.00 

06 - AVGs 1800 12.33 1316.37 12.67 1274.19 

SDs 0.58 34.03 0.58 6.98 

% to Time Oriented OACS 2.1 1800 -2.63 3.31 0.00 0.00 

07 - AVGs 1800 11.00 1089.83 11.00 1089.97 

SDs 0.00 15.00 0.00 9.28 

% to Time Oriented nACS 2.1 1800 0.00 -0.01 0.00 0.00 

08 - AVGs 1800 10.00 965.64 10.00 970.07 

SDs 0.00 10.84 0.00 10.08 

% to Time Oriented DACS 2.1 1800 0.00 -0.46 0.00 0.00 

09 - AVGs 1800 12.67 1208.42 12.00 1218.77 

SDs 0.58 46.53 0.00 22.85 

% to Time Oriented DACS 2.1 1800 5.56 -0.85 0.00 0.00 

10 - AVGs 1800 11.33 1133.74 11.67 1109.27 

SDs 0.58 51.26 0.58 13.81 

% to Tice Oriented DACS 2.1 1800 -2.86 2.21 0.00 0.00 

11 - AVGs 1800 11.00 1103.17 11.00 1127.13 

SDs 0.00 14.78 0.00 35.08 

% to Tice Oriented DACS 2.1 1800 0.00 -2.13 0.00 D.OO 

12 - AVGs 1800 10.00 1002.34 10.00 984.30 

SDs 0.00 30.49 0.00 11.39 

% to Tice Oriented DACS 2.1 1800 0.00 1.83 0.00 0.00 

DACS 02 - AVGs 1800 12.81 1217.27 12.75 1221.94 

SDs 0.10 12.83 0.08 5.85 

% to Time Oriented DACS 2.1 1800 0.44 -0.38 0.00 0.00 
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Table C.16: Comparison between the average case performances of three different 

DACS systems, after three runs of 1800 seconds, on the problem set R1 of the 

problem group PG100. 
~-----------.------.--------.---------.--------, 

Pheromone updating 

of the other colony 

Local search 

noves near depot 

PNo. (Rl set) 

01 AVGs 

SDs 

Tice (secs.) 

1800 

% to Sequential DACS 02 1800 

02 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

03 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

04 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

05 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

06 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

07 - AVGs 1800 

SDs 

% to Sequential nACs 02 1800 

08 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

09 - AVGs 1800 

SDs 

% to Sequential DACS 02 1800 

10 - AVGs 1800 

SDs 

% to Sequential nACS 02 1800 

11 - AVGs 1800 

SDs 

% to Sequential nACs 02 1800 

12 AVGs 1800 

SDs 

% to Sequential nACS 02 1800 

nACS 01 - AVGs 1800 

SDs 

% to Sequential nACS 02 1800 

Yes No No 

No Yes No 

NV TO NV TO NV TO 

19.67 1679.50 19.67 1658.97 19.00 1674.41 

0.58 9.75 0.58 5.62 0.00 17.13 

3.51 0.30 3.51 -0.92 0.00 0.00 

17.33 1508.51 18.33 1481.82 18.00 1503.22 

0.58 4.93 0.58 7.00 0.00 4.19 

-3.70 0.35 1.85 -1.42 0.00 0.00 

14.00 1261.64 14.00 1229.43 14.00 1245.87 

0.00 7.20 0.00 9.36 0.00 12.11 

0.00 1.27 0.00 -1.32 0.00 0.00 

10.67 1006.10 10.67 1029.70 10.33 1035.07 

0.58 15.57 0.58 41.69 0.58 30.92 

3.23 -2.80 3.23 -0.52 0.00 0.00 

14.67 1438.51 14.33 1421.98 14.67 1432.42 

0.58 28.56 0.58 3.35 0.58 27.29 

0.00 0.42 -2.27 -0.73 0.00 0.00 

12.67 1302.95 13.00 1280.51 12.33 1286.83 

0.58 4.05 0.00 10.39 0.58 14.61 

2.70 1.25 5.41 -0.49 0.00 0.00 

11.33 1114.87 11.00 1095.41 11.00 1136.64 

0.58 15.42 0.00 8.80 0.00 35.85 

3.03 -1.92 0.00 -3.63 0.00 0.00 

10.00 999.71 10.00 986.65 10.00 989.01 

0.00 10.69 0.00 13.78 0.00 20.82 

0.00 1.08 0.00 -0.24 0.00 0.00 

12.00 1211.48 12.00 1198.11 12.33 1248.75 

0.00 21.29 0.00 25.52 0.58 21.76 

-2.70 -2.98 -2.70 -4.06 0.00 0.00 

11.67 1154.67 12.00 1102.29 12.00 1138.78 

0.58 17.09 0.00 7.14 0.00 14.74 

-2.78 1.40 0.00 -3.20 0.00 0.00 

11.00 1127.70 11.00 1089.29 11.67 1151.24 

0.00 8.38 0.00 14.90 0.58 71.14 

-5.71 -2.05 -5.71 -5.38 0.00 0.00 

10.00 990.30 10.33 976.36 10.33 1019.61 

0.00 16.00 0.58 12.78 0.58 25.51 

-3.23 -2.87 0.00 -4.24 0.00 0.00 

12.92 1232.99 13.03 1212.54 12.97 1238.49 

0.08 3.48 0.05 6.35 0.10 12.42 

-0.43 -0.44 0.43 -2.09 0.00 0.00 
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Appendix D 

Tables of results related to the 

system DACS 03 

This section mentions in Tables D.1 to D.6 information about the experiments done 

to the system DACS 03, which uses the push-forward and push-backward strategy 

PFPBS as in Section 4.7.1. All tables, collectively, represent the best and worst 

case performances of DACS 03, on the problem groups PG100, PG200 and PG400 

in Section 2.2, after thirty or three runs of 1800, 2400 or 4800 seconds. 
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Table D.1: Comparison between the best case performances of DACS 03 and other 

VRPTW algorithms, after thirty runs of 1800 seconds, on the problem group PG100. 

PUo. 

01 - Best 

Freq. 

% to OACS 02 

02 Best 

Freq. 

% to nACS 02 

03 - Best 

Freq. 

% to OACS 02 

04 - Best 

Freq. 

% to DACS 02 

05 - Best 

Freq. 

% to DACS 02 

06 - Best 

Freq. 

% to DACS 02 

07 - Best 

Freq. 

% to DACS 02 

08 - Best 

Freq. 

% to DACS 02 

09 - Best 

Freq. 

% to DACS 02 

10 - Best 

Freq, 

% to DACS 02 

11 - Best 

Freq. 

% to DACS 02 

12 - Best 

Freq. 

% to DACS 02 

DACS 03 - AVGs 

% to DACS 02 

% to SA+LNS [29] 

DACS 02 - AVGs 

SA+LUS [29] - AVGs 

HGA (28J - AVGs 

HGA+TA [28J - AVGs 

LS [28] - AVGs 

LS+1A [28]- AVGs 

Tine(SBCS.) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

7200 

1800 

2094 

126 

156 

R1 C1 RCl R2 C2 RC2 

NV TD NV TD NV 1D llV 10 tlV TD IIV 1D 

19.00 1656.88 10,00 828.94 14.00 1747.00 4.00 1257.39 3.00 591.56 4.00 1413.52 

30 30 30 30 1 30 30 SO 1 

0.00 -1.99 0.00 0.00 -6.67 2.80 0.00 -1.13 0.00 0.00 0.00 -4.95 

17.00 1489.81 10.00 828.94 13.00 1485.70 3.00 1191.70 3.00 591.56 4.00 1161.29 

24 30 24 30 19 30 30 30 

0,00 -0.61 0.00 0.00 0.00 -2.30 -25.00 7.81 0,00 0.00 0.00 -2.82 

13.00 1297.67 10.00 828.06 11.00 1268.40 3.00 952.04 3.00 591.17 3.00 1076.25 

15 1 30 23 19 30 1 30 19 30 

-7.14 5.60 0.00 -1.34 0.00 -7.19 0.00 -4.76 0,00 0,00 0.00 -3.58 

10,00 991.05 10.00 824.78 10.00 1140.87 3.00 753.85 3.00 590.60 3,00 801.91 

25 30 28 14 30 30 30 

-9.09 -2.00 0,00 0,00 -9.09 -2.96 0.00 -7.30 0.00 -0.56 0.00 -7,08 

14.00 1407,85 10,00 828.94 14.00 1552.98 3.00 1029.16 3.00 588.88 4,00 1324.89 

29 1 30 29 18 1 30 30 30 30 1 

0.00 -3,61 0.00 0.00 0.00 -4,71 0.00 -1.35 0.00 0,00 0.00 -1.41 

12,00 1261.78 10,00 828.94 12.00 1399.49 3.00 913.91 3.00 588,49 3.00 1182.42 

24 1 30 30 29 1 30 30 30 27 

-7.69 -2.51 0,00 0,00 0.00 -8.86 0,00 -5,84 0.00 0.00 0,00 -3,70 

10.00 1131.90 10.00 828,94 11.00 1236.47 3.00 815,94 3,00 588.29 3.00 1088,20 

30 28 24 2 30 30 29 29 

-9,09 2.68 0.00 0.00 -8.33 -0,76 0,00 -9.74 0,00 0,00 -25.00 4.48 

10.00 942,78 10.00 828.94 10,00 1142.55 2.00 729,17 3,00 588.32 3.00 846,83 

30 1 30 26 1 28 30 30 30 

0.00 -1.92 0.00 0,00 -9.09 -0.64 -33.33 -1.31 0,00 0.00 0.00 -0,37 

12,00 1159.29 10.00 828.94 

30 30 30 

0.00 -1.41 0.00 0,00 

10.00 1179,74 

-9,09 5,25 

11.00 1069,58 

29 1 

0.00 -5.40 

10.00 959.60 

30 

0.00 -1.64 -

3.00 

30 

0,00 

3,00 

30 

0.00 

3,00 

30 

0.00 

12.33 1212.33 10,00 828.38 11.88 1371.68 3.00 

-3.27 -0.70 0,00 -0,15 -4.04 -3.09 -5.71 

1.34 0,71 0.00 0.00 2.11 -0,53 9.89 

12,75 1220.90 10.00 829.63 12,38 1415.45 3.18 

12,17 1203,84 10.00 828.38 11.63 1379.03 2,73 

11.92 1213.25 10.00 828.38 11.50 1384.22 2.73 

12.17 1230.22 10.00 828.48 11.75 1397.63 2.73 

12.17 1208.57 10.00 828.38 11.75 1372.93 2.73 

12.00 1235,22 10.00 828.38 11.50 1413,50 2.73 

12.00 1220,20 10.00 828.38 11.50 1398.76 2.73 

285 

926.48 

-3.07 

949,37 

1 

-4.70 

778.91 

-7,59 

936.17 3.00 589.86 3.38 

-3,23 0.00 -0.07 -3.57 

-4.50 0.00 0,00 3.85 

967.41 3,00 590,28 3.50 

980.31 3.00 589.86 3,25 

966.37 3.00 589.86 3.25 

1009.53 3.00 589.93 3.25 

971.44 3.00 589.86 3.25 

979.88 3.00 589.93 3,25 

970.38 3.00 589.86 3,25 

1111.91 

-2,51 

-4.06 

1140.58 

1158.91 

1141.24 

1230.20 

1154.04 

1152.37 

1139.37 



Table D.2: Comparison between the worst case performances of DACS 03 and other 

VRPTW algorithms, after thirty runs of 1800 seconds, on the problem group PG100. 

PNo. 

01 'Jorat 

Freq. 

% to OACS 02 

02 - 'Worst 

Freq, 

% to DACS 02 

03 - \lorst 

Freq. 

% to OACS 02 

04 - Vorst 

Freq. 

% to DACS 02 

05 - Vorst 

Freq. 

% to DAGS 02 

06 - Yorst 

Freq. 

% to DAGS 02 

07 - Yorst 

Freq. 

% to DACS 02 

08 - Vorst 

Freq. 

% to DACS 02 

09 - Vorst 

Freq. 

% to DACS 02 

10 - Yorst 

Freq. 

% to DACS 02 

11 - Yorst 

Freq. 

% to DACS 02 

12 - \i'orst 

Freq. 

% to DACS 02 

DACS 03 AVGs 

% to ,DACS 02 

% to SA+LNS [29) 

DACS 02 - AVGa 

SA+LNS [29] AVGs 

HGA (28] - AVGs 

HGA+TA [28J - AVGs 

L5 [28] - AVGs 

LS+TA [28] - AVGs 

Tlee(eec6.) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

7200 

1800 

2094 

126 

156 

R1 C1 RCl R2 C2 RC2 

JlV Tn }lV TO UV TO llV TO NV TD NV TO 

19.00 1728.67 10.00 828.94 15.00 1778.75 4.00 1335.31 3.00 591.56 4.00 1568.59 

30 30 30 29 30 30 30 30 

-5.00 4.02 0,00 0.00 -6.25 6.08 0.00 1.39 0.00 0.00 0.00 3.45 

18.00 1479.22 10.00 886.84 13.00 1559.26 4.00 1123.55 3.00 591.55 4.00 1272.76 

8 30 30 11 1 30 30 30 1 

0.00 -0.35 0.00 6.98 -7.14 2.80 0.00 -1.92 0.00 0.00 0.00 2.20 

14.00 1237.92 10,00 859.37 12.00 1345.32 3.00 1003.94 3.00 600.54 3.00 1223.02 

15 30 11 30 30 30 

0,00 -0.28 0.00 -4.20 0.00 0.53 0.00 -1.50 0.00 1.58 0.00 6.94 

11.00 1015.02 10.00 828.07 11.00 1178.03 3.00 792.81 3.00 680.09 3.00 858.91 

30 16 30 1 30 30 1 

0.00 -1.06 0.00 -4.30 0.00 -1.21 0.00 -5.17 0.00 10.86 0,00 -1.30 

15.00 14.52.85 10.00 862.37 15.00 1600.85 3.00 1131.53 3.00 588.88 4.00 1454.38 

1 30 12 1 30 30 30 30 

0.00 1.72 0.00 4.03 0.00 0.30 0.00 4.52 0,00 0.00 0.00 4.89 

13.00 1297.96 10.00 828.94 13.00 1400.52 3.00 975.66 3.00 588.49 4,00 1119.30 

30 30 1 30 30 30 

0.00 -2.80 0.00 0.00 0.00 -1.89 0,00 -3.61 0.00 0.00 0.00 -1.60 

11.00 1144,73 10.00 863.70 12.00 1274.69 3,00 865.07 3.00 591.73 4.00 1005.10 

29 30 30 30 1 1 

-8.33 0.88 0.00 4.19 0.00 -1.85 0.00 -7.22 0.00 0.00 0.00 -8.40 

10,00 987.60 10.00 915.91 11.00 1172.76 3.00 733.77 3.00 588.32 3.00 947.50 

30 30 1 25 1 30 30 30 

0.00 -0.21 0.00 10.49 0.00 -0.58 0.00 -6.73 0.00 0.00 0,00 0.85 

12.00 1241.94 10.00 

30 30 

0.00 -1.10 0.00 

12.00 1113.81 

0.00 0.54 

12.00 1105.63 

1 

0.00 -0.92 

10.00 

30 

-9.09 

13.08 

-1.88 

4.00 

13.33 

1033,13 

1 

3.70 

1236.54 10.00 

0.41 0.00 

2.85 0.00 

1231.44 10.00 

828.94 

30 

0.00 

-

855.90 12.75 1415.02 

1.83 -1.92 0.75 

3.32 7.32 2.97 

840.54 13.00 1404.47 

3.00 989.84 

30 1 

0.00 -1.61 

3.00 

30 

0.00 

1031.71 

1.49 

3.00 830.34 

30 

0.00 -4.04 

-

-

3.18 983.05 3.00 602.65 3.63 1181.20 

0.00 -1.88 0.00 1.60 0.00 1.21 

2.97 -0.11 0.00 -8.51 7.25 -0.45 

3.18 1001.84 3.00 593.15 3.63 1167.07 

12.58 

12,17 

1202.25 10.00 828.38 11.88 1374.21 3.09 984,16 3.00 658.72 3.38 1186.57 

1209.12 10.00 828.38 12.00 1358.73 2.73 1002.90 3.00 599.82 3.38 1152.74 

12.17 1254.11 

12.17 1230.54 

12.17 1253.04 

12.17 1224.70 

10.00 

10.00 

10.00 

10.00 

828.97 

828.38 

828.38 

828.38 

12.00 

12.00 

11.63 

11.63 

286 

1424.60 2.73 1041.24 3.00 606,98 3.25 

1386.22 2.73 997.85 3.00 589.86 3.25 

1441.28 2.73 1013.22 3.00 590.30 3.25 

1418.72 2.73 990.08 3,00 589.86 3.25 

1291.51 

1203.97 

1186.98 

1159.81 



Table D.3: Comparison between the best case performances of DACS 03 and other 

VRPTW algorithms, after three runs of 2400 seconds, on the problem group PG200. 

PUo. 

01 - Best 

Freq. 

% to DACS 02 

02 - Best 

Freq. 

% to DACS 02 

03 - Best 

Freq. 

% to DACS 02 

04 - Best 

Freq. 

% to nACS 02 

05 - Beat 

Freq. 

% to OACS 02 

06 - Beat 

Freq. 

% to OACS 02 

07 - Beat 

Freq. 

% to DACS 02 

08 - Beat 

Fraq. 

% to OACS 02 

09 - Best 

Freq. 

% to DACS 02 

10 - Best 

Freq. 

% to OACS 02 

OACS 03 - AVGs 

% to DAGS 02 

% to RVNSc [5] 

% to ES4C [2) 

OACS 02 - AVGs 

RVIiSc [5J 

ES4C [2] 

Le03 [33) 

AGES (48] 

MSLSl [17] 

MSLS+TA1 [17] 

Tica(seCB.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720-1680 

2400 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

R1 

NV TO 

20.00 5328.26 

1 

0.00 -6.18 

18.00 4593.97 

2 

-5.26 5.34 

18.00 3786.85 

-5.26 -0.78 

18.00 3286.51 

3 1 

0.00 -13.95 

18.00 4769.84 

2 

-5.26 6.24 

18.00 4022.23 

3 1 

0.00 -9.45 

18.00 3495.89 

1 

0.00 -16.57 

18.00 3215.95 

1 

0,00 -9.82 

18.00 4460.35 

3 

-5.26 2.58 

18.00 3637.88 

1 

0.00 -11.41 

18.20 4059,77 

-2.15 -5.19 

0.55 6.24 

0.00 9.58 

18.60 4281.91 

18.10 3821.43 

18.20 3705.00 

18.20 3676.95 

18.20 3618.68 

18.20 3884.95 

18,20 3718.30 

e1 Re1 R2 e2 

NV TO lIV TO NV TO NV 

20.00 2704.57 19.00 3676.05 5.00 4218.91 5.00 

3 1 

0.00 0.00 0.00 -6.23 0.00 -0.72 0.00 

18.00 3037.62 18.00 3696.25 4.00 3727.02 6.00 

1 1 1 

-5.26 -14.15 -5.26 3.11 -20.00 1.64 0.00 

18.00 2929.80 18.00 3603.68 4.00 3025.85 6.00 

3 1 

-5.26 -11.82 0,00 -15.89 0.00 -5.47 0.00 

18.00 2809.67 18.00 3251.33 4.00 2117.85 6.00 

1 1 

-5.26 -3.91 0.00 -10.75 0.00 -7.60 -14.29 

20.00 2702.05 19.00 3491.33 4.00 3690.71 6.00 

3 3 1 

0.00 -1.32 0.00 -5.75 0.00 0.00 0.00 

20.00 2701.04 18.00 4244.07 4.00 3080.34 6.00 

1 

0.00 0.00 -5.26 12.82 0.00 -5.47 0.00 

20.00 2701.04 18.00 3969.75 4.00 2658.60 6.00 

3 

0.00 -1.72 -5.26 8.82 0.00 -2.73 0.00 

20.00 2695.81 18.00 3709.87 4.00 2044.06 6.00 

1 3 1 1 

0.00 -3.43 -5.26 6.85 0.00 -8.76 0.00 

19.00 2708.67 18.00 3558.28 4.00 3203.21 6.00 

3 3 1 

0.00 -5.48 0.00 -19.37 0.00 -4.78 0.00 

18.00 2885.76 18.00 3466.72 4.00 2768.78 6.00 

1 3 1 

0.00 -12.93 0.00 -14.41 0.00 -7.43 0.00 

19.10 2787.60 18.20 3666,73 4.10 3053.53 6.00 

-1.55 -5,98 -2.15 -4.72 -2.38 -3.64 -1.64 

1.06 0.32 1.11 4.52 2.50 0.27 0,00 

1.06 0,20 1.11 3.14 2.50 -0.05 0,00 

19.40 2964,86 18,60 3848,24 4.20 3168.75 6.10 

18.90 2778.80 18.00 3508.07 4.00 3045.29 6.00 

18.90 2782.00 18,00 3555.00 4.00 3055.00 6.00 

18,90 2743.66 18.00 3449,71 4.00 2986.01 6.00 

18.80 2717.21 18.00 3221.34 4.00 2942,92 6.00 

18.90 2791.15 18,00 3543,36 4.00 3081.61 6.00 

18.90 2749.83 18,00 3329,62 4.00 3014.28 6.00 

287 

Re2 

TO NV 

1931.4.4 6.00 

2 

-1.25 -14.29 

1863.16 5.00 

1 

-2.33 0,00 

1838.66 4.00 

1 

-13.71 -20.00 

1863.32 4.00 

1 

-2.97 0.00 

1883.55 5.00 

2 

-0.63 0.00 

1871.24 5.00 

1 

-7.28 0.00 

1901.87 4.00 

-1.53 0.00 

1855.26 4.00 

1 3 

-2.54 0.00 

1860.31 4.00 

1 

-3.91 0.00 

1838.46 4.00 

1 

-9.40 0.00 

1870.73 4.50 

-4.69 -4.26 

1.54 2,27 

1.34 4.65 

1962.88 4.70 

1842.43 4.40 

1846.00 4.30 

1836.10 4.30 

1833.57 4.40 

1860.71 4.40 

1842.65 4.40 

TO 

3227.82 

-4..51 

2948.93 

1 

-7.63 

2715.43 

1.95 

2204.79 

-11.64 

2859.71 

1 

-8.25 

2835.96 

1 

-5.15 

3032.46 

-1.49 

2518.26 

-4.54 

2373.23 

-3.55 

2263.50 

-2.33 

2698.01 

-4.77 

2.65 

0.86 

2833.28 

2628.36 

2675.00 

2613.75 

2519.79 

2672.01 

2585,89 



Table D.4: Comparison between the worst case performances of DACS 03 and other 

VRPTW algorithms, after three runs of 2400 seconds, on the problem group PG200. 

PUo. 

01 - Worst 

Freq. 

% to DACS 02 

02 - \o'orat 

Freq. 

% to DACS 02 

03 - Worst 

Freq. 
% to DACS 02 

04 - 'Worst 

Freq. 

% to DACS 02 

05 - Worst 

Freq. 

% to DACS 02 

06 - Vorst 

Freq. 

% to DAGS 02 

07 - Yorst 

Freq. 

% to DACS 02 

08 - Vorst 

Freq. 

% to DAGS 02 

09 - 'Worst 

Freq. 

% to DACS 02 

10 - \,forst 

Freq. 

% to DAGS 02 

OACS 03 - AVGs 

% to DAGS 02 

% to RVNSc (5) 

% to ES4C [2] 

DACS 02 - AVGs 

RVUSc (51 

ES4C [21 

LG03 [33J 

AGES [48] 

MSLSI [17) 

MSLS+TAI (17) 

Titls{aeca.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720-1680 

2400 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

Rl 

lIV TD 

20.00 5516.17 

-4.76 -1.01 

19.00 4237.05 

1 1 

0.00 -9.55 

18.00 3806.12 

1 

-5.26 -5.18 

18.00 3482.33 

3 1 

0.00 -9.82 

19.00 4357.19 

0.00 -14.37 

18.00 4191.57 

-5.26 3,98 

18.00 3556,67 

1 

0.00 -22.49 

18.00 3340.62 

3 1 

0.00 -7.55 

18.00 4641.65 

3 

-5.26 4.31 

18.00 3791.68 

1 

0.00 -12,06 

18.40 4092. 11 

-2.13 -7.45 

1.66 7.08 

1.10 10.45 

18.80 4421.49 

18.10 3821.43 

18.20 3705,00 

18.20 3676,95 

18.20 3618.68 

18.20 3884.95 

18.20 3718.30 

el Rei R2 e2 

NV TD NV TO NV TO IIV 

20.00 2704.57 19.00 3866.24 5.00 4441.10 6.00 

3 3 

0.00 -1.03 0.00 -5.39 0.00 -0.06 0.00 

19.00 2945.46 18.00 3796.73 5.00 3547.76 6.00 

2 1 1 3 

-5.00 -23.27 -5.26 -2.84 0.00 -9.72 0.00 

18.00 3176.69 18.00 3709.80 4.00 3073.54 6.00 

1 3 

-5,26 -20.81 0.00 -17.52 0.00 -10.13 -14.29 

18.00 3017.15 18.00 3449.93 4.00 2181.50 7.00 

1 1 1 

-5.26 -7.48 0.00 -13.79 0.00 -9.05 0.00 

20.00 2713.94 19,00 3634,79 4.00 3910.87 6.00 

1 

0.00 -1.30 0.00 -6.71 0.00 4.82 0.00 

20.00 2810.44 19.00 3607,55 4.00 3109.92 6.00 

1 1 1 1 

-4,76 -7.59 0.00 -9.02 0,00 -4.95 0.00 

20.00 2712.93 18.00 4155.83 4.00 2847.42 6.00 

1 3 

0,00 -9.42 -5.26 10,00 0.00 1.75 -14,29 

20.00 2698,59 18.00 3949.60 4.00 2156.84 6,00 

3 1 1 3 

0.00 -7,74 -5.26 12.28 0.00 -10,37 0.00 

19.00 2781.71 18.00 3737,89 4.00 3242,82 6.00 

3 1 1 3 

0,00 -10.71 -5.26 5.48 0.00 -10,83 -14,29 

19.00 2704,62 18.00 3585.85 4.00 2885.89 6.00 

2 3 1 

0.00 -10.12 0.00 -21.36 0.00 -7,10 0.00 

19.30 2826.61 18.30 3749.42 4.20 3139.77 6.10 

-2.03 -10.78 -2.14 -5.69 0.00 -5.26 -4,69 

2.12 1.72 1.67 6.88 5.00 3.10 1.67 

2.12 1.60 1.67 5,47 5.00 2,77 1.67 

19,70 3167.97 18.70 3975.43 4.20 3314,25 6.40 

18.90 2778.80 18.00 3508.07 4,00 3045,29 6.00 

18.90 2782.00 18,00 3555,00 4.00 3055.00 6.00 

18.90 2743.66 18,00 3449.71 4.00 2986,01 6.00 

18.80 2717.21 18.00 3221.34 4.00 2942.92 6.00 

18.90 2791.15 18.00 3543.36 4.00 3081.61 6.00 

18.90 2749,83 18.00 3329.62 4,00 3014,28 6.00 

288 

Re2 

TO llV TD 

2014.82 6.00 3437.23 

1.31 -14.29 -1.69 

1905.16 5.00 3034.49 

3 

-0,69 -16.67 -1.31 

1870.22 4.00 2819.15 

1 3 

-3.61 -20.00 -1.92 

1898.38 4.00 2392.36 

1 1 

-3.23 0.00 -5.73 

1944.57 5,00 3036.49 

1 

-4.10 -16.67 -0.25 

1930.36 5.00 2898.35 

1 

-12.95 0.00 -6.31 

2014.68 5.00 2750,52 

2 1 

7.53 0.00 -7.43 

1893.06 4.00 2658,17 

1 

-3.74 0,00 -6.67 

2013.28 4.00 2506.11 

1 

-4.79 0.00 -6,99 

1889.71 4,00 2365.88 

1 

-14.57 0.00 0,10 

1937.42 4.60 2789,88 

-4.19 -8,00 -3,79 

5.16 4.55 6.15 

4.95 6.98 4.29 

2022.11 5,00 2899.78 

1842.43 4.40 2628.36 

1846.00 4.30 2675.00 

1836.10 4.30 2613.75 

1833,57 4.40 2519,79 

1860.71 4.40 2672.01 

1842.65 4.40 2585.89 



Table D.5: Comparison between the best case performances of DACS 03 and other 

VRPTW algorithms, after three runs of 4800 seconds, on the problem group PG400. 

PNo. 

01 - Best 

Freq. 

% to OACS 02 

02 - Best 

Freq. 

% to OACS 02 

03 - Best 

Freq. 

% to OACS 02 

04 - Best 

Freq. 

% to OACS 02 

05 - Best 

Freq. 

% to DACS 02 

06 - Best 

Freq. 

% to nAGS 02 

07 - Best 

Freq. 

% to DAGS 02 

08 - Best 

Freq. 

% to nAGS 02 

09 - Best 

Freq. 

% to nAGS 02 

10 - Best 

Freq. 

% to DAGS 02 

DACS 03 - AVGs 

% to DAGS 02 

% to RVNSc [5] 

% to ES4G [2] 

DACS 02 - AVGs 

RVlISc [5] 

ES4C [2] 

LC03 (33) 

AGES [48] 

MSLS1 [17] 

HSLS+TAl [17] 

R1 C1 RC1 

!ine(secs.) NV TO lIV TO NV TO 

4800 40.00 11397.37 40.00 7159.51 37.00 9384.98 

1 1 

4800 0,00 -10.67 0.00 -3.93 -2.53 -8.54 

4800 37.00 10174.36 37.00 8586.52 37.00 8717.26 

3 1 2 1 

4800 -2.63 -15.01 -7.50 -42.40 -2.63 -13.42 

4800 37.00 9120.92 37.00 9472.76 36.00 10427.11 

1 

4800 0.00 -12.87 -2.63 -19.23 -2.70 10.12 

4800 36.00 9310,95 37.00 8140,76 36.00 9311.47 

3 1 

4800 -2.70 4.87 0.00 -13.76 0.00 -17.11 

4800 37.00 10567.89 40.00 7193.94 37.00 9205.05 

1 1 

4800 0.00 -9.63 0.00 -5.79 -2.53 -5.44 

4800 36.00 12299.65 40.00 7241.46 37.00 9157.76 

4800 -2.70 11.83 -2.44 -17.29 0.00 -11.50 

4800 35.00 10883.91 40.00 7195.40 37.00 9216.70 

3 

4800 -2.70 7.08 0.00 -10.44 -2.63 -9.37 

4800 36.00 9032.29 39.00 7973.13 37.00 9156.49 

1 1 

4800 0.00 -16.42 -4.88 -5.51 0.00 -6.73 

4900 37.00 9973,00 38.00 7245.88 37.00 8969.09 

1 1 

4800 0.00 -11.53 -2.56 -16.67 0.00 -9.60 

4800 36.00 11045.29 37.00 7555.48 36.00 10391. 56 

3 1 2 

4800 -2.70 7.07 -2.63 -18.96 -2.70 9.81 

4800 36.80 10380.56 39.50 7777.48 36.70 9393.75 

4800 -1.34 -5.05 -2.28 -17.63 -1.61 -6.52 

3900-7980 1.66 13.39 1.32 6.23 1.66 9.97 

4800 1.38 16.31 1.32 2.55 1.66 7.20 

4800 37.30 10932.73 39.40 9442.22 37.30 10048.59 

3900-7980 36.20 9154.50 38,00 7321.68 36.10 8628.74 

4800 36.30 8925.00 38.00 7584.00 36.10 8763.00 

6000 35.50 8839.28 37.90 7447.09 35.00 8552.01 

1020 36.30 8530.03 37.90 7148,27 36.00 8066.44 

408 36.40 9225.95 37.90 7464.09 36.00 8836.49 

474 36.40 8692.17 37.90 7230.48 36.00 8305.55 
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R2 C2 

NV TD NV 

9.00 9647.55 12.00 

0.00 -6.68 0.00 

8.00 8548.41 12.00 

1 3 

-11.11 -8.60 0.00 

B.OO 6989.15 12.00 

1 

0.00 -5.28 -7.69 

8.00 5380.51 12.00 

0.00 -9.21 -7.69 

8.00 8028.99 12.00 

0.00 -6.49 0.00 

8.00 6989.20 12.00 

3 1 

0.00 -9.93 -7.69 

8.00 6169.00 12,00 

1 

0.00 -8.83 -7.69 

8.00 4946.14 12.00 

3 3 

0.00 -8.39 0.00 

8.00 7044.53 12.00 

3 1 

0.00 -6.85 -7.69 

8.00 6836.22 12.00 

1 

0.00 -6.25 0.00 

8.10 7057.97 12.00 

-1.22 -7.57 -4.00 

1.25 7,79 0.00 

1.25 8.55 0.00 

8.20 7636.27 12.50 

8.00 6547.87 12,00 

8.00 6502.00 12.00 

8.00 6437.68 12.00 

8.00 5209.94 12.00 

8.00 6690.15 12.00 

8.00 6382.63 12.00 

RC2 

TO IiV 

4185.82 13.00 

1 

-2.21 8.33 

4071.19 11.00 

2 

-15.08 0.00 

4496.72 9.00 

1 

-11.26 0.00 

5672.34 8.00 

3 

18.85 0.00 

3993.59 11.00 

1 

-9.77 -8.33 

3973.19 10.00 

-22.41 0.00 

4097.51 9.00 

-20.00 -10.00 

3958.10 9.00 

-16.17 12.50 

4328.57 8.00 

1 

-15.55 0.00 

4111.53 8.00 

1 

-8,56 0.00 

4288.86 9,60 

-10.51 0.00 

9.33 10.34 

8.99 11.63 

4792.68 9.60 

3922.71 8.70 

3935.00 8.60 

3940.87 8.60 

3940.85 8.80 

3984.57 8.90 

3894.48 8,90 

TO 

7440.56 

-9.45 

7012.48 

-11.44 

5667.09 

-11.48 

4430.72 

1 

-10.88 

6980.22 

-5.01 

6890.29 

-7.92 

6259.01 

-4.86 

5605.52 

1 

-6.49 

5642.09 

1 

-2.29 

5432.19 

-1.31 

6136.02 

-7.30 

8.92 

11.20 

6619.23 

5633.28 

5518.00 

5511.22 

5243.06 

5692.33 

5407.87 



Table D.6: Comparison between the worst case performances of DACS 03 and other 

VRPTW algorithms, after three runs of 4800 seconds, on the problem group PG400. 

PlIo. 

01 - Vorst 

Freq. 

% to OACS 02 

02 - 'Jorst 

Freq. 

% to OACS 02 

03 - Vorst 

Freq. 

% to DACS 02 

04 - Verat 

Freq. 

% to OACS 02 

05 - Worst 

Freq, 

% to DACS 02 

06 - Worst 

Freq. 

% to DACS 02 

07 - Yorst 

Freq, 

% to DACS 02 

08 - Vorst 

Freq. 

% to DACS 02 

09 - Worst 

Freq. 

% to DACS 02 

10 Worst 

Freq. 

% to DACS 02 

DACS 03 - AVGs 

% to DACS 02 

% to RVNSc [5] 

% to ES4C [2J 

DACS 02 - AVGa 

RVlISc [5] 

ES4C [2] 

Le03 [33J 

AGES (48) 

MSLSl [17] 

MSLS+TA1 (17) 

Rl Cl 

Tine(aecs,) NV TO IiV TO 

4800 40.00 11634.79 40.00 7181.58 

3 1 1 

4800 -4.76 -14.17 0.00 -5.38 

4800 37.00 10407.22 38.00 8397.29 

1 

4800 -2.63 -20.40 -9.52 -35.86 

4800 37.00 9352.20 38.00 8640.49 

3 1 1 

4800 -2.63 -11.13 0.00 -34.87 

4800 36.00 9868.74 37.00 8427.21 

4800 -2.70 8.51 0.00 -16.57 

4800 37.00 11123.59 40.00 7270.18 

3 1 3 

4800 -2.63 -10.01 -2.44 -12.58 

4800 37.00 9846.69 40,00 7284.73 

4800 -2.63 -11.41 -6,98 -17.21 

4800 37.00 9025.91 40.00 7434.10 

4800 0.00 -14,24 -2.44 -16.38 

4800 36.00 9265,54 40.00 7294.57 

3 1 

4800 0,00 -16.22 -4,76 -20.48 

4800 37,009987.85 38.00 7632.27 

3 

4800 -2.63 -10.41 -2.56 -29.95 

4800 36,00 11274.88 38.00 7490.80 

1 1 

4800 -2.70 6.40 0.00 -37,60 

4800 37.00 10178.74 38,90 7705.32 

4800 -2.37 -9.97 -2.99 -24.55 

3900-7980 2.21 11.19 2,37 5,24 

4800 1.93 14.05 2,37 1.60 

4800 37.90 11305.57 40,10 10212.78 

3900-7980 36,20 9154.50 38.00 7321.68 

4800 36,30 8925.00 38.00 7584.00 

6000 36.50 8839.28 37.90 7447.09 

1020 36.30 8530,03 37.90 7148.27 

408 36,40 9225,95 37.90 7464.09 

474 36.40 8692,17 37.90 7230.48 

RCI R2 C2 

NV TO NV TO NV TO 

37.00 9859.57 9.00 10181.52 12.00 4335.42 

3 

-7.50 -1.28 -10.00 -4.38 0,00 0.11 

37.00 8805.01 8.00 8714.61 12.00 4262.56 

3 1 

-2.63 -13.53 -11.11 -10.30 -7.69 -26.17 

37.00 8681.91 8.00 7043.33 13.00 4209.86 

1 3 

0.00 -14.03 0.00 -10,80 0.00 -32.97 

36.00 9613.42 8.00 5727.28 13.00 4535.13 

1 2 

-2.705.16 0.00 -4.11 0.00 -13.00 

37.00 9440.83 8.00 8694.41 12.00 4288.14 

3 

-2.63 -10.35 0.00 -3.67 -7.69 -11.79 

37.00 9346.55 8,00 7361.78 12.00 4439.44 

3 1 3 1 3 1 

-5.13 -8.21 0.00 -9.44 -7.69 -19.34 

37.00 9395.43 8.00 6581.60 13,00 4205.71 

2 

-2.63 -10,48 0.00 -4,98 -7,14 -15.97 

37.00 9360,87 8.00 5252.06 12.00 4138.42 

3 3 

0,00 -10.58 0,00 -10,33 0.00 -17.54 

37.00 9399.46 8.00 7433.43 13,00 4543.38 

3 3 2 1 

0.00 -11.52 0.00 -4.51 -7.14 -15,58 

37.00 8889,20 8.00 6913.50 12.00 4191.20 

1 1 1 

0.00. -13,06 0.00 -7.06 0.00 -16,22 

36.90 9279.23 8.10 7390,35 12.40 4314.93 

-2.38 -8.97 -2.41 -6.91 -3,88 -17.61 

2.22 7,54 1.25 12.87 3.33 10.00 

2.22 5.89 1.25 13.66 3,33 9.66 

37.80 10193.59 8.30 7939.27 12,90 5237,09 

36.10 8628,74 8.00 6547.87 12.00 3922,71 

36.10 8763.00 8,00 6502.00 12,00 3935.00 

36.00 8652,01 8.00 6437.68 12.00 3940,87 

36,00 8066.44 8,00 6209,94 12.00 3840.85 

36.00 8836,49 8.00 6690.15 12.00 3984.57 

36.00 8305.55 8.00 6382.63 12,00 3894,48 
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RC2 

llV TO 

13.00 7683.03 

-7.14 -2.55 

12.00 6760.72 

0.00 -19.13 

10,00 5887.93 

1 

0.00 -7.17 

8.00 4499.36 

3 1 

0.00 -12.71 

12.00 7251.42 

2 

0.00 -2.17 

10.00 7033.73 

3 1 

-9.09 -1.74 

10.00 6256,57 

0.00 -8.88 

9.00 6057.23 

3 

0.00 -0.34 

8,00 5869.42 

0.00 0,28 

8.00 5491.40 

1 

0,00 -1.46 

10.00 6279,08 

-1.96 -5.83 

14.94 11.46 

16.28 13.79 

10.20 6668.15 

8.70 5633.28 

8.60 5518,00 

8.60 5511.22 

8,80 5243.06 

8.90 5692,33 

8.90 5407.87 



Appendix E 

Tables of results related to the 

system DACS+HLS 

This section mentions in Tables E.1 to E.6 information about the experiments done 

to the system DACS+HLS, which uses the hybrid local search HLS as in Sec

tion 4.7.3. All tables, collectively, represent the best and worst case performances 

of DACS+HLS, on the problem groups PG100, PG200 and PG400 in Section 2.2, 

after thirty or three runs of 1800, 2400 or 4800 seconds. 
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Table E.1: Comparison between the best case performances of DACS+HLS and 

other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem group 

PG100. 

PUo. 

01 - Best 

Freq, 

% to DACS 03 

02 - Best 

Freq. 

% to DACS 03 

03 - Best 

Freq. 

% to DACS 03 

04 - Best 

Freq. 

% to nACS 03 

05 - Best 

Freq, 

% to DACS 03 

06 - Best 

Freq. 

% to nACS 03 

07 - Best 

Freq. 

% to DACS 03 

08 - Best 

Freq. 

% to DACS 03 

09 - Best 

Freq, 

% to DACS 03 

10 - Best 

Freq, 

% to nAGS 03 

11 - Best 

Freq. 

% to nACS 03 

12 Best 

Freq. 

% to nAGS 03 

nAGS+HLS - AVGs 

% to DACS 03 

% to SA+L/iS [29) 

DACS 03 - AVGs 

SA+LfIS [29] - AVGs 

HGA [28) - AVGs 

HGA+1A [28] - AVGs 

LS [28] - AVGs 

LS+TA [28]- AVGs 

Tine(seCB.) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

7200 

1800 

2094 

126 

156 

Rl C1 

JiV TO NV 

19.00 1653.57 10.00 

30 30 

0.00 -0.20 0.00 

17.00 1491.24 10.00 

21 2 30 

0.00 0.10 0.00 

13.00 1296.01 10.00 

19 30 

0,00 -0.13 0.00 

10.00 986.88 10.00 

30 30 

0.00 -0,42 0.00 

14.00 1396.94 10.00 

30 1 30 

0.00 -0.77 0.00 

12.00 1265.93 10.00 

29 1 30 

0.00 0.33 0.00 

10,00 1125.22 10,00 

7 1 30 

0.00 -0.59 0.00 

9.00 981.87 10.00 

30 

-10,00 4.15 0.00 

11.00 

6 

-8,33 

1215,46 10.00 

30 

4.85 0.00 

RCl R2 

10 trV TO NV 

828.94 14.00 1732.39 4.00 

30 1 30 

0.00 0.00 -0.84 0.00 

828.94 13.00 1495.76 3.00 

21 30 30 

0.00 0.00 0.68 0.00 

828.06 11.00 1265.71 3,00 

15 27 30 

0.00 0.00 -0.21 0.00 

824.78 10.00 1142.94 2.00 

26 30 12 

0.00 0.00 0.18 -33.33 

828.94 14.00 1578.48 3,00 

29 29 30 

0.00 0.00 1.64 0.00 

828.94 12.00 1404.07 3.00 

29 30 30 

0.00 0.00 0.33 0.00 

828,94 11.00 1235,00 2.00 

28 30 10 

0.00 0,00 -0.12 -33.33 

828.94 10.00 1146.66 2.00 

29 23 1 30 

0,00 0.00 0.36 0.00 

828,94 

30 

0.00 

3.00 

30 

0.00 

C2 RC2 

TO IN TO NV 10 

1260.46 3.00 591.56 4.00 1421.94 

30 30 30 1 

0.24 0,00 0.00 0,00 0.60 

1191.70 3.00 591.56 3.00 1368.23 

30 30 10 

0.00 0.00 0.00 -25.00 17.82 

951.66 3.00 591.17 3.00 1083.26 

30 23 30 

-0.04 0.00 0.00 0.00 0.65 

849.34 3.00 590.60 3.00 801.82 

30 30 

12.67 0,00 0.00 0.00 -0.01 

1009,83 3.00 588.88 4.00 1319.50 

30 30 30 

-1.88 0.00 0.00 0.00 -0.41 

913.68 3,00 588.49 3,00 1169.34 

30 30 30 

-0.03 0,00 0,00 0.00 -1.11 

916,14 3,00 588,29 3.00 1077.65 

30 30 30 

12,28 0.00 0.00 0.00 -0.97 

730.11 3.00 588.32 3.00 838,95 

1 30 30 30 1 

0.13 0,00 0.00 0.00 -0.93 

930.85 

0.47 

10.00 

1 

0.00 

1142,25 3.00 950.06 

11.00 

30 

0.00 

-3.18 

1069,64 

0.01 

9.00 1024.99 

-10.00 6,81 

12.08 

-2.03 

-0.71 

12,33 

12.17 

11,92 

12.17 

12.17 

12.00 

12,00 

1220.83 10,00 828,38 11.88 

0,70 0.00 0.00 0,00 

1.41 0.00 0,00 2.11 

1212.33 10.00 828.38 11.88 

1203.84 10.00 828.38 11.63 

1213.25 10.00 828.38 11.50 

1230.22 10.00 828.48 11.75 

1208,57 10.00 828,38 11.75 

1235.22 10,00 828.38 11.50 

1220.20 10.00 828,38 11.50 
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30 

0.00 0.07 

2.00 915,36 

-33,33 17.52 

1375.13 2,73 965.38 3.00 589.86 3.25 

0,25 -9.09 3.12 0.00 0.00 -3,70 

-0.28 -0.10 -1.52 0,00 0.00 0.00 

1371.68 3,00 936.17 3.00 589,86 3.38 

1379,03 2.73 980.31 3,00 589.86 3.25 

1384.22 2.73 966,37 3,00 589,86 3.25 

1397.63 2.73 1009,53 3,00 589,93 3.25 

1372,93 2.73 971.44 3.00 589.86 3,25 

1413.50 2.73 979.88 3.00 589,93 3.25 

1398.76 2.73 970.38 3.00 589.86 3.25 

1135.09 

2.08 

-2.06 

1111.91 

1158.91 

1141.24 

1230.20 

1154.04 

1152.37 

1139.37 



Table E.2: Comparison between the worst case performances of DACS+ HLS and 

other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem group 

PG100. 

PUo. 

01 - Verst 

Freq. 

% to DACS 03 

02 - lJorst 

Freq. 
% to DACS 03 

03 Vorst 

Freq. 

% to nACS 03 

04 - Vorst 

Freq. 

% to DACS 03 

05 - \/'orst 

Frsq. 

% to DACS 03 

06 - Worst 

Freq. 

% to DACS 03 

07 - ilorst 

Freq. 

% to DACS 03 

08 - Worst 

Freq, 

% to DACS 03 

09-\Jorst 

Freq. 

% to DACS 03 

10 - \/'orst 

Freq. 

% to DACS 03 

11 - \Jorst 

Frsq. 

% to DACS 03 

12 - Vorst 

Freq. 

% to DACS 03 

DACS+HLS - AVGs 

% to DACS 03 

% to SA+U1S [29] 

DACS 03 - AVGs 

SA+L1IS [29] AVGs 

HGA [28J - AVGs 

HGA+TA [28J - AVGs 

LS [28J - AVGs 

LS+TA (28) - AVGs 

R1 Cl RCI R2 C2 RC2 

Till:.e(secs.) NV TO IIV TO ltV TO nv TO NV TO NV TO 

1800 19.00 1712.54 10.00 828.94 15.00 1763.10 4.00 1332.27 3.00 591.56 4.00 1596.25 

30 1 30 30 29 1 30 1 30 30 30 1 

1800 0.00 -0.93 0,00 0.00 0.00 -0.88 0.00 -0.23 0.00 0,00 0.00 1.76 

1800 18.00 1490.40 10.00 949.02 13.00 1587.33 3.00 1267.16 3.00 591.56 4.00 1272.16 

1 30 1 30 30 30 30 20 1 

1800 0,00 0.76 0,00 7.01 0.00 1.15 -25.00 12.78 0.00 0.00 0.00 -0.05 

1800 14.00 1240.75 10.00 917.67 12.00 1335.65 3.00 1015.36 3.00 799.39 3.00 1225.13 

11 30 1 1 30 1 30 30 1 

1800 0,00 0.23 0.00 6.78 0.00 -0.72 0.00 1.14 0.00 33.11 0.00 0.17 

1800 10.00 1031.49 10.00 828.98 10.00 1216.54 3.00 785.27 3.00 749.78 3.00 861.99 

30 1 30 30 18 30 1 30 1 

1800 -9.09 1.62 0.00 0.11 -9.09 3.27 0.00 -0.95 0.00 10.25 0.00 0.36 

1800 14.00 1486.89 10.00 873.28 15.00 1554.49 3.00 1117.91 3.00 588.88 4.00 1484.91 

30 1 30 1 30 1 30 30 30 

1800 -6.67 2.34 0.00 1.27 0.00 -2.90 0.00 -1.20 0.00 0.00 0.00 2.10 

1800 13.00 1264.91 10.00 872.30 12.00 1492.19 3.00 991.07 3.00 588.49 3.00 1384.60 

1 30 30 30 1 30 30 30 1 

1800 0.00 -2.55 0.00 5.23 -7.69 6.55 0.00 1.58 0.00 0.00 -25.00 23.70 

1800 11.00 1122.86 10.00 863.70 11.00 1401.69 3.00 874.85 3.00 588.29 3.00 1260.44 

23 1 30 30 20 30 30 30 1 

1800 0.00 -1.91 0.00 0.00 -8,33 9.96 0.00 1.13 0.00 -0,58 -25.00 25.40 

1800 10.00 981.62 10.00 863.27 11.00 1165,74 2.00 811.97 3,00 588.32 3,00 919.90 

28 30 1 1 30 1 30 30 30 1 

1800 0.00 -0.61 0.00 -5,75 0.00 -0.60 -33.33 10.66 0,00 0.00 0.00 -2.91 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

7200 

1800 

2094 

126 

156 

12.00 

24 

0.00 

1288.61 10,00 

30 

3.76 0,00 

11.00 1195.96 

29 1 

-8.33 7.38 

11.00 1139.99 

30 

-8,33 3,11 

10.00 

29 

0.00 

1023.17 

-0.96 -

828,94 

30 

0,00 

3,00 

30 

0,00 

3.00 

30 

0.00 

3,00 

27 

0.00 

12.75 

-2.55 

1.35 

1248.27 10.00 869.57 12.38 1439,59 3.00 

13.08 

12.58 

12.17 

12.17 

12.17 

12.17 

12.17 

0.95 0.00 1.60 -2.94 1.74 -5,71 

3.83 0.00 4.97 4.17 4.76 -2,91 

1236.54 10,00 855.90 12.75 1415.02 3,18 

1202.25 10,00 828.38 

1209.12 10,00 828.38 

1254.11 10.00 828.97 

1230.54 10.00 828.38 

1253.04 10.00 828.38 

1224.70 10.00 828,38 

11.88 

12.00 

12.00 

12.00 

11.63 

11.63 
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1374.21 3.09 

1358.73 2.73 

1424,60 2.73 

1386,22 2.73 

1441.28 2,73 

1418.72 2,73 

995,71 

0.59 

1004,64 

-2,62 

839.89 

1.15 

1003,28 3.00 635,78 3.38 

2.06 0,00 5.50 -6,90 

1.94 0,00 -3.48 -0.15 

983.05 3.00 602.65 3,63 

984,16 3.00 658.72 3.38 

1002.90 3,00 599.82 3,38 

1041.24 3.00 606,98 3.25 

997,85 3.00 589,86 3.25 

1013,22 3.00 590,30 3.25 

990,08 3.00 589,86 3.25 

1250.67 

5.88 

5.40 

1181. 20 

1186,57 

1152.74 

1291.51 

1203.97 

1186.98 

1159.81 



Table E.3: Comparison between the best case performances of DACS+HLS and 

other VRPTW algorithms, after three runs of 2400 seconds, on the problem group 

PG200. 

PUo. 

01 - Best 

Freq. 

% to nACS 03 

02 - Best 

Freq. 

% to DACS 03 

03 - Best 

Freq. 

% to OACS 03 

04 - Best 

Freq. 

% to DAGS 03 

05 - Best 

Freq. 

% to DACS 03 

06 - Beat 

Freq. 

% to DACS 03 

07 - Best 

Freq. 

% to DACS 03 

08 - Beet 

Freq. 

% to DACS 03 

09 - Beat 

Freq, 

% to DACS 03 

10 - Beet 

Freq. 

% to DACS 03 

DACS+HLS - AVGs 

% to DACS 03 

% to RV!lSc (5] 

% to ES4C [2] 

DACS 03 - AVGs 

RVUSc [5J 

ES4C [2] 

LC03 [33] 

AGES (48] 

HSLS1 [17] 

HSLS+TA1 [17J 

Til:l.s(secs.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720-1680 

2400 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

R1 

NV 10 

20.00 5426.41 

1 

0,00 1.84 

18.00 4744.19 

3 

0.00 3.27 

18.00 3673.13 

0.00 -3.00 

18.00 3374.99 

3 1 

0.00 2.69 

18.00 4961.26 

1 

0.00 4.01 

18.00 4049.35 

3 1 

0.00 0.67 

18.00 3526.69 

0.00 0.88 

18.00 3321.59 

1 

0.00 3,28 

18,00 4494.20 

0.00 0.76 

18.00 3749.22 

0,00 3,06 

18.20 4132.10 

0.00 1.78 

0.55 8.13 

0.00 11.53 

18.20 4059.77 

18.10 3821.43 

18.20 3705.00 

18.20 3676.95 

18.20 3618.68 

18.20 3884.95 

18,20 3718.30 

e1 Re1 R2 e2 Re2 

!IV TO NV TO NV TO NV TO NV TO 

20,00 2716.46 18.00 4321.22 5.00 4312.94 6.00 1931.44 6.00 3364.34 

1 

0.00 0.44 -5.26 17.55 0.00 2.23 0.00 0.00 0.00 4.23 

18.00 3140.78 18.00 3828.50 4.00 3902.09 6.00 1863.16 5.00 2985.55 

3 1 2 3 

0.00 3.40 0.00 3.58 0.00 4.70 0.00 0.00 0.00 1.24 

18.00 2912.88 18.00 3673.61 4.00 3135.36 6.00 1959,33 4.00 2733.24 

1 3 3 1 1 

0.00 -0.58 0.00 1.94 0.00 3.62 0.00 6.56 0.00 0.66 

18.00 2866.08 18.00 3355.44 4.00 2135.47 6.00 1835.86 4.00 2279.39 

1 1 3 1 

0.00 2.01 0.00 3.20 0.00 0.83 0.00 -1.47 0.00 3.38 

20.00 2702.05 18.00 4152.20 4.00 3563.78 6.00 1909.56 5.00 2932.05 

3 3 1 1 3 1 

0.00 0.00 -5.26 18.93 0.00 -3.44 0.00 1.38 0.00 2.53 

20.00 2701.04 18.00 4055.16 4.00 3014.86 6.00 1895.09 5.00 2839.97 

1 3 3 1 

0.00 0.00 0.00 -4.45 0.00 -2.13 0.00 1.27 0.00 0.14 

20.00 2731.25 18.00 4145,20 4.00 2653.46 6.00 1888,15 4.00 2747.14 

1 1 

0.00 1.12 0.00 4.42 0.00 -0.19 0,00 -0.72 0,00 -9.41 

19.00 3000.19 18,00 3627.28 4.00 2026.20 6,00 1861.28 4.00 2555.50 

3 1 1 1 

-5.00 11.29 0.00 -2.23 0.00 -0.87 0.00 0.32 0,00 1.48 

18.00 2960.78 18.00 3596.40 4,00 3268.74 6.00 2054.26 4.00 2381.91 

1 1 1 

-5.26 9.31 0.00 1.07 0.00 2.05 0.00 10.43 0.00 0.37 

18.00 3074.21 18,00 3321.34 4,00 2826.42 6,00 1826.91 4.00 2183.44 

3 3 1 1 1 

0,00 6.53 0.00 -4,19 0.00 2.08 0.00 -0.63 0.00 -3.54 

18,90 2880.57 18.00 3807.64 4.10 3083.93 6,00 1902.50 4,50 2700.25 

-1.05 3.34 -1.10 3.84 0.00 1.00 0,00 1.70 0,00 0.08 

0.00 3.66 0.00 8,54 2.50 1.27 0,00 3,26 2.27 2,74 

0,00 3.54 0.00 7.11 2.50 0.95 0.00 3.06 4,65 0,94 

19,10 2787.60 18.20 3666,73 4.10 3053,53 6.00 1870,73 4,50 2698.01 

18.90 2778.80 18.00 3508.07 4.00 3045.29 6.00 1842.43 4.40 2628.36 

18.90 2782.00 18.00 3555,00 4.00 3055.00 6.00 1846.00 4.30 2675.00 

18.90 2743.66 18,00 3449,71 4.00 2986.01 6.00 1836.10 4.30 2613.75 

18.80 2717.21 18.00 3221.34 4.00 2942,92 6.00 1833,57 4.40 2519.79 

18.90 2791.15 18.00 3543.36 4,00 3081.61 6,00 1860.71 4.40 2672.01 

18.90 2749.83 18.00 3329,62 4.00 3014.28 6.00 1842.65 4.40 2585.89 
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Table E.4: Comparison between the worst case performances of DACS+ HLS and 

other VRPTW algorithms, after three runs of 2400 seconds, on the problem group 

PG200. 

Plio, 

01 - Worst 

Freq. 

% to nACS 03 

02 - \iorst 

Freq. 

% to DACS 03 

03 - Vorst 

Freq. 

% to DACS 03 

04 - Verst 

Freq. 

% to DACS 03 

05 - lrlorst 

Freq. 

% to DACS 03 

06 - lrlorst 

Freq. 

% to DACS 03 

07 - lrlorst 

Freq. 

% to DACS 03 

08 - Worst 

Freq, 

% to DACS 03 

09 - Worst 

Freq, 

% to DACS 03 

10 lrlorst 

Freq. 

% to DACS 03 

DACS+HLS - AVGs 

% to DACS 03 

% to RVNSc [5] 

% to ES4C [2] 

DACS 03 - AVGs 

RVNSc (5) 

ES4C [2] 

LC03 [33] 

AGES [48] 

MSLSl [17] 

MSLS+TAl [17] 

Tice(seCB.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720-1680 

2400 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

Rl C1 RCI 

NV TD NV TO !IV 

20.00 5465,07 20.00 2731.36 19.00 

3 1 

0.00 -0.93 0.00 0.99 0.00 

18.00 4758,08 18.00 3228.19 18.00 

3 1 3 1 3 

-5.26 12.30 -5.26 9.60 0,00 

18.00 3986,19 18.00 3210.79 18.00 

0.00 4.73 0,00 1.07 0.00 

18.00 3509.64 18.00 2943.19 18.00 

0.00 0.78 0.00 -2.45 0.00 

18.00 5222.65 20.00 2713.94 18.00 

3 2 

-5.26 19.86 0.00 0.00 -5.26 

18.00 4323.10 20.00 2941.11 18.00 

1 3 

0,00 3.14 0.00 4.65 -5.26 

18.00 4060.41 20,00 2748.45 18.00 

3 3 

0.00 14,16 0.00 1.31 0.00 

18,00 3365.30 20,00 2698.59 18,00 

3 1 1 

0.00 0.74 0.00 0.00 0.00 

18,00 4699.25 19.00 2814.80 18.00 

3 1 

0.00 1.24 0.00 1.19 0.00 

18.00 3925.87 18.00 3328,05 18,00 

1 3 3 

0,00 3.54 -5.26 23.05 0.00 

18,20 4331.56 19.10 2935.85 18,10 

-1.09 5.85 -1.04 3.86 -1.09 

0.55 13.35 1.06 5.65 0.56 

0.00 16.91 1.06 5.53 0,56 

18.40 4092.11 19,30 2826,61 18,30 

18.10 3821,43 18.90 2778.80 18.00 

18.20 3705.00 18.90 2782,00 18.00 

18.20 3676.95 18,90 2743.66 18.00 

18.20 3618.68 18,80 2717,21 18.00 

18.20 3884.95 18.90 2791.15 18,00 

18,20 3718.30 18.90 2749.83 18,00 
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R2 

TO NV TO 

3789.08 5.00 4356.93 

-2.00 0.00 -1.90 

4143.18 4.00 4049.49 

9.12 -20.00 14.14 

3834.87 4.00 3224.24 

1 

3.37 0.00 4.90 

3550.35 4.00 2232.37 

1 

2.91 0.00 2.33 

4651.84 4.00 3690.22 

1 1 

27.98 0,00 -5.64 

4337.81 4.00 3183.40 

1 

20.24 0.00 2.36 

4338.20 4.00 2735.03 

1 

4,39 0,00 -3.95 

3893.36 4.00 2091.18 

1 

-1.42 0.00 -3.04 

3748.47 4,00 3299.85 

1 1 

0.28 0,00 1.76 

3756.12 4.00 2936.51 

1 1 

4.75 0.00 1. 75 

4004.33 4.10 3179.92 

6.80 -2.38 1.28 

14.15 2,50 4.42 

12.64 2.50 4.09 

3749.42 4.20 3139.77 

3506.07 4,00 3045.29 

3555,00 4.00 3055.00 

3449.71 4.00 2986,01 

3221.34 4.00 2942.92 

3543,36 4.00 3081.61 

3329.62 4,00 3014,28 

C2 

llV 

6.00 

0.00 

6.00 

3 

0.00 

6.00 

0.00 

6.00 

-14,29 

6.00 

3 

0,00 

6.00 

0.00 

6.00 

0,00 

6.00 

3 

0,00 

6,00 

3 

0.00 

6,00 

0.00 

6.00 

-1.64 

0.00 

0.00 

6.10 

6.00 

6,00 

6,00 

6.00 

6.00 

6.00 

RC2 

TO NV 

1996.8S 6.00 

1 

-0.89 0.00 

2000.62 5.00 

1 3 

5.01 0.00 

2038.49 4.00 

9.00 0.00 

1875.45 4.00 

1 

-1.21 0.00 

1920.63 5.00 

-1.23 0,00 

2055.93 5.00 

1 

6.51 0.00 

2037,88 4.00 

3 

1.15 -20.00 

1888.71 4.00 

1 

-0.23 0,00 

2253,75 4.00 

1 

11,94 0,00 

1948.96 4.00 

1 

3.14 0.00 

2001,73 4.50 

3,32 -2.17 

8.65 2.27 

8,44 4,65 

1937.42 4.60 

1842.43 4.40 

1846.00 4.30 

1836.10 4.30 

1833,57 4.40 

1860.71 4.40 

1842,65 4.40 

Tn 

3371.60 

-1.91 

3185.03 

1 

4.96 

2774,20 

1 

-1.59 

2343.29 

1 

-2.05 

3014.51 

1 

-0.72 

2967.75 

1 

2.39 

2963.95 

7,76 

2629,45 

-1.08 

2475,59 

-1,22 

2408,98 

1.82 

2813.44 

0.84 

7,04 

5.18 

2789,88 

2628.36 

2675.00 

2613,75 

2519,79 

2672.01 

2585.89 



Table E.5: Comparison between the best case performances of DACS+HLS and 

other VRPTW algorithms, after three runs of 4800 seconds, on the problem group 

PG400. 

PHo. 

01 - Best 

Freq. 

% to OACS 03 

02 - Bast 

Freq. 

% to DACS 03 

03 - Best 

Freq. 

% to DACS 03 

04 - Beat 

Freq. 

% to DACS 03 

05 - Best 

Freq. 

% to DAGS 03 

06 - Best 

Freq. 

% to DACS 03 

07 - Best 

Freq. 

% to DACS 03 

08 - Best 

Freq. 

% to DAGS 03 

09 - Best 

Freq. 

% to DACS 03 

10 Best 

Freq. 

% to DAGS 03 

DACS+HLS - AVGs 

% to DAGS 03 

% to RVIlSc [5J 

% to ES4G [2J 

DAGS 03 - AVGs 

RV1ISc [5] 

ES4G [2] 

LG03 [33] 

AGES [48] 

MSLSI [17] 

MSLS+TAl [17] 

Rl Cl RCI R2 

TiDe(aeca,) IIV TO NV TD tlV TO IiV 

4800 40.00 11585.86 40.00 7155.32 37.00 9553.25 8.00 

1 3 1 

4800 0.00 1.65 0.00 -0.06 0.00 1.79 -11.11 

4800 35.00 12252.53 37.00 9126.85 36.00 10684.60 8.00 

1 1 2 

4800 -2.70 20.43 0.00 6.29 -2.70 22.57 0.00 

4800 36.00 10596.49 37.00 8749.94 36.00 10320.97 8.00 

1 3 

4800 -2.70 16.18 0.00 -7.63 0.00 -1.02 0.00 

4800 36.00 9386.43 36.00 9301.43 36.00 9065.76 8.00 

3 3 

4800 0,00 0.81 -2.70 14.26 0.00 -2.64 0.00 

4800 36.00 12198.59 40.00 7170.68 37.00 9182.58 8.00 

1 3 1 

4800 -2.70 15.43 0.00 -0.32 0.00 -0.24 0.00 

4800 36.00 11317.20 40.00 7153.53 36.00 12133.34 8.00 

3 1 

4800 0.00 -7.99 0.00 -1.21 -2.70 32.49 0.00 

4800 36.00 10329.92 40.00 7241.02 37.00 9402.78 8.00 

3 1 3 3 

4800 0.00 -5.09 0.00 0.63 0.00 2.02 0.00 

4800 36.00 9011.46 39.00 7509.53 36.00 10611.74 8.00 

1 2 3 1 

4800 0.00 -0.23 0.00 -5.81 -2.70 15.89 0.00 

4800 36.00 11815.60 37.00 7689.17 36.00 10225.51 8.00 

1 

4800 -2.70 18.48 -2.63 6.12 -2.70 14.01 0.00 

4800 36.00 10577.37 37.00 7447.92 36.00 9928.97 8.00 

1 3 3 3 

4800 0.00 -4.24 0.00 -1.55 0.00 -4.45 0.00 

4800 36.40 10907.15 38.30 7854.54 36.30 10110.95 8.00 

4800 -1.09 5.07 -0.52 0.99 -1.09 7.63 -1.23 

3900-7980 0.55 19.15 0.79 7.28 0.55 17.18 0.00 

4800 0.28 22.21 0.79 3.57 0.55 15.38 0.00 

4800 36.80 10380.56 38.50 7777.48 36.70 9393.75 8.10 

3900-7980 36.20 9154.50 38.00 7321.68 36.10 8628.74 8.00 

4800 36.30 8925.00 38.00 7584.00 36.10 8763.00 8.00 

6000 36.50 8839.28 37.90 7447.09 36.00 8652.01 8.00 

1020 36.30 8530.03 37.90 7148.27 36.00 8066.44 8.00 

408 36.40 9225.95 37.90 7464.09 36.00 8836.49 8.00 

474 36.40 8692.17 37.90 7230.48 36.00 8305.55 8.00 

296 

C2 RC2 

TO tlV TO IIV TO 

10235.71 12.00 4126.65 12.00 7815.71 

1 1 

6.10 0.00 -1.41 -7.69 5.04 

8509.41 12.00 3972.11 11.00 7110.25 

3 3 1 

-0.46 0.00 -2.43 0.00 1.39 

7074.06 12.00 4684.67 9.00 6261.67 

1.21 0.00 4.18 0,00 10.49 

5371.46 12.00 4942.86 8.00 4471.13 

1 

-0.17 0.00 -12.86 0.00 0.91 

8147.83 12.00 4116.28 11.00 6785.34 

3 1 

1.48 0.00 3.07 0.00 -2.79 

7078.25 12.00 4049.36 9.00 7015.00 

1.27 0.00 1.92 -10.00 1.81 

6275.83 12.00 4106.80 9.00 6613.62 

3 

1.73 0.00 0.23 0.00 5.67 

5195.05 12.00 4389.33 8.00 5843.84 

1 3 1 

5.03 0.00 10.89 -11.11 4.25 

7241.00 12.00 4334.11 8.00 5659.31 

3 

2.79 0.00 0.13 0.00 0.31 

6726.26 12.00 4105.54 8.00 5403.43 

3 1 1 

-1.61 0.00 -0.15 0.00 -0.53 

7185.49 12.00 4282.77 9.30 6297.93 

1.81 0.00 -0.14 -3.12 2.64 

9.74 0.00 9.18 6.90 11.80 

10,51 0.00 8.84 8.14 14.13 

7057.97 12.00 4288.86 9.60 6136.02 

6547.87 12.00 3922,71 8.70 5633.28 

6502.00 12.00 3935.00 8.60 5518,00 

6437.68 12.00 3940.87 8.60 5511.22 

6209.94 12.00 3840,85 8.80 5243,06 

6690.15 12.00 3984.57 8.90 5692.33 

6382.63 12.00 3894.48 8.90 5407.87 



Table E.6: Comparison between the worst case performances of DACS+HLS and 

other VRPTW algorithms, after three runs of 4800 seconds, on the problem group 

PG400. 

PRo. 

01 - Vorst 

Freq. 

% to nACS 03 

02 - \Jorst 

Fuq. 

% to nACS 03 

03 - ilorst 

Freq. 

% to DACS 03 

04 - VOIst 

Freq. 

% to DACS 03 

as - !Jorst 

Freq. 

% to DACS 03 

06 - !Jorst 

Freq, 

% to DACS 03 

07 - Yorst 

Freq. 

% to DACS 03 

08 - Yorst 

Freq. 

% to DACS 03 

09 - Yorat 

Freq. 

% to DACS 03 

10 - 'Jorst 

Freq. 

% to DACS 03 

DACS+HLS - AVGs 

% to DACS 03 

% to RVIlSc [5] 

% to ES4C (2) 

DACS 03 - AVGs 

RVNSc [5] 

ES4C [2] 

Le03 [33] 

AGES [48] 

MSLSl [17] 

MSLS+TAl [17] 

R1 e1 Re1 R2 

Tice (aece.) IIV TO NV TO NV TO NV 

4800 40.00 11676.80 40.00 7165.45 37.00 9758.69 B.OO 

1 

4800 0.00 0.36 0.00 -0.22 0.00 -1.02 -11.11 

4800 36.00 13137.95 38,M 9143.62 37.00 8924.52 B.OO 

3 1 1 1 

4800 -2,70 26.24 0.00 8.89 0.00 1.36 0.00 

4800 36.00 10826.52 37.00 9082.62 36.00 10539.08 8.00 

1 1 

4800 -2.70 15.76 -2.63 5.12 -2.70 21.39 0.00 

4800 36.00 9536,65 36.00 9718.43 36.00 9550.70 8.00 

1 1 

4800 0.00 -3.37 -2.70 15,32 0.00 -0.65 0,00 

4800 37.00 11027.20 40.00 7212.59 37.00 9615.27 8.00 

1 1 1 3 

4800 0,00 -0.87 0,00 -0.79 0.00 1.85 0.00 

4800 36.00 11942.82 40.00 7291.89 37.00 9538.15 8,00 

1 1 

4800 -2.70 21.29 0,00 0.10 0.00 2.05 0,00 

4800 36.00 10795.82 40,00 7544.60 37,00 9616.32 8.00 

1 

4800 -2,70 19.61 0.00 1.49 0.00 2.35 0,00 

4800 36.00 9346,16 40.00 7214,10 36.00 11034.48 8.00 

3 1 1 1 

4800 0.00 0.87 0.00 -1.10 -2.70 17.88 0.00 

4800 36,00 12791.74 37,00 8003.03 36,00 10600.00 8.00 

3 1 3 

4800 -2.70 28.07 -2.63 4.86 -2.70 12,77 0,00 

4800 36.00 11065.08 37,00 7872.26 36.00 10765.03 8.00 

1 3 3 

4800 0.00 -1.86 -2.63 5,09 -2.70 21.10 0.00 

4800 36,50 11214.67 38,50 8024.86 36,50 9994.22 8,00 

4800 -1.35 10.18 -1.03 4.15 -1.08 7.71 -1.23 

3900-7980 0.83 22,50 1.32 9.60 1.11 15.82 0.00 

4800 0,55 25.65 1.32 5.81 1.11 14.05 0.00 

4800 37,00 10178.74 38,90 7705.32 36.90 9279,23 8.10 

3900-7980 36.20 9154.50 38,00 7321.68 36.10 8628.74 8,00 

4800 36.30 8925,00 38,00 7584.00 36, to 8763.00 8,00 

6000 36.50 8839,28 37.90 7447,09 36.00 8652,01 8.00 

1020 36.30 8530.03 37,90 7148.27 36.00 8066.44 8,00 

408 36.40 9225,95 37.90 7464,09 36.00 8836.49 8.00 

474 36,40 8692.17 37,90 7230.48 36,00 8305.55 8,00 
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e2 Re2 

TD NV TO NV TO 

11022.99 12.00 4427.92 12.00 7988.84 

1 

8.26 0,00 2.13 -7.69 3.98 

8842.02 12.00 4191.67 11.00 7484.49 

1 1 

1.46 0,00 -1.66 -8.33 10.71 

7238.29 12.00 5425.62 9.00 6436.73 

3 1 

2.77 -7.69 28.88 -10.00 9.32 

5572,98 12.00 5224,72 8.00 4755.53 

1 3 3 1 

-2.69 -7.69 15.21 0.00 5,69 

8407,91 12.00 4619.10 11.00 7295.81 

1 

-3.30 0.00 7.72 -8,33 0.61 

7310.54 12.00 4613,03 9.00 7326.31 

3 1 
-0.70 0.00 3,91 -10.00 4.16 

6505,58 12.00 4649.88 9.00 6939.03 

1 3 1 

-1.16 -7.69 10.56 -10,00 10.91 

5414.36 12,00 4400.52 8.00 5985,56 

1 3 1 3 1 

3.09 0.00 6,33 -11.11 -1.18 

7696,85 12.00 4866.09 8.00 5751.92 

1 1 3 

3.54 -7.69 7.10 0.00 -2.00 

6964,91 12.00 4388.52 8,00 5590.91 

1 1 

0.74 0.00 4.71 0.00 1.81 

7497.64 12,00 4680.71 9,30 6555.51 

1.45 -3,23 8.48 -7.00 4,40 

14.51 0,00 19.32 6,90 16,37 

15,31 0.00 18.95 8.14 18.80 

7390,35 12.40 4314,93 10,00 6279.08 

6547.87 12.00 3922,71 8.70 5633.28 

6502.00 12.00 3935.00 8.60 5518,00 

6437.68 12.00 3940.87 8,60 5511,22 

6209.94 12.00 3840,85 8.80 5243.06 

6690,15 12,00 3984.57 8.90 5692,33 

6382,63 12.00 3894.48 8.90 5407.87 



Appendix F 

Tables of results related to the 

system DACS+HLS+2-0pt 

This section mentions in Tables F.1 to F.6 information about the experiments done 

to the system DACS+HLS+2-0pt, which uses the 2-0pt move variant as in Sec

tion 4.7.4. All tables, collectively, represent the best and worst case performances 

of DACS+HLS+2-0pt, on the problem groups PG100, PG200 and PG400 in Sec

tion 2.2, after thirty or three runs of 1800, 2400 or 4800 seconds. 
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Table F.1: Comparison between the best case performances of DACS+HLS+2-0pt 

and other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem 

group PG100. 

PUo. 

01 - Best 

Freq. 

% to DACS+HLS 

02 - Best 

Freq. 

% to DACS+HLS 

03 - Best 

Freq. 

% to DACS+HLS 

04 - Best 

Freq, 

% to DACS+HLS 

05 - Best 

Freq. 

% to DACS+HLS 

06 - Best 

Freq. 

% to DACS+HLS 

07 - Best 

Freq. 

% to DACS+HLS 

08 - Best 

Freq, 

% to DACS+HLS 

09 - Best 

Freq. 

% to DACS+HLS 

10-Beat 

Freq. 

% to DACS+HLS 

11 - Best 

Freq. 

% to DACS+HLS 

12 - Best 

Freq, 

% to DACS+HLS 

R1 C1 RC1 

Tioe(secs.) IIV TO NV TO NV 

1800 19.00 1650.80 10.00 828.94 14.00 

30 1 30 30 

1800 0.00 -0.17 0,00 0.00 0.00 

1800 17.00 1488.09 10.00 828.94 13.00 

24 30 29 30 

1800 0.00 -0.21 0.00 0.00 0.00 

1800 13.00 1293.69 10.00 828.06 11.00 

24 30 25 30 

1800 0.00 -0.18 0.00 0.00 0.00 

1800 10.00 984.45 10.00 824,78 10.00 

30 30 28 30 

1800 0,00 -0.25 0,00 0,00 0,00 

1800 14,00 1399,71 10,00 828,94 14,00 

30 30 30 29 

1800 0.00 0.20 0,00 0.00 0,00 

1800 12.00 1258,90 10.00 828,94 12.00 

30 30 30 30 

1800 0,00 -0.56 0.00 0.00 0.00 

1800 10.00 1122.05 10.00 828,94 11.00 

15 1 30 30 30 

1800 0.00 -0,28 0.00 0,00 0.00 

1800 9.00 969.66 10.00 828,94 10.00 

30 30 30 

1800 0.00 -1.24 0.00 0,00 0.00 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

11.00 

17 

0,00 

1208.39 10.00 

30 

-0.58 0,00 

10,00 1176.39 

3 

0,00 2.99 

10.00 1175,77 

1 

-9.09 9.92 

10.00 967.28 

30 

11.11 -5.63 

828.94 

30 

0.00 

DACS+HLS+2-Dpt - AVGs 1800 12.08 

0,00 

-0,71 

1224,60 10.00 828,38 11.88 

0,00 

2.11 

% to DACS+HLS 1800 

% to SA+LNS [29J 1800 

DACS+HLS - AVGa 1800 

SA+LNS [29J - AVGs 1800 

7200 

HGA (28J - AVGs 1800 

HGA+1A (28) - AVGs 2094 

LS (28) - AVGa 126 

LS+TA [28)- AVGs 156 

12,08 

12.17 

11.92 

12.17 

12.17 

12,00 

12,00 

0,31 0,00 0.00 

1. 72 0,00 0.00 

1220.83 10.00 828.38 

1203,84 10.00 828.38 

1213.25 10.00 828.38 

1230.22 10,00 828.48 

1208.57 10,00 828.38 

1235.22 10,00 828.38 

1220.20 10,00 828.38 
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11,88 

11.63 

11.50 

11,75 

11,75 

11,50 

11.50 

R2 

TO IIV 

1762.39 4.00 

1 30 

1.73 0.00 

1479.61 3.00 

27 

-1.08 0.00 

1265.15 3.00 

1 30 

-0.04 0.00 

1139.69 2,00 

-0.28 0,00 

1549.14 3,00 

30 

-1.86 0,00 

1403,94 3,00 

30 

-0.01 0,00 

1233.21 2.00 

1 

-0,14 0.00 

1154,43 2.00 

30 

0.68 0.00 

3,00 

30 

0,00 

3.00 

30 

0,00 

2,00 

0,00 

C2 RC2 

TO NV TO NV TD 

1253.26 3.00 591.56 4.00 1413.52 

3 30 30 30 4 

-0.57 0.00 0.00 0.00 -0.59 

1192.93 3.00 591.56 3.00 1371.07 

30 30 9 

0.10 0.00 0.00 0.00 0.21 

943.20 3.00 591.17 3.00 1073.02 

30 29 30 1 

-0.89 0.00 0.00 0.00 -0.95 

858.03 3.00 590.60 3.00 800.46 

30 30 

1.02 0.00 0.00 0.00 -0.17 

1007.57 3.00 588.88 4,00 1306.41 

30 30 30 

-0.22 0,00 0.00 0,00 -0.99 

907,69 3.00 588.49 3.00 1156,10 

30 30 30 

-0.66 0,00 0.00 0,00 -1.13 

912.09 3.00 588,29 3,00 1093.53 

1 30 30 30 1 

-0.44 0.00 0,00 0.00 1.47 

729,04 3.00 588.32 3.00 832.36 

30 30 30 

-0,15 0.00 0,00 0.00 -0.79 

927.63 

-0.35 

951.37 

1 

0.14 

914,69 

1 

-0.07 

1373.45 2.73 963.41 3,00 589.86 3.25 1130.81 

-0.12 0.00 -0,20 0.00 0.00 0,00 -0,38 

-0.40 -0,10 -1.72 0.00 0,00 0.00 -2.42 

1375.13 2,73 965.38 3.00 589.86 3.25 1135.09 

1379.03 2.73 980.31 3.00 589,86 3.25 1158.91 

1384.22 2,73 966.37 3,00 589.86 3,25 1141.24 

1397.63 2.73 1009.53 3.00 589,93 3.25 1230.20 

1372.93 2,73 971.44 3,00 589.86 3.25 1154.04 

1413,50 2.73 979,88 3.00 589.93 3,25 1152,37 

1398.76 2,73 970.38 3,00 589.86 3,25 1139.37 



Table F.2: Comparison between the worst case performances of DACS+HLS+2-0pt 

and other VRPTW algorithms, after thirty runs of 1800 seconds, on the problem 

group PG100. 

PUo. 

01 - ilorst 

Freq. 

% to DACS+HLS 

02 - Worst 

Freq. 

% to DACS+HLS 

03 Worst 

Freq. 

% to DACS+HLS 

04 - 'JOIst 

Freq. 

% to DACS+HLS 

as - Vorst 

Freq, 

% to DACS+HLS 

06 'Jorst 

Freq. 

% to DACS+HLS 

07 - ,"'orst 

Freq. 

% to DACS+HLS 

08 - !Jorst 

Freq. 

% to DACS+HLS 

09 - ,",orst 

Freq. 

% to DACS+HLS 

10 - Vorst 

Freq, 

% to DACS+HLS 

11 - !Jorst 

Freq. 

% to DACS+HLS 

12 - ,",orst 

Freq. 

% to DACS+HLS 

Title(secs.) 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1800 

1600 

1600 

1800 

1800 

1800 

1800 

DACS+HLS+2-Opt - AVGs 1800 

% to DACS+HLS 1600 

% to SA+U{S [29J 1600 

DACS+HLS - AVGs 1800 

SA+LNS [29) - AVGs 1800 

7200 

RCA [28] AVGs 1800 

RGA+TA (28) - AVGs 2094 

LS [28] - AVGs 126 

LS+TA [28] - AVGs 156 

el ReI R2 

flV TO Illl TD NV TO tlV 

19.00 1692.52 10.00 828.94 15.00 1757.58 4.00 

30 30 30 29 1 30 

0.00 -1.17 0.00 0.00 0.00 -0.31 0.00 

18.00 1475.42 10.00 834.64 13.00 1534.30 4,00 

6 1 30 30 

0.00 -1.01 0.00 -12.05 0.00 -3.34 33.33 

14.00 1226.25 10.00 834.56 11.00 1417.98 3.00 

1 30 30 30 

0.00 -1.17 0.00 -9.06 -8.33 6.16 0.00 

10.00 1024.77 10.00 825.54 10.00 1187.83 3,00 

30 1 30 2 30 24 

0.00 -0.65 0.00 -0,41 0.00 -2,36 0.00 

14.00 1463,47 10.00 828.94 15.00 1549.07 3.00 

30 1 30 30 1 30 

0.00 -1.58 0.00 -5.08 0.00 -0,35 0.00 

12.00 1306.78 10,00 828.94 12.00 1480.90 3.00 

30 30 30 30 30 

-7.69 3,31 0.00 -4,97 0.00 -0.76 0.00 

11.00 1125,23 10.00 828.94 11.00 1318.05 3,00 

15 1 30 30 30 21 

0.00 0.21 0.00 -4.02 0,00 -5.97 0,00 

10.00 980.67 10.00 828,94, 10.00 1223.27 2.00 

28 30 30 30 1 30 

0.00 -0.10 0,00 -3,98 -9.09 4,94 0.00 

12,00 1256.98 10,00 828.94 

30 

0,00 

13 30 

0.00 -2.45 0.00 

11.00 1167.40 

27 1 

0,00 -2.39 -

11.00 1148.89 

29 

0.00 0,76 -

10,00 

30 

0,00 

12,67 

-0,65 

0.69 

12.75 

12.68 

12,17 

12.17 

12.17 

12.17 

12.17 

1064.55 

1 

4.04 

1244.41 

-0,31 

3.51 

1248.27 

1202,25 

1209.12 

1254,11 

1230.54 

1253.04 

1224.70 

-

10.00 829.82 

0,00 -4.57 

0,00 0.17 

10,00 869.57 

10.00 628.38 

10.00 828.38 

10.00 828.97 

10.00 828.38 

10,00 828.38 

10,00 828.38 

300 

3.00 

30 

0,00 

3,00 

30 

0.00 

3.00 

26 

0,00 

12.13 1433,62 3.09 

-2.02 -0,41 3.03 

2.06 4.32 0.03 

12.38 1439.59 3,00 

11.88 1374.21 3.09 

12,00 1368.73 2.73 

12.00 1424.60 2.73 

12.00 1386,22 2.73 

11.63 1441.28 2.73 

11.63 1418.72 2.73 

e2 

TO NV TO 

1284.55 3.00 591.56 

1 30 30 

-3.58 0.00 0.00 

1096.31 3.00 591.56 

1 30 30 

-13.48 0.00 0.00 

978.23 3.00 600.21 

1 30 

-3.66 0.00 -24.92 

780.43 3,00 623.20 

1 30 

-0.62 0.00 -16,88 

1089.29 3,00 588.88 

1 30 30 

-2.56 0,00 0.00 

955.94 3.00 588,49 

30 30 

-3.54 0.00 0.00 

842.60 3.00 588.29 

30 30 

-3.69 0,00 0.00 

793.30 3.00 588.32 

1 30 30 

-2.30 0.00 0.00 

989.29 

-0.64 

991.34 

-1.32 

823.34 

1 

-1.97 

Re2 

nv 

4.00 

30 

0.00 

4.00 

21 

0,00 

3.00 

30 

0.00 

3,00 

30 

0.00 

4.00 

30 

0,00 

3.00 

30 

0.00 

3.00 

30 

0.00 

3.00 

30 

0.00 

TO 

1496.48 

1 

-6.25 

1177 .65 

1 

-7.43 

1172.39 

1 

-4.30 

857.27 

-0.55 

1391.36 

-6.30 

1285,85 

1 

-7.13 

1195,51 

-5.15 

906.37 

-1.47 

965,87 3.00 595,06 3.36 1185.36 

-3.73 0.00 -6,40 0.00 -5.22 

-1.86 0.00 -9.66 -0.15 -0,10 

1003.28 3.00 635.78 3,38 1250.67 

984.16 3,00 656.72 3,38 1186.57 

1002.90 3,00 599,82 3.38 1152,74 

1041. 24 3, 00 606,98 3.25 1291. 51 

997,85 3,00 589,86 3.25 1203.97 

1013.22 3.00 590,30 3.25 1186,98 

990.08 3.00 589.86 3.25 1159.81 



Table F.3: Comparison between the best case performances of DACS+HLS+2-0pt 

and other VRPTW algorithms, after three runs of 2400 seconds, on the problem 

group PG200. 

PlIo. 

01 - Best 

Freq. 

% to DACS-tHLS 

02 - Best 

Freq. 

% to DACS+HLS 

03 - Best 

Freq. 

% to DACS+HLS 

04 - Best 

Freq. 

% to DACS+HLS 

05 - Best 

Freq. 

% to DACS+HLS 

06 - Best 

Freq. 

% to DACS+HLS 

07 - Best 

Freq. 

% to DACS+HLS 

08-Best 

Freq. 

% to DACS+HLS 

09 Best 

Freq. 

% to DACS+HLS 

10 - Best 

Freq. 

% to DACS+HLS 

DACS+HLS+2-Opt - AVGs 

% to DACS+HLS 

% to RVilSc [5] 

% to ES4C (2] 

DACS+HLS - AVGs 

RVNSc (5] 

ES4C (2) 

LC03 (33) 

AGES (48] 

MSLSl (17] 

MSLS+TAl [17] 

Tu:.e(secs.) 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

2400 

720-1680 

2400 

2400 

720 - 1680 

2400 

3000 

480 

102 

144 

Rl Cl 

IIV TO NV TO 

20.00 4977.50 20.00 2704.57 

1 

0.00 -8.27 0.00 -0.44 

18.00 4560.41 18.00 2976.44 

0.00 -3.S7 0.00 -5.23 

18.00 3600.72 18.00 2826.72 

1 

0.00 -1.97 0.00 -2.96 

18.00 3260.10 lS.CO 2806.35 

3 

0.00 -3.40 0.00 -2.08 

18.00 4850.46 20.00 2702.05 

3 

0.00 -2.23 0.00 0.00 

18.00 3777.88 20.00 2701.04 

3 3 

0.00 -6.70 0.00 0.00 

18.00 3417.39 20.00 2701.04 

3 

0.00 -3.10 0.00 -1.11 

18.00 3166.62 19.00 2831.86 

3 

0.00 -4.67 0.00 -5.61 

18.00 4269.48 18,00 3002.19 

1 

0.00 -5.00 0.00 1.40 

18.00 3546.95 18.00 2800.31 

1 

0.00 -5.39 0.00 -8.91 

18.20 3942.75 18.90 2805.26 

0.00 -4.58 0.00 -2.61 

0.55 3,17 0.00 0.95 

0.00 6.42 0.00 0.84 

18.20 4132.10 18.90 2880.57 

18.10 3821.43 18.90 2778.80 

18.20 3705.00 18.90 2782.00 

18.20 3676.95 18.90 2743.66 

18.20 3618.68 18.80 2717,21 

18.20 3884.95 18.90 2791.15 

18.20 3718.30 18.90 2749.83 

301 

RCl R2 C2 

IlV TO IlV TD IIV 

18.00 4347.55 5.00 4074.51 6.00 

1 1 

0.00 0.61 0.00 -5.53 0.00 

18.00 3668.35 4.00 3726.03 6.00 

0.00 -4.18 0.00 -4.51 0.00 

18.00 3406.91 4.00 307B.96 6.00 

3 

0.00 -7.26 0.00 -1.80 0.00 

18.00 3147.91 4.00 2096.55 6.00 

3 1 

0.00 -6.18 0.00 -:1.82 0.00 

18.00 4151.96 4.00 3404.88 6.00 

1 

0.00 -0.01 0.00 -4.46 0.00 

18.00 3960.48 4.00 2986.99 6.00 

1 1 3 

0.00 -2.33 0.00 -0.92 0.00 

18.00 3842.06 4.00 2531.20 6.00 

3 

0.00 -7.31 0.00 -4.61 0.00 

18.00 3649.94 4.00 1963.55 6.00 

3 

0.00 0.62 0.00 -3.09 0.00 

18.00 3630.69 4.00 3198.67 6.00 

1 3 

0.00 0.95 0.00 -2.14 0.00 

18.00 3407.53 4.00 2745.38 6.00 

3 

0.00 2.60 0.00 -2.87 0.00 

18.00 3721.34 4.10 2980.67 6.00 

0.00 -2.27 0.00 -3,35 0.00 

0.00 6.08 2.50 -2,12 0.00 

0.00 4.68 2.50 -2.43 0.00 

18.00 3807.64 4,10 3083.93 6.00 

18,00 3508.07 4.00 3045.29 6.00 

18.00 3555.00 4,00 3055.00 6.00 

18.00 3449.71 4.00 2986.01 6.00 

18.00 3221.34 4.00 2942.92 6.00 

18.00 3543.36 4.00 3081.61 6.00 

18.00 3329.62 4.00 3014.28 6.00 

RC2 

TD NV 

1931.44 6.00 

0.00 0.00 

1863.16 5,00 

0.00 0.00 

1803.45 4.00 

-7.96 0.00 

1809.40 4.00 

-1.44 0.00 

1879.31 5.00 

3 

-1.58 0.00 

1858.72 5.00 

-1.92 0.00 

1850.43 4.00 

2 

-2.00 0.00 

1833.27 4.00 

-1.50 0.00 

1836.53 4.00 

-10.60 0.00 

1813.88 4.00 

1 

-0.71 0.00 

1847.96 4.50 

-2.87 0.00 

0.30 2.27 

0.11 4.65 

1902.50 4.50 

1842.43 4.40 

1846.00 4.30 

1836,10 4.30 

1833.57 4.40 

1860.71 4.40 

1842.65 4.40 

TD 

3243.54 

-3.59 

2908.85 

1 

-2.57 

2711. 72 

1 

-0.79 

2235.22 

-1.94 

2795.51 

1 

-4.66 

2699.63 

1 

-4.94 

2678.76 

1 

-2.49 

2373.66 

-7.12 

2327.37 

-2.29 

2138.43 

1 

-2.06 

2611.27 

-3.30 

-0.65 

-2,38 

2700.25 

2628.36 

2675.00 

2613.75 

2519,79 

2672.01 

2585.89 



Table F.4: Comparison between the worst case performances of DACS+HLS+2-0pt 

and other VRPTW algorithms, after three runs of 2400 seconds, on the problem 

group PG200. 

PUo. Tine(aece.) 

01 \lorst 2400 

Freq. 

% to DACS+HLS 2400 

02 - Worst 2400 

Freq. 

% to DACS+HLS 2400 

03 - 'Worst 2400 

Freq. 

% to DACS+HLS 2400 

04 - Yorst 2400 

Freq. 

% to DACS+HLS 2400 

05 - Yorst 2400 

Freq. 

% to DACS+HLS 2400 

06 - Worst 2400 

Freq. 

% to DACS+HLS 2400 

07 - Yorst 2400 

Fraq. 

% to DACS+HLS 2400 

08 - \/orst 2400 

Freq. 

% to DACS+HLS 2400 

09 - Worst 2400 

Freq. 

% to DACS+HLS 2400 

10 - Vorst 2400 

Freq. 

% to DACS+HLS 2400 

DACS+HLS+2-0pt - AVGs 2400 

% to DACS+HLS 2400 

% to RVNSc [5) 720-1680 

% to ES4C [2] 2400 

DACS+HLS - AVGs 2400 

RVNSc [5] 720 - 1680 

ES4C [2] 2400 

LC03 (33) 3000 

AGES [48] 480 

MSLSl [17] 102 

MSLS+TA1 [17] 144 

R1 C1 RC1 

n m n m n m 

20.00 5136.22 20.00 2704.57 19.00 3735.11 

1 2 

0,00 -6.02 0.00 -0.98 0.00 -1.42 

18.00 4703.84 18.00 3141.66 18.00 3819.38 

3 3 3 1 

0.00 -1.14 0.00 -2.68 0.00 -7.82 

IS.00 3652.78 18.00 3001.25 18,00 3504.70 

1 

0,00 -8.36 0,00 -6.53 0,00 -8.61 

18.00 3287.76 18.00 2833.91 18.00 3307.03 

3 1 

0.00 -6.32 0.00 -3.71 0.00 -6.85 

18.00 4976.04 20.00 2702.05 18.00 4206,85 

1 3 

0.00 -4.72 0.00 -0.44 0.00 -9.57 

18.00 4007.28 20.00 2701.04 18,00 4218.15 

3 1 

0.00 -7,31 0.00 -8.16 0.00 -2.76 

18.00 3540.19 20.00 2701.04 18.00 4106.28 

1 

0.00 -12,81 0.00 -1.72 0,00 -5.35 

18,00 3256.02 20.00 2695.84 18.00 3721.66 

3 

0.00 -3.25 0,00 -0.10 0.00 -4.41 

18.00 4359.37 18.00 3284.55 18.00 3846.28 

1 1 3 

0.00 -7.23 -5.26 16.69 0.00 2,61 

18.00 3862.33 18,00 2985.48 18,00 3530.28 

3 

0,00 -1.62 0,00 -10.29 0.00 -6,01 

18.20 4078.18 19.00 2875,14 18.10 3799.57 

0.00 -5,85 -0.52 -2.07 0.00 -5.11 

0.55 6.72 0.53 3.47 0,56 8.31 

0,00 10.07 0.53 3,35 0.56 6,88 

18,20 4331.56 19,10 2935.85 18.10 4004.33 

18.10 3821.43 18.90 2778.80 18,00 3508.07 

18.20 3705.00 18.90 2782.00 18.00 3555.00 

18.20 3676.95 18,90 2743.66 18.00 3449.71 

18.20 3618.68 18.80 2717.21 18.00 3221.34 

18,20 3884.95 18.90 2791.15 18.00 3543.36 

18.20 3718,30 18.90 2749.83 18.00 3329.62 

302 

R2 C2 

IIV TO IIV TO 

5.00 4099.68 6.00 1931.44 

3 3 

0.00 -5.90 0.00 -3.28 

4.00 3816.52 6.00 1863.16 

3 3 

0.00 -5.75 0.00 -6.B7 

4.00 3180.89 6,00 1952.13 

3 

0.00 -1.34 0.00 -4.24 

4.00 2118.49 6.00 1983.59 

1 1 

0.00 -5.10 0.00 5.77 

4.00 3497,88 6.00 1891.21 

3 

0.00 -5.21 0.00 -1.53 

4,00 3000.18 6.00 1870.07 

1 1 

0,00 -5.76 0.00 -9.04 

4.00 2734.58 6.00 1919.22 

3 

0,00 -0.02 0,00 -5.82 

4.00 2016.11 6.00 1836.41 

3 3 

0.00 -3,59 0.00 -2.77 

4.00 3286.38 6.00 1880.73 

3 3 1 

0.00 -0.41 0.00 -16.55 

4.00 2878.46 6.00 1823.80 

3 3 1 

0.00 -1.98 0.00 -6.42 

4.10 3062.94 6.00 1895.18 

0,00 -3.68 0.00 -5.32 

2,50 0.58 0.00 2,86 

2.50 0.26 0.00 2.66 

4.10 3179.92 6.00 2001.73 

4.00 3045.29 6.00 1842.43 

4.00 3055.00 6.00 1846.00 

4.00 2986.01 6.00 1836.10 

4.00 2942.92 6.00 1833.57 

4.00 3081.61 6.00 1860,71 

4,00 3014.28 6,00 1842,65 

RC2 

NV TD 

6.00 3273.30 

0.00 -2.92 

5.00 3025.85 

1 

0.00 -5.00 

4.00 2883.27 

0.00 3.93 

4.00 2339.39 

1 

0.00 -0.17 

5.00 2834.10 

3 

0.00 -5.98 

5.00 2809.91 

1 

0.00 -5.32 

4.00 2903.18 

3 

0,00 -2.05 

4.00 2543,75 

3 

0.00 -3.26 

4.00 2342.85 

1 

0.00 -5.36 

4.00 2213.64 

3 1 

0.00 -8.11 

4.50 2716.92 

0.00 -3.43 

2.27 3.37 

4.65 1.57 

4.50 2813.44 

4.40 2628.36 

4,30 2675.00 

4.30 2613.75 

4.40 2519.79 

4.40 2672.01 

4.40 2585.89 



Table F.5: Comparison between the best case performances of DACS+HLS+2-0pt 

and other VRPTW algorithms, after three runs of 4800 seconds, on the problem 

group PG400. 

Rl Cl RCI R2 C2 RC2 

PlIo. Tine(secs.) NV TO !IV TO NV TO NV TO NV TO IIV TO 

01 - Best 4800 40.00 10832.31 40.00 7152.06 37.00 9102.66 8.00 9717.59 12.00 4119.14 12.00 7231.45 

Freq. 3 3 1 

% to DACStHLS 4800 0.00 -6.50 0.00 -0.05 0.00 -4.72 0.00 -5.06 0,00 -0.18 0.00 -7.48 

02 - Best 4800 36,0{) 10804.26 37.00 7877.58 36.0{) 9671.91 8.00 7958.65 12.00 3937.42 11.00 6213.07 

Freq. 1 1 1 

% to DACS+HLS 4800 0.00 -11.82 0.00 -13.69 0.00 -9.48 0.00 -6.47 0,00 -0.87 0.00 -12.62 

03 - Best 4800 36.00 9722.42 36.00 9606,86 36.00 9708.02 8.00 6624.42 12.00 4131.15 8.00 6080.16 

Freq. 1 1 1 1 

% to DACS+HLS 4800 0.00 -8.25 -2.70 9.79 0.00 -5.94 0.00 -6.36 0.00 -11.82 -11.11 -2.90 

04 - Best 4800 36.00 8936.47 36.00 9207.60 36.00 8901.71 B.OO 5006.27 12.00 4345.63 8.00 4116.55 

Freq. 3 3 3 3 3 1 

% to DACS+HLS 4800 0.00 -4.79 0.00 -1.01 0.00 -1.81 0.00 -6.80 0.00 -12,08 0.00 -7.93 

05 - Best 4800 36.00 11896.50 40.00 7152.06 37.00 8930,16 8.00 7566.10 12.00 3954.29 11.00 5928.58 

Freq. 2 1 3 1 3 

% to DACS+HLS 4800 0.00 -2.48 0.00 -0.26 0.00 -2.75 0.00 -7.14 0.00 -3.94 0.00 -12.63 

06 - Best 4800 36.00 10601.18 40.00 7153.45 36.00 9995,94 8.00 6785.43 12.00 3893.36 9.00 6263,05 

Freq, 3 1 3 1 3 1 

% to DACS+HLS 4800 0.00 -6.33 0.00 0.00 0,00 -17,62 0.00 -4.14 0.00 -3.85 0.00 -10.72 

07 - Best 4800 36.00 9516.08 40.00 7149.43 36.00 10486.79 8,00 5895.42 12.00 3966.24 8.00 6016.84 

Freq. 3 2 1 

% to DACS+HLS 4800 0,00 -7.88 0.00 -1.26 -2,70 11.53 0,00 -6,06 0.00 -3.42 -11.11 -9,02 

08 - Best 4800 36.00 8852.03 39.00 7250.67 36.00 10023.92 8.00 4859.24 12.00 3877.71 8.00 5429.49 

Freq. 3 3 3 

% to DACS+HLS 4800 0.00 -1.77 0.00 -3.45 0.00 -5.54 0.00 -6.46 0.00 -11.66 0.00 -7.09 

09 - Best 4800 36.00 10934.82 37.00 7506.09 36,00 9840.55 8.00 6849,99 12,00 4299,57 8.00 5221.77 

Freq, 1 1 1 1 

% to DACS+HLS 4800 0.00 -7.45 0.00 -2.38 0.00 -3.76 0.00 -5.40 0.00 -0.80 0,00 -7.73 

10 - Best 4600 36.00 10097.53 37,00 7260.35 36.00 9703,43 8.00 6525.49 12.00 3763.90 8.00 4976.89 

Freq. 3 3 3 3 3 

% to DACS+HLS 4600 0,00 -4.54 0,00 -2.52 0.00 -2.27 0.00 -2.96 0.00 -7.83 0.00 -7.89 

DACS+HLS+2-Dpt - AVGs 4800 36.40 10219.36 38.20 7731.62 36.20 9636,51 8.00 6778.86 12.00 4030.84 9,10 5747.79 

% to DACS+HLS 4800 0,00 -6.31 -0.26 -1.57 -0.28 -4.69 0,00 -5.66 0,00 -5,88 -2.15 -8,74 

% to RVNSc [5] 3900-7980 0.55 11.63 0.53 5.60 0.28 11.68 0.00 3.53 0,00 2.76 4.60 2,03 

% to ES4C [2] 4800 0.28 14.50 0.53 1.95 0,28 9.97 0.00 4.26 0.00 2.44 5.81 4.16 

DACS+HLS - AVGs 4800 36.40 10907.15 38.30 7854.54 36,30 10110.95 8.00 7185.49 12.00 4282.77 9,30 6297.93 

Rvnsc [5] 3900-7980 36.20 9154.50 38.00 7321.68 36,10 8628.74 8,00 6547.87 12.00 3922.71 8.70 5633,28 

ES4C (2) 4800 36.30 8925.00 38,00 7584,00 36.10 8763.00 8.00 6502.00 12.00 3935.00 8.60 5518,00 

LC03 [33) 6000 36.50 8839.28 37,90 7447.09 36.00 8652.01 8,00 6437.68 12.00 3940.87 8.60 5511.22 

AGES [48] 1020 36.30 8530.03 37.90 7148.27 36,00 8066.44 8.00 6209.94 12,00 3840,85 8,80 5243.06 

HSLSl (17) 408 36.40 9225.95 37,90 7464.09 36,00 8836.49 8.00 6690.15 12.00 3984.57 8.90 5692.33 

HSLS+TAl (17) 474 36.40 8692.17 37,90 7230.48 36.00 8305,55 8.00 6382.63 12.00 3894.48 8.90 5407,87 
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Table F.6: Comparison between the worst case performances of DACS+HLS+2-0pt 

and other VRPTW algorithms, after three runs of 4800 seconds, on the problem 

group PG400. 

Rl Cl RCI R2 C2 RC2 

Plio. Tine(seca,} NV TO NV TO NV TO IiV TD NV TO NV TO 

01 - 'Jorst 4800 40,00 11014.89 40.00 7152.06 37.00 9285.80 8.00 9794.74 12.00 4119.33 12,00 7498.61 

Freq. 3 1 3 1 3 1 

% to OACS+HLS 4800 0.00 -5.67 0.00 -0.19 0.00 -4.85 0.00 -11.14 0.00 -6.97 0.00 -6.14 

02 - Worst 4800 36.00 11528.50 38.00 7788.22 36.00 10979.68 8.00 8245.0£ 12.00 3985.52 11.00 6468.85 

Freq. 1 1 3 3 1 

% to OACS+HLS 4800 0.00 -12.25 0.00 -14.82 -2.70 23,03 0.00 -6.75 0,00 -4.92 0.00 -13.57 

03 - 'JOIst 4800 36.00 10119.00 37.00 7745.44 36.00 9865.79 8.00 6757.33 12.00 4344.59 9.00 5728.26 

h~ 1 1 

% to DACS+HLS 4800 0.00 -6.54 0.00 -14.72 0.00 -6.39 0.00 -6.64 0.00 -19.92 0.00 -11.01 

04 - 'Jorst 4800 36,00 8951.96 36.00 9581.90 36.00 8988.70 8.00 5220.57 12.00 4848.79 8.00 4272.46 

Freq. 3 1 1 3 1 

% to DACS+HLS 4800 0.00 -6.13 0.00 -1.40 0.00 -5.88 0.00 -6.32 0.00 -7.20 0,00 -10.16 

05 - Worst 4800 37.00 10034.17 40.00 7152,06 37.00 9021.16 8.00 7690.05 12.00 4076,12 11.00 6246.61 

Freq. 1 3 1 3 3 1 

% to DACS+HLS 4800 0,00 -9.01 0.00 -0.84 0.00 -6,18 0.00 -8.54 0,00 -11.76 0.00 -14.38 

06 - Vorst 4800 36.00 11039.21 40,00 7153.45 37.00 8907,25 8.00 6950.28 12.00 3916.58 9.00 6643.16 

Freq. 3 1 1 3 1 

% to DACS+HLS 4800 0.00 -7.57 0.00 -1.90 0.00 -6.61 0.00 -4.93 0.00 -15.10 0.00 -9.32 

07 - Worst 4800 36.00 10275.61 40.00 7149.43 36.00 11222.61 8.00 6220.81 12.00 4230.88 9.00 5961.55 

Freq. 3 3 1 1 1 

% to DACS+HLS 4800 0.00 -4.82 0.00 -5.24 -2.70 16.70 0.00 -4.38 0.00 -9.01 0.00 -14.09 

08 - Vorst 4800 36.00 8986.03 39.00 7460.22 36.00 10683.98 8.00 4952.50 12.00 3896.14 8.00 5546.46 

Freq, 3 3 1 1 

% to DACS+HLS 4800 0.00 -3.85 -2.50 3.41 0.00 -3.18 0.00 -8.53 0.00 -11.46 0.00 -7.34 

09 - Worst 4800 36.00 11902.13 37.00 7851.19 36,00 10380.05 8.00 7060.64 12.00 4632.72 8.00 5317.48 

Freq. 1 3 3 1 3 

% to DACS+HLS 4800 0.00 -6.95 0.00 -1.90 0.00 -2.08 0.00 -8.27 0.00 -4.80 0.00 -7.55 

10 - Vorst 4800 36.00 10390.17 37,00 7642.05 36.00 10145.29 8.00 6649.17 12.00 3867.99 8.00 5018.05 

Freq. 1 3 3 

% to DACS+HLS 4800 0.00 -6.10 0.00 -2.92 0,00 -5.76 0.00 -4.53 0.00 -11.86 0.00 -10.25 

DACS+HLS+2-Opt - AVGs 4800 36.50 10424.17 38.40 7667.60 36.30 9948.03 8.00 6954.12 12.00 4191.87 9.30 5870,15 

% to DACS+HLS 4800 0.00 -7.05 -0.26 -4.45 -0.55 -0.46 0.00 -7.25 0.00 -10.44 0.00 -10.45 

% to RVlISc [5J 3900-7980 0.83 13.87 1.05 4.72 0.55 15.29 0.00 6.20 0.00 6.86 6.90 4.20 

% to ES4C I2J 4800 0,55 16.80 1.05 1.10 0.55 13.52 0.00 6.95 0.00 6.53 8.14 6.38 

DACS+HLS - AVGs 4800 36.50 11214.67 38.50 8024.86 36.50 9994,22 8.00 7497.64 12.00 4680.71 9.30 6555.51 

RVlISc [5] 3900-7980 36.20 9154.50 38.00 7321.68 36.10 8628.74 8.00 6547,87 12.00 3922.71 8,70 5633.28 

ES4C [2] 4800 36.30 8925.00 38.00 7584.00 36.10 8763.00 8.00 6502.00 12.00 3935.00 8.60 5518.00 

LC03 [33) 6000 36,50 8839.28 37.90 7447.09 36.00 8652.01 8.00 6437.68 12.00 3940.87 8.60 5511.22 

AGES (48) 1020 36.30 8530.03 37.90 7148.27 36.00 8066.44 8,00 6209.94 12.00 3840,85 8.80 5243.06 

HSLSl [17) 408 36.40 9225.95 37.90 7464.09 36.00 8836.49 8.00 6690.15 12.00 3984.57 8.90 5692.33 

MSLS+TAl [17] 474 36.40 8692.17 37.90 7230.48 36.00 8305.55 8.00 6382.63 12.00 3894.48 8.90 5407.87 
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Appendix G 

Tables of results related to 

different SIl-Like algorithms 

This section mentions in Tables G.1 to G.15 information about the experiments done 

to some SIl-Like approaches. Each of the tables, mentioned in C1 to C6, represents 

the average, best and worst case performance, on the problem group PG 100 in 

Section 2.2, after only one run of an averaged amount of CPU time that is less than 

or equal to 235.09 seconds. 

C1- Table G.1 represents the performance of the SIl-Like 05 approach as in Sec

tion 5.8, which its insertion procedure uses a descending ordering of customers 

according to how much constrained they are. 

C2- Table G.2 represents the performance of the SIl-Like 07 approach as in Sec

tion 5.10, which its hybrid local search HLS sorts the tours of each solution, 

to be improved, in an ascending order according their sizes of the customers 

they have. 

C3- Tables G.3 and G.4 represent respectively the performances of the SIl-Like 08 

and SIl-Like 09 approaches as in Section 5.11. SIl-Like 08 uses the inversion 

move of type 1 only whereas SIl-Like 09 uses the inversion move of type 2 in 

addition to that of type 1. 

C4- Tables G.5, G.6, G.7 and G.8 represent respectively the performances of 

the SIl-Like 10, SIl-Like 11, SIl-Like 12 and SIl-Like 13 approaches as in 
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Section 5.12. Each of the four S11-Like approaches uses a particular region for 

ejection and insertion purposes in the "eject and insert" strategy. 

a- S11-Like 10 uses the sector region in the "eject and insert" strategy. 

b- S11-Like 11 uses the track region in the "eject and insert" strategy. 

c- S11-Like 12 uses the time intervals in the "eject and insert" strategy. 

d- S11-Like 13 uses the whole graph in the "eject and insert" strategy. 

C5- Tables G.9, G.10 and G.11 represent respectively the performances of the 

S11-Like 14, S11-Like 15, and S11-Like 16 approaches as in Section 5.13. Each 

of the three S11-Like approaches merges the "eject and insert" strategy with 

the insertion procedure and the hybrid local search HLS in Section 5.3.4. 

e- S11-Like 14 uses the HLS to improve the feasible solutions out of the 

"eject and insert" strategy. 

f- S11-Like 15 and S11-Like 16 use the insertion procedure and the HLS to 

improve the feasible and the infeasible solutions out of the "eject and 

insert" strategy. The difference between SIl-Like 15 and SIl-Like 16 is 

that the first does not apply the steps hand i in Figure 5.2 while the 

second ·uses such steps. 

C6- Tables G.12, G.13, G.14 and G.15 represent respectively the performances 

of the SIl-Like 17, SIl-Like 18, SIl-Like 19 and SIl-Like 20 approaches as 

in Section 5.14. Each of the four SIl-Like approaches uses the waiting time 

functions in Equation 5.3, 5.4 or 5.5 instead of the servicing time functions 

Equation 2.25. 

g- SIl-Like 17 uses the vehicle waiting time functions in Equation 5.3. 

h- SIl-Like 18 uses the customer waiting time functions in Equation 5.4. 

1- SIl-Like 19 uses a combination of the vehicle and customer waiting time 

functions in Equation 5.5. 

J- SIl-Like 20 uses Equation 5.5 as in SIl-Like 19 but with panelizing the 

vehicle waiting time terms with the value -1. 
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Table G.l: Comparison between the average case performances of SIl-Like 05 and 

other VRPTW algorithms, after only one run, on the problem group PGlOO. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PUo. 

01 - AVGs 

% to SI1-Like 04 

02 - AVGs 

% to SI1-Like 04 

03 - AVGs 

% to SIt-Like 04 

04 AVGs 

% to SIl-Like 04 

05 - AVGs 

% to SI1-Like 04 

06 - AVGs 

% to SIl-Like 04 

07 - AVGs 

% to SIl-Like 04 

08 - AVGs 

% to SIl-Like 04 

09 - AVGs 

% to SIl-Like 04 

10 - AVGs 

% to SIl-Like 04 

11 - AVGs 

% to SIl-Like 04 

12 - AVGs 

% to SIl-Like 04 

SIl-Like 05 -AVGs 

Tice(secs.) 

% to SIl-Like 04 

% to SIl-Like 03 

% to RVIlSa [5] 

% to PRt [11J 

% to TP [13J 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

Sli-Like 04 - AVGs 

Sli-Like 03 - AVGs 

RVNSa [5J - AVGs 

PRI [11J - AVGs 

TP [13) - AVGs 

AD [14J - AVGs 

PR2 [78] - AVGs 

PS [79] - AYGs 

DACS 01 - AYGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Rl el Rel R2 e2 RC2 

Tioe(secs.) NV TD NV TD NV TO NV TO IIV TO NV TO 

15.22 - 114.55 20.00 1722.93 10.00 833.24 15.00 1754.91 4.00 1456.35 3.00 591.56 4.00 1597.21 

0.00 15.78 - 137.64 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00 

15.22 - 114.55 18.00 1579.59 10.00 978.30 14.00 1617.26 4.00 1441.55 3.00 591.56 4.00 1642.33 

0.23 15.78 - 137.64 0.00 0.00 0.00 1.04 0.00 0.00 0.00 7.87 0.00 0.00 0.00 

15.22 - 114.55 14.00 1422.88 10.00 1037.99 12.00 1425.88 3.00 1298.97 3.00 737.92 3.00 1231.66 

-0.07 15.78 - 137.64 0.00 0.00 0.00 3.21 0.00 0.00 0.00 19.15 0.00 3.18 0.00 

15.22 - 114.55 10.00 1128.72 10.00 1134.71 11.00 1273.91 3.00 1027.94 3,00 859.94 3,00 1179.59 

14,24 15.78 - 137.64 0.00 -0.72 0,00 0,00 0,00 -1.51 0,00 0.00 0,00 5.35 0,00 

15.22 - 114,55 14,00 1439.41 10,00 832.27 15,00 1704,79 3.00 1199.94 3.00 606,28 4.00 1475,95 

-4.94 15,78 - 137,64 0,00 0,00 0.00 0,00 0.00 0.00 0,00 0,00 0,00 0.00 0.00 

15.22 - 114,55 13,00 1354,97 10,00 828.94 12.00 1521.72 3,00 1168,83 3.00 588.49 3.00 1335,46 

0.00 15.78 - 137.64 0.00 0,00 0,00 0.00 0,00 0,00 0.00 0,00 0.00 0,00 0.00 

15.22 - 114.55 11.00 1392,23 10.00 828,94 12,00 1362,18 3,00 1137.94 3.00 606.06 3.00 1364.75 

0.00 15.78 - 137,64 0.00 0.00 0,00 0.00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 

15.22 - 114.55 10.00 1059.00 10.00 853,25 11.00 1254,11 2.00 919,65 3.00 515,OB 3,00 1156.87 

0.00 15,78 - 137.64 0.00 -0.47 0.00 0,00 0.00 0.00 0,00 1.14 0,00 0,00 0.00 

15,22 - 114.55 

15,78 - 137,64 

15.22 - 114,55 

15.78 - 137,64 

15.22 - 114.55 

15.78 137.64 

15.22 - 114.55 

15.78 - 137.64 

15.22 - 114.55 

15,22 - 114.55 

15,78 - 137.64 

5.88 - 46 

2220 

1176 

lOB 

300 - 400 

300 

300 

300 

300 

15.78 - 137.64 

5.88 - 46 

2220 

1176 

lOB 

132 - 253 

180 

If/A 

300 400 

300 

300 

300 

300 

12,00 1281.02 10.00 884.16 

0.00 0,00 0.00 0.00 

12.00 1230,79 

0.00 0.00 

11.00 1226.06 

0.00 0.00 

10.00 1084.49 

0.00 0.00 

12.92 1326.84 10,00 912.42 

18,00 15.22 

0,00 -0,08 0.00 0.52 

-1.90 -7.28 0.00 -3.42 

7,64 7,92 0.00 10.15 

-3,10 -12.07 -6,28 -32.10 

-0,64 -2.22 0.00 -0.46 

-8,28 -12.87 0.00 -6,60 

-2,52 6.56 0.00 6.60 

1.17 7.68 0.00 9.70 

2.51 7.16 0.00 9.38 

2.22 8.38 0.00 10,08 

12.92 1327.94 10.00 907.72 

13.17 1431.03 10.00 944.73 

12.00 1229.48 10.00 828.38 

13.33 1509.04 10.67 1343.59 

13.00 1355.92 10.00 916.67 

12.83 1386.46 10,00 955.39 

13.33 1381.90 10.00 902.90 

13.50 1242.40 10.00 843.84 

14.08 1522.81 10.00 976.86 

13.25 1245.12 10.00 855.92 

12,77 1232.18 10.00 831.77 

12.60 1238.15 10.00 834.20 

12.64 1224.23 10.00 828.86 
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3,00 

0.00 

3.00 

0,00 

3.00 

0.00 

1153.82 

3.64 

1132.10 

0.00 

1017,42 

0.00 

12.75 1489.35 3.09 1177.68 3.00 649,61 3.38 1372.98 

16.62 114.55 61. 75 95,00 

0.00 -0.16 0.00 2.90 0.00 1.29 0,00 0.67 

-2.86 -4,74 -2.86 -7.90 0.00 -5.81 -6,90 -11.15 

10.87 6.82 13.22 19.00 0.00 10.05 3.85 20.32 

-4.71 -13.60 0.03 -15.07 -11.24 -18.55 -7.02 -16,84 

-1.92 -1.65 -2.80 -7.71 0.00 0.77 -9.03 -16.00 

-7.27 -12.12 -2.86 -12.62 0.00 -6.37 -8.99 -13.27 

-0.97 4.72 -2.86 10.71 -2.70 6.33 -7.95 7.83 

2.34 6,09 -1.26 22.00 0.00 9.70 -2.41 18.11 

5,05 5.74 3.03 20.29 0.00 9.50 0.12 17.01 

5.26 6.72 2.20 22.79 0.00 9.86 0,12 20.19 

12.75 1491.79 3.09 1144.51 3.00 641.31 3.38 1363.81 

13.13 1563.50 3.18 1278.75 3.00 689.68 3.63 1545.33 

11.50 1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

13.38 1723.72 3.09 1386.67 3.38 797.59 3.63 1651.05 

13.00 1514.29 3.18 1276 3.00 544.63 3.71 1634.43 

12.50 1545.92 3.09 1356.48 3.00 717 .31 3.38 1598.06 

13.25 1545.30 3.27 1293.40 3.13 653,20 3.88 1595,10 

13.50 1408.76 4.09 977,12 3.13 607.58 5.13 1111.37 

13.75 1694.65 3.18 1347,79 3.00 693.81 3.71 1583.11 

12.88 1422.21 3.18 1063.77 3.08 610.94 3.67 1273.33 

12.46 1403.85 3.13 965,34 3.00 592.17 3.46 1162.42 

12.14 1408.55 3.00 979.02 3.00 593.26 3.37 1173.38 

12.11 1395.58 3.02 959,13 3.00 591.29 3.37 1142.36 



Table G.2: Comparison between the average case performances of SIl-Like 07 and 

other VRPTW algorithms, after only one run, on the problem group PGlOO. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PUo. 

01 - AVGs 

% to SIl-Like 06 

02 - AVGs 

% to SIl-Like 06 

03 - AVGs 

% to SIl-Like 06 

04 - AVGs 

% to SIl-Like 06 

05 - AVGs 

% to SI1-Like 06 

06 AVGs 

% to SI1-Like 06 

07 - AVGs 

% to SIl-Like 06 

08 AVGs 

% to SIl-Like 06 

09 - AVGs 

% to SI1-Like 06 

10 - AVGs 

% to SII-Like 06 

11 - AVGs 

% to SI1-Like 06 

12 - AVGs 

% to SI1-Like 06 

SI1-Like 07 -AVGs 

TiDe(secs.) 

% to SIl-Like 06 

% to SIl-Like 05 

% to SIl-Like 04 

% to RV!fSa [5] 

% to AD [14] 

% to PR2 [78J 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SI1-Like 06 -AVGs 

SII-Like 05 - AVGs 

SIl-Like 04 - AVGs 

AKRed [60J - AVGs 

RVIlSa [5J - AVGs 

CLI [77] - AVGs 

AD [14] - AVGs 

PR2 [78] - AVGs 

PS [79] - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Ti~e(S8ca.) 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144,09 

19.75 - 141.91 

19 - 144,09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19.75 - 141.91 

19 - 144.09 

19 - 144.09 

19.75 - 141.91 

15.22 - 114.55 

15.78 - 137.64 

2220 

132 - 253 

180 

300 - 400 

300 

300 

300 

300 

19.75 - 141.91 

15.22 - 114.55 

15.78 - 137.64 

50 - 223 

2220 

300 

132 - 253 

180 

H/A 

300 - 400 

300 

300 

300 

300 

Rl Cl RCI R2 

IlV TO IlV TD NV TO NV 

20,00 1580.20 10,00 828.94 15.00 1701.50 4.00 

0.00 -0.94 0.00 0.00 0,00 0.00 0.00 

18.00 1569.54 10.00 916.66 14.00 1576,84 4.00 

0.00 0.26 0.00 2.21 0.00 3.01 0.00 

14.00 1285.43 10,00 925.71 12.00 1349.47 3.00 

0.00 -0.96 0.00 1.04 0.00 -0.82 0.00 

10.00 1076.89 10.00 869.50 11.00 1215.68 3.00 

0.00 -0.54 0.00 -8.44 0.00 1.51 0.00 

14.00 1497.62 10.00 828.94 15.00 1656.19 3.00 

0.00 6.00 0.00 0.00 0.00 1.04 0.00 

13.00 1320.39 10,00 828.94 12.00 1465.65 3.00 

0,00 -0.68 0.00 0.00 0.00 -0,55 0.00 

11.00 1190.23 10.00 828.94 12.00 1329.55 3.00 

0.00 -6.52 0.00 0.00 0.00 -0.39 0.00 

10.00 1032.67 10.00 828.94 11.00 1219.55 2.00 

0.00 0.27 0.00 0.00 0.00 1.10 0.00 

12.00 1324.81 

0.00 4.86 

12.00 120£.08 

10.00 

0.00 

0.00 2.24 -

11.00 1254.03 

0.00 3.82 

10.00 1018.47 

0.00 -5.29 

828.94 

0.00 

12.92 1288.03 10.00 853.95 12.75 

21.75 21.56 19,00 

0.00 0.27 0.00 -0.66 0.00 

0.00 -2.93 0.00 -6.41 0.00 

0.00 -3.01 0.00 -5,92 0.00 

12.00 1229.48 10.00 828.38 11.50 

12.83 1386.46 10.00 955.39 12.50 

13.33 1381.90 10.00 902.90 13.25 

-8.28 -15.42 0.00 -12.58 -7.27 

-2.52 3.45 0.00 -0.23 -0.97 

1.17 4.53 0.00 2.67 2.34 

2,51 4.03 0.00 2.37 5.05 

2.22 5.21 0.00 3.03 5.26 

12.92 1284.50 10.00 859.58 12.75 

12.92 1326.84 10.00 912.42 12,75 

12.92 1327.94 10.00 907.72 12.75 

12.50 1241.89 10.00 834.05 12.38 

12.00 1229.48 10.00 828.38 11.50 

12.42 1233.34 10.00 828.38 12.00 

12.83 1386.46 10.00 955.39 12.50 

13.33 1381.90 10.00 902.90 13.25 

13.50 1242.40 10.00 843.84 13.50 

14.08 1522.81 10.00 976.86 13.75 

13.25 1245.12 10.00 855.92 12.88 

12.17 1232.18 10.00 831.77 12.46 

12.60 1238.15 10.00 834.20 12.14 

12.64 1224.23 10.00 828.86 12.11 

308 

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

1439.30 3.09 

144.09 

0.61 0.00 

-3.36 0.00 

-3.52 0.00 

1394.26 2.73 

1545.92 3.09 

1545.30 3.27 

-15.07 -2.86 

1.20 -2.86 

2.53 -1.26 

2.18 3.03 

3.13 2.20 

1430.55 3.09 

1489.35 3.09 

1491. 79 3.09 

1408.87 2.91 

1394.26 2.73 

1403.74 3.09 

1545.92 3.09 

1545,30 3.27 

1408.76 4.09 

1694.65 3.18 

1422.21 3.18 

1403.85 3.13 

1408.55 3.00 

1395.58 3.02 

C2 

TO }IV 

1341.49 3.00 

0.25 0.00 

1173.21 3.00 

0.14 0.00 

985.01 3.00 

-1.08 0.00 

864.52 3.00 

-0.18 0.00 

1136.25 3.00 

1.60 0.00 

1034.76 3.00 

0.98 0,00 

1137.94 3.00 

0.00 0.00 

826.90 3.00 

0.35 0.00 

989.87 

0.00 

1005.56 

-0.09 

1017.42 

0.00 

1046.63 3.00 

72.50 

0.20 0.00 

-11.13 0.00 

-8.55 0.00 

989.62 3.00 

1366.48 3.00 

1293.40 3.13 

-22.34 0.00 

-1.61 -2.70 

8.42 0.00 

6.91 0.00 

9.12 0.00 

1044.57 3.00 

1177.68 3.00 

1144.51 3.00 

995.39 3.00 

989.62 3.00 

990.99 3.00 

1366.48 3.00 

1293.40 3.13 

977.12 3.13 

1347.79 3.00 

1063.77 3.08 

965.34 3.00 

979.02 3.00 

959.13 3.00 

RC2 

TO tlV TD 

591.56 4.00 1469.28 

-3.13 0.00 0.00 

591.56 4.00 1240.88 

-2.55 0.00 0.00 

591.17 3,00 1167.56 

-1.33 0,00 0.00 

648.56 3.00 936.61 

1.03 2.23 0.00 

588.88 4.00 1427.75 

1.95 0.00 0.00 

588.49 3,00 1287.77 

0.95 0.00 0.00 

588.29 3.00 1181.34 

-4.97 0.00 0.00 

588.32 3.00 1021.14 

4,92 0.00 0.00 

597.10 

0.30 

-8.08 

-6.89 

590.30 

717.31 

653.20 

-13.94 

-2.26 

0.83 

0.65 

0.98 

595.34 

649.61 

641.31 

591.78 

590.30 

596.63 

717.31 

653.20 

607.58 

693.81 

610.94 

592.17 

593.26 

591.29 

3.38 1216.54 

110,62 

0.00 -0.62 

0.00 -11.39 

0.00 -10.80 

3.25 1141.07 

3.38 1598.06 

3.88 1595.10 

-8.99 -23.16 

-7.95 -4.46 

-2.41 4.66 

0.12 3.68 

0.12 6.49 

3.38 1224,11 

3.38 1372.98 

3.38 1363.81 

3.38 1139.70 

3.25 1141.07 

3.38 1220.99 

3.38 1598.06 

3.88 1595.10 

5.13 1111.37 

3.71 1583.11 

3.67 1273.33 

3.46 1162.42 

3.37 1173.38 

3.37 1142.36 



Table G.3: Comparison between the average case performances of SIl-Like 08 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PUo. 

01 - AVGs 

% to SIl-Like 07 

02 - AVGs 

% to SI1-Like 07 

03 - AVGs 

% to SIl-Like 07 

04 - AVGs 

% to SIl-Like 07 

05 - AVGs 

% to SIl-Like 07 

06 - AVGs 

% to SIl-Like 07 

07 - AVGs 

% to SIl-Like 07 

08 - AVGs 

% to SIl-Like 07 

09 - AVGs 

% to SII-Like 07 

10 - AVGs 

% to SII-Like 07 

11 - AVGs 

% to SIl-Like 07 

12 - AVGs 

% to SIl-Like 07 

SIl-Like 08 - AVGs 

Tillle(sacs,) 

% to SIl-Like 07 

% to SIl-Like 06 

% to RVNSa [5] 

% to AD [14J 

% to PR2 [78] 

% to DACS Oi 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 07 -AVGs 

SIl-Like 06 -AVGs 

AKRed [60] AVGs 

RVtiSa [5] - AVGs 

CLI (77) - AVGs 

AD [14] - AVGs 

PR2 [78) - AVGs 

PS [79] - AVGs 

DACS 01 - AVGa 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Rl Cl RCl R2 C2 

Tice(secs.) IiV TD NV TD NV TO !IV TO flV 

19.12 - 151.09 20.00 1680.20 10.00 828.94 15.00 1701.50 4.00 1341.69 3.00 

19 - 144.09 0.00 0.00 0,00 0.00 0.00 0.00 0.00 0.01 0.00 

19.12 - 151.09 18.00 1569.54 10.00 916.66 14.00 1561.54 4.00 1150.10 3.00 

19 - 144.09 0.00 0.00 0.00 0.00 0,00 -0.97 0.00 -1.12 0.00 

19.12 - 151.09 14.00 1281.89 10.00 913.85 12.00 1349.47 3.00 985.01 3.00 

19 - 144.09 0.00 -0.28 0,00 -1.28 0,00 0.00 0,00 0.00 0,00 

19.12 - 151.09 10.00 1076.89 10.00 906.13 11.00 1228.27 3.00 839.00 3.00 

19 - 144,09 0.00 0.00 0,00 4,21 0.00 1.04 0.00 -2.95 0.00 

19.12 - 151.09 14.00 1497.62 10.00 828,94 15.00 1656,19 3.00 1126,15 3.00 

19 - 144.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.89 0.00 

19,12 151.09 13.00 1320,39 10.00 828.94 12.00 1465.65 3.00 1038.90 3.00 

19 - 144.09 0,00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 

19.12 - 151.09 11.00 1190.23 10.00 828.94 12.00 1329.55 3,00 1137.94 3.00 

19 - 144.09 0.00 0,00 0.00 0.00 0,00 0,00 0,00 0.00 0.00 

RC2 

TO NV 

591.56 4.00 

0.00 0.00 

591.56 4.00 

0.00 0.00 

591.17 3,00 

0.00 0.00 

629.20 3.00 

-2.99 0,00 

588.88 4.00 

0.00 0,00 

588,49 3,00 

0,00 0,00 

588,29 3.00 

0,00 0.00 

TD 

1469.28 

0,00 

1256.63 

1.27 

1188.09 

1.76 

916.78 

-2,12 

1418.95 

-0.62 

1268,71 

-1.48 

1179.34 

-0.17 

19.12 - 151.09 10.00 1020.52 10.00 828.94 11.00 1208.35 2.00 783,02 3.00 588.32 3.00 942.71 

-7,68 19 - 144.09 0.00 -1.18 0.00 0,00 0.00 -0.92 0,00 -5,31 0.00 0,00 0.00 

19.12 - 151.09 

19 - 144.09 

19.12 - 151.09 

19 - 144.09 

19.12 - 151,09 

19 - 144.09 

19,12 - 151.09 

19 - 144,09 

19.12 - 151,09 

19,12 - 151.09 

19 - 144.09 

19.75 - 141.91 

2220 

132 - 253 

180 

300 - 400 

300 

300 

300 

300 

19 144.09 

19.75 - 141.91 

50 - 223 

2220 

300 

132 - 253 

180 

lIlA 

300 - 400 

3DO 

300 

300 

3DO 

12.00 1324.81 

0.00 0.00 

12,00 

0.00 

1202.70 

-0,28 

11.00 1254.03 

0.00 0,00 

10,00 

0,00 

1056.52 

3.74 

10.00 828.94 

0.00 0,00 

-

12.92 1289,61 10.00 856.70 12,75 

22.00 21.67 19,12 

0.00 0.12 0.00 0.32 0.00 

0,00 0.40 0,00 -0.34 0.00 

7,64 4.89 0,00 3.42 10,87 

0.68 -6,99 0.00 -10.33 2,00 

-3.10 -6,68 0.00 -5.12 -3,77 

-8.28 -15,31 0,00 -12.30 -7,27 

-2.52 3,57 0.00 0,09 -0.97 

1.17 4,66 0,00 3.00 2.34 

2.51 4.16 0,00 2.70 5.05 

2,22 5.34 0,00 3.36 5.26 

12.92 1288.03 10.00 853.95 12,75 

12.92 1284,50 10.00 859.58 12,75 

12.50 1241.89 10,00 834.05 12,38 

12,00 1229.48 10.00 828,38 11.50 

12.42 1233.34 10.00 828.38 12.00 

12.83 1386.46 10.00 955.39 12.50 

13.33 1381.90 10,00 902.90 13,25 

13.50 1242.40 10.00 843.84 13.50 

14,08 1522.81 10,00 976.86 13.75 

13,25 1245.12 10.00 855,92 12.88 

12,77 1232,18 10.00 831.77 12.46 

12.60 1238.15 10.00 834.20 12.14 

12.64 1224,23 10.00 828.86 12,11 

309 

3.00 

0.00 

3.00 

0,00 

3.00 

0.00 

1005.72 

1.60 

1008.45 

0.29 

1017.42 

0.00 

1437.57 3.09 1040.31 3.00 594,68 

151.09 79,12 

-0.12 0.00 -0,60 0.00 -0.41 

0.49 0,00 -0.41 0.00 -0.11 

3,11 13,22 5.12 0.00 0.74 

-7.01 0.03 -23.87 0.00 -17,10 

-6.97 -5.48 -19.57 -4.15 -8,96 

-15.17 -2.86 -22.81 0,00 -14,29 

1.08 -2.86 -2.21 -2.70 -2.66 

2.40 -1.26 7.77 0.00 0.43 

2.06 3.03 6,26 0.00 0.24 

3.01 2.20 8.46 0.00 0,57 

1439.30 3.09 1046.63 3.00 597,10 

1430.55 3.09 1044,57 3.00 595.34 

1408,87 2,91 995,39 3.00 591.78 

1394,26 2,73 989.62 3.00 590.30 

1403,74 3.09 990.99 3.00 596,63 

1545.92 3.09 1366.48 3,00 717.31 

1545.30 3.27 1293.40 3.13 653.20 

1408.76 4.09 977.12 3.13 607.58 

1694.65 3.18 1347.79 3.00 693,81 

1422,21 3.18 1063.77 3.08 610,94 

1403.85 3.13 965.34 3,00 592,17 

1408.55 3.00 979.02 3.00 593.26 

1395.58 3.02 959.13 3.00 591.29 

-

3,38 1205.06 

119.88 

0.00 -0.94 

0.00 -1.56 

3,85 5,61 

-0.15 -24.59 

-13,02 -24.45 

-8.99 -23,88 

-7.95 -5.36 

-2.41 3.67 

0,12 2.70 

0.12 5.49 

3.38 1216.54 

3,38 1224.11 

3.38 1139,70 

3,25 1141.07 

3,38 1220.99 

3.38 1598.06 

3.88 1595.10 

5.13 1111.37 

3,71 1583.11 

3.67 1273.33 

3.46 1162.42 

3.37 1173.38 

3.37 1142.36 



Table G.4: Comparison between the average case performances of 811-Like 09 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the 811-Like performance. 

On each problem instance and set, the 8D values equal to zero. 

Plio. 

01 - AVGs 

% to SI1-Like 07 

02 - AVGs 

% to SIt-Like 07 

03 - AVGs 

% to SI1-Lika 07 

04 - AVGs 

% to SIl-Like 07 

05 - AVGs 

% to SII-Like 07 

06 - AVGs 

% to SIl-Like 07 

07 - AVGs 

% to SIl-Like 07 

08 - AVGs 

% to SIl-Like 07 

09 - AVGs 

% to SIl-Like 07 

10 - AVGs 

% to SIl-Liks 07 

11 - AVGs 

% to SIl-Like 07 

12 - AVGs 

% to SIl-Liks 07 

Rl Rei R2 

Tine(aecs.) NV 10 NV TD IN 10 NV 

19.62 - 154.18 20.00 1680,20 10.00 828.94 15.00 1701.50 4.00 

19 - 144.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

19.62 - 154.18 IS.00 1569.54 10.00 916.66 14.00 1561.54 4.00 

19 - 144.09 0.00 0.00 0.00 0.00 0,00 -0.97 0.00 

19.62 - 154.18 14.00 1281.89 10.00 913.85 12.00 1349.47 3.00 

19 - 144.09 0.00 -0.28 0,00 -1.28 0.00 0.00 0.00 

19.62 - 154.18 10.00 1076.89 10.00 866.97 11.00 1228.27 3.00 

19 - 144.09 0.00 0.00 0.00 -0.29 0.00 1.04 0.00 

19.62 - 154.18 14,00 1497.62 10.00 828.94 15.00 1656.19 3.00 

19 - 144.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

19.62 - 154.18 13.00 1320.39 10.00 828.94 12.00 1465.65 3.00 

19 - 144.09 0.00 0.00 0.00 0.00 0.00 0.00 0,00 

19.62 - 154.18 11.00 1153.97 10.00 828.94 12.00 1329.55 3.00 

19 - 144.09 0.00 -3.05 0.00 0.00 0.00 0,00 0.00 

19.62 - 154.18 10.00 102\:1.52 10.00 828.94 11.00 1208.35 2.00 

19 - 144.09 0.00 -1.18 0.00 0.00 0.00 -0,92 0.00 

19.62 154.18 12.00 1324.81 

19 - 144.09 0.00 0.00 

19.62 - 154.18 

19 - 144.09 

19.62 - 154.18 

19 - 144.09 

19,62 - 154.18 

19 - 144.09 

12.00 

0.00 

1202.70 

-0.28 

11.00 1254.03 

0.00 0.00 

10.00 

0.00 

1056.52 

3.74 

10.00 828.94 

0.00 0.00 

-

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

e2 

TD NV 

1341.69 3.00 

0.01 0.00 

1160.10 3.00 

-1.12 0,00 

985.01 3.00 

0.00 0.00 

839.00 3.00 

-2.95 0.00 

1126.15 3.00 

-0.89 0.00 

989.71 3.00 

-4.35 0.00 

1137.94 3.00 

0.00 0.00 

783.14 3.00 

-5.29 0.00 

1001.50 

1.17 -

1000.98 

-0.46 

1017.42 

0.00 

Re2 

1D NV 

591.56 4.00 

0,00 0.00 

591.56 4.00 

0.00 0.00 

591.17 3,00 

0,00 0.00 

629.20 3.00 

-2.99 0.00 

588.88 4.00 

0.00 0.00 

588.49 3.00 

0.00 0.00 

588.29 3.00 

0,00 0.00 

588.32 3.00 

0.00 0,00 

-

TO 

1469.28 

0.00 

1256.63 

1.27 

1188.09 

1.76 

907.55 

-3.10 

1418.95 

-0.62 

1255.59 

-2.50 

1183.11 

0.15 

975.32 

-4.49 

SIl-Like 09 -AVGs 

Tine(secs,) 

19.62 - 154.18 

19.62 - 154.18 

19 - 144,09 

12.92 1286.59 10.00 852.35 12.75 1437.57 3.09 1034.79 3.00 594.68 3.38 1206,82 

22.50 21.67 19.62 154.18 78.50 118.50 

% to SIl-Like 07 

% to SI1-Like 06 

0.00 -0.11 0,00 -0.19 0.00 -0,12 0.00 -1.13 0.00 -0.41 0.00 -0.80 

19.75 141.91 0.00 0.16 0.00 -0.84 0.00 0.49 0,00 -0,94 0.00 -0.11 0.00 -1.41 

% to SIl-Like 08 19.12 - 151.09 0.00 -0.23 0.00 -0.51 0,00 0.00 0.00 -0.53 0,00 0.00 0.00 0.15 

% to RVNSa (5] 2220 7.64 4.65 0.00 2.89 10.87 3.11 13.22 4.56 0,00 0.74 3.85 5.76 

% to AD [141 132 - 253 0.68 -7,20 0.00 -10.79 2.00 -7.01 0.03 -24.27 0.00 -17,10 -0.15 -24.48 

% to PR2 [78) 180 -3.10 -6.90 0,00 -5.60 -3.77 -6.97 -5.48 -19.99 -4.15 -8.96 -13.02 -24.34 

% to DACS 01 300 - 400 -8.28 -15.51 0.00 -12.75 -7,27 -15,17 -2.86 -23.22 0.00 -14.29 -8.99 -23.77 

% to DACS 02 300 -2.52 3.33 0.00 -0.42 -0.97 1.08 -2,86 -2.72 -2.70 -2.66 -7.95 -5.22 

% to DAGS 03 300 1.17 4.42 0,00 2.47 2.34 2.40 -1.26 7.19 0.00 0.43 -2.41 3.82 

% to DAGS+HLS 300 2.51 3.91 0,00 2,18 5,05 2.06 3.03 5.70 0.00 0.24 0.12 2.85 

% to DAGS+HLS+2-0pt 300 2.22 5.09 0.00 2.83 5.26 3.01 2.20 7.89 0.00 0.57 0.12 5.64 

SIl-Like 07 -AVGs 19 - 144.09 12.92 1288.03 10,00 853.95 12.75 1439.30 3.09 1046.63 3.00 597.10 3.38 1216.54 

SII-Like 06 -AVGs 19.75 - 141.91 12.92 1284.50 10.00 859.58 12.75 1430.55 3.09 1044.57 3.00 595.34 3.38 1224.11 

SIl-Like 08 - AVGs 19.12 - 151.09 12.92 1289.61 10.00 856.70 12.75 1437.57 3.09 1040.31 3.00 594.68 3.38 1205.06 

AKRed (60) - AVGs 50 - 223 12.50 1241.89 10.00 834.05 12.38 1408.87 2.91 995.39 3.00 591.78 3.38 1139.70 

RVUSa [5] - AVGs 2220 12.00 1229.48 10.00 828.38 11.50 1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

GLl (77J - AVGs 300 12.42 1233.34 10.00 828.38 12.00 1403.74 3.09 990.99 3.00 596.63 3,38 1220,99 

AD (14] - AVGs 132 - 253 12.83 1386,46 10.00 955.39 12.50 1545,92 3.09 1356,48 3.00 717.31 3.38 1598,06 

PR2 (78J - AVGs 180 13.33 1381.90 10.00 902.90 13.25 1545.30 3.27 1293.40 3.13 553.20 3.88 1595.10 

PS (79) - AVGs U/A 13.50 1242.40 10.00 843.84 13.50 1408.76 4.09 977.12 3.13 607,58 5.13 1111.37 

DAGS 01 - AVGs 300 - 400 14.08 1522.81 10.00 976.85 13.75 1694.65 3.18 1347.79 3.00 693.81 3.71 1583.11 

DAGS 02 - AVGs 300 13.25 1245.12 10.00 855.92 12.88 1422.21 3.18 1053.77 3.08 610.94 3.67 1273.33 

DACS 03 - AVGs 300 12.77 1232.18 10.00 831.77 12.46 1403.85 3.13 955.34 3.00 592.17 3,46 1162.42 

DAGS+HLS - AVGs 300 12.60 1238.15 10.00 834.20 12.14 1408.55 3.00 979.02 3.00 593.25 3.37 1173.38 

DAGS+HLS+2-Opt - AVGs 300 12.64 1224.23 10.00 828.86 12.11 1395.58 3,02 959.13 3.00 591.29 3.37 1142.36 

310 



Table G.5: Comparison between the average case performances of SIl-Like 10 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

R1 C1 

PHo. Tine(secs.) IIV TD NV TO 

01 - AVGs 6.62 - 49 20.00 1825.93 10.00 878.35 

% to SIt-Like 09 19.62 - 154.18 0.00 8.67 0.00 5.96 

02 - AVGs 6.62 - 49 18.00 1864.34 10.00 978.30 

% to SIl-Like 09 19.62 - 154.18 0.00 18.78 0.00 6.72 

03 - AVGs 6.62 - 49 14.00 1642.49 10.00 1063.85 

% to SIt-Like 09 19.62 - 154.18 0.00 28.13 0.00 16.41 

04 - AVGs 6.62 - 49 11.00 1258.95 10.00 1134.71 

% to SIl-Like 09 19.62 - 154.18 10.00 16.91 0.00 30.68 

05 - AVGs 6.62 - 49 14.00 1523.92 10,00 878.78 

% to SIl-Like 09 19.62 - 154.18 0.00 1.76 0.00 6.01 

06 - AVGs 6.62 - 49 13.00 1443.40 10.00 598.40 

% to SII-Like 09 19.62 - 154.18 0.00 9.32 0.00 8.38 

07 - AVGs 6.62 - 49 12.00 1315.21 10.00 903,91 

% to SIl-Like 09 19.62 - 154.18 9.09 13,97 0.00 9.04 

08 - AVGs 6.62 - 49 10.00 1155.63 10.00 853.25 

% to SIl-Like 09 19.62 - 154,18 0.00 13.24 0.00 2.93 

09 - AVGs 

% to SIl-Like 09 

6.62 - 49 

19.62 - 154.18 

13.00 

8.33 

1375.65 10.00 

3.84 0,00 

884,16 

6.66 

10 - AVGs 6.62 - 49 12.00 1296.45 

% to SII-Like 09 19.62 - 154.18 0.00 7.79 

11 - AVGs 6.62 - 49 11.00 1280.93 

% to SIl-Like 09 19.62 - 154.18 0.00 2.15 

12 - AVGs 6.62 - 49 10.00 

% to SIt-Like 09 19.62 - 154.18 0.00 

SIl-Like 10 - AVGs 6.62 - 49 13.17 

Tine(secs.) 6.62 - 49 6.92 

% to SIl-Like 09 19.62 - 154.18 1.94 

% to SIl-Like 07 19 - 144.09 1.94 

% to SI1-Llke 06 19.75 - 141.91 1.94 

% to SIl-Like 03 5,88 46 0,00 

% to RVNSa [5] 2220 9,72 

% to AD (14) 132 - 253 2.62 

% to PR2 [78J 180 -1.23 

% to DACS 01 300 - 400 -6.51 

% to DACS 02 300 -0.63 

% to DACS 03 300 3.13 

% to DACS+HLS 300 4.50 

% to DACS+HLS+2-0pt 300 4.20 

SIl-Like 09 - AVGs 19.62 - 154.18 12.92 

SIl-Like 07 - AVGs 19 144.09 12.92 

SIl-Like 06 - AVGs 19.75 - 141.91 12.92 

SIl-Like 03 - AVGs 5.88 - 46 13,17 

AKRed [60) - AVGs 50 - 223 12.50 

RVIlSa [5] - AVGs 2220 12,00 

CLI [77] - AVGe 300 12.42 

AD [14) - AVGs 132 253 12.83 

PR2 [78] - AVGs 180 13.33 

PS [79] - AVGs N/A 13.50 

DACS 01 - AVGs 300 - 400 14,08 

DACS 02 - AVGs 300 13.25 

DACS 03 - AVGs 300 12.77 

DACS+HLS - AVGs 300 12.60 

DACS+HLS+2-Opt - AVGs 300 12,64 

1189.46 

12.58 

1431.03 10.00 941.52 

7.44 

11.23 0.00 10.46 

11.10 0,00 10.26 

11.41 0.00 9.53 

0.00 0.00 -0,34 

16,39 0.00 13,66 

3.21 0.00 -1.45 

3.56 0.00 4.28 

-6.03 0,00 -3.62 

14,93 0.00 10.00 

16.14 0.00 13,20 

15.58 0.00 12,87 

16,89 0,00 13.59 

1286,59 10.00 852.35 

1288,03 10.00 853.95 

1284,50 10.00 859.58 

1431.03 10.00 944,73 

1241.89 10.00 834.05 

1229.48 10.00 828.38 

1233,34 10.00 828.38 

1386.46 10.00 955.39 

1381.90 10.00 902.90 

1242.40 10.00 843.84 

1522.81 10.00 976,86 

1245.12 10.00 855.92 

1232.18 10.00 831.77 

1238,15 10.00 834.20 

1224.23 10.00 828.86 
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RC1 R2 C2 RC2 

IIV TD NV TO NV TO nv TO 

15.00 1880.45 4.00 1731.51 3.00 591.56 4.00 1926.97 

0,00 10.52 0.00 29.05 0.00 0.00 0,00 31.15 

14.00 1701.87 4.00 1483.13 3.00 713.83 4.00 1642.33 

0.00 8.99 0.00 27.85 0.00 20.67 0.00 30.69 

12.00 1495.64 3.00 1413.53 3.00 753.97 3.00 1451.60 

0.00 W.U 0.00 U.H 0.00 27.54 0.00 22.18 

11.00 1341.12 3.00 1027.94 3.00 920.99 3.00 1179.59 

0.00 9.19 0.00 22.52 0.00 46.37 0.00 29.98 

15,00 1927,15 3.00 1385.52 3.00 606.28 4.00 1882.80 

0.00 gN 0.00 D.U 0.00 2.95 0.00 32.69 

13.00 1542,89 3.00 1223.62 3,00 663.19 4.00 1519,09 

8.33 5.27 0.00 23.63 0,00 12,69 33.33 20.99 

12,00 1496.77 3.00 1137.94 3.00 633.27 4.00 1482.67 

0.00 12.58 0.00 0.00 0.00 7.65 33.33 25.32 

11.00 1331.62 3,00 930.37 3.00 634,38 3.00 1156.87 

0.00 10,20 50.00 18.80 0.00 7,83 0.00 18.61 

3,00 

0.00 

3.00 

0,00 

3.00 

0,00 

1297.73 

29.58 

1361.47 

36.01 

1017.42 

0.00 

-

12,88 1589.69 3,18 1273.65 3,00 689.68 3.63 

6.62 49.00 29.88 38,00 

0.98 10.58 2.94 23,08 0.00 15,97 7.41 

0.98 10.45 2.94 21.69 0.00 15.50 7.41 

0.98 11.12 2.94 21.93 0.00 15.85 7.41 

-1.90 1.68 0.00 -0.40 0.00 0,00 0.00 

11.96 14.02 16.55 28,70 0.00 16.84 11.54 

3,00 2.83 2.97 -6,79 0.00 -3.85 7.25 

-2.83 2.87 -2.70 -1.53 -4.15 5.59 -6.57 

-6.36 -6.19 0,00 -5.50 0.00 -0,59 -2.25 

0.00 11.78 0,00 19.73 -2.70 12,89 -1.14 

3.34 13.24 1.65 31.94 0.00 16.47 4.82 

6.08 12.86 6.06 30,09 0.00 16.25 7.54 

6.30 13.91 5,21 32.79 0.00 16.64 7.54 

12.75 1437,57 3,09 1034.79 3,00 594,68 3.38 

12.75 1439.30 3.09 1046.63 3.00 597.10 3.38 

12.75 1430.55 3.09 1044,57 3.00 595.34 3.38 

13.13 1563.50 3.18 1278.75 3,00 689,68 3.63 

12.38 1408.87 2,91 995.39 3.00 591.78 3.38 

11.50 1394.26 2.73 989.62 3.00 590.30 3.25 

12,00 1403.74 3.09 990.99 3.00 596,63 3.38 

12.50 1545.92 3.09 1366.48 3.00 717.31 3.38 

13.25 1545.30 3.27 1293.40 3.13 653.20 3,88 

13.50 1408.76 4.09 977.12 3.13 607.58 5.13 

13.75 1694.65 3,18 1347.79 3.00 693,81 3.71 

12.88 1422.21 3.18 1063.77 3.08 610.94 3,67 

12.46 1403.85 3.13 965,34 3.00 592.17 3.46 

12.14 1408,55 3.00 979,02 3,00 593.26 3.37 

12.11 1395.58 3.02 959,13 3.00 591.29 3.37 

1530.24 

26.80 

25.79 

25.01 

-0.98 

34.11 

-4.24 

-4.07 

-3,34 

20.18 

31.64 

30.41 

33.95 

1206.82 

1216.54 

1224.11 

1545,33 

1139.70 

1141.07 

1220.99 

1598.06 

1595.10 

1111.37 

1583.11 

1273.33 

1162.42 

1173.38 

1142.36 



Table G.6: Comparison between the average case performances of SIl-Like 11 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PlIo. 

01 - AVGs 

% to SIt-Like 09 

02 AVGs 

% to SIl-Like 09 

03 - AVGs 

% to SIl-Like 09 

04 - AVGs 

% to SIl-Like 09 

05 - AVGs 

% to SIt-Like 09 

06 - AVGs 

% to SIt-like 09 

07 - AVGs 

% to SIt-Like 09 

06 - AVGs 

% to SIl-Like 09 

09 - AVGs 

% to SIl-Like 09 

10 - AVGs 

% to SIt-Like 09 

11 - AVGs 

% to SIl-Like 09 

12 - AVGs 

% to SIl-Like 09 

SIt-Like 11 - AVGs 

Tine(secs.) 

% to SIl-Like 09 

% to SIl-Like 07 

% to SIl-Like 06 

% to SII-Like 03 

% to RVNSa [5] 

% to AD [14] 

% to PR2 [78] 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 09 - AVGs 

SIl-Like 07 - AVGs 

SIl-Like 06 - AVGs 

SIl-Like 03 - AVGs 

AKRed [60] - AVGs 

RVI:Sa [5) - AVGs 

CLl [77] - AVGs 

AD [14] - AVGs 

PR2 [78] - AVGs 

PS [79) - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Rl Cl RCI R2 C2 RC2 

Tine(secs.) NV TD NV TD NV TO NV TO NV TD NV TO 

6.62 - 49.36 20.M 1825.93 10.00 878.36 16.00 1803.80 4.00 1751.55 3.00 591.56 4.00 1926.97 

19.62 - 154.18 0.00 8.67 0.00 5.96 6.67 6.01 0.00 30.55 0.00 0.00 0.00 31.15 

6.62 - 49.36 18.00 1864.34 10.00 978.30 14.00 1701.87 4.00 1488.07 3.00 713.83 4.00 1642.33 

19.62 - 154.18 0.00 18.78 0.00 6.72 0.00 B.99 0.00 28.27 0.00 20.67 0.00 30.69 

6.62 - 49.35 14.00 1622.81 10,00 1092.72 12.00 1545.31 3.00 1413.53 3.00 753.97 3.00 1457.58 

19.62 - 154.18 0.00 25.60 0.00 19.57 0.00 14.51 0.00 43.50 0.00 27.54 0.00 22.68 

6,62 - 49.36 11.00 1258.95 10.00 1134.71 11.00 1341.12 3.00 1027.94 3.00 920.99 3.00 1179.59 

19.52 - 154.18 10.00 16.91 0.00 30.88 0.00 9.19 0.00 22.52 0.00 46.37 0.00 29.98 

6.62 49.36 14.00 1523.92 10.00 878.78 15.00 1794.91 3.00 1388.65 3.00 606.28 4.00 1882.80 

19.62 - 154.18 0.00 1.76 0.00 6.01 0.00 8.38 0.00 23.31 0.00 2.95 0.00 32.69 

6.62 - 49.35 13.00 1443.40 10.00 898.40 13.00 1542.89 3.00 1223.62 3.00 663.19 4.00 1519.09 

19.62 - 154.18 0.00 9.32 0.00 8.38 8.33 5.27 0.00 23.63 0.00 12.69 33.33 20.99 

6.62 - 49.36 12.00 1315.21 10.00 903.91 12.00 1496.77 3.00 1137.94 3.00 633.27 4.00 1482.67 

19.52 - 154.18 9.09 13.97 0.00 9.04 0.00 12.58 0.00 0.00 0.00 7.65 33.33 25.32 

6.62 - 49.36 10.00 1155.63 10.00 853.25 11.00 1331.62 3,00 930.37 3.00 634.38 3.00 1156.87 

19.62 - 154.18 0.00 13.24 0.00 2.93 0.00 10.20 50.00 18.BO 0.00 7.83 0.00 18.61 

6.62 49.36 

19.62 - 154.18 

6.62 - 49.36 

19.62 - 154.18 

6.52 - 49.36 

19.62 - 154.18 

6.62 - 49.36 

19.62 - 154.18 

12.00 

0.00 

1578.02 10.00 884.16 

19.11 0,00 6.66 

12.00 1296.45 

0.00 7.79 

11.00 1280.93 

0.00 2.15 -

10.00 

0.00 

1189.46 

12.58 

6.62 - 49.36 13.08 1446.25 10.00 944.73 

6.62 - 49.36 7.17 8.44 

19.62 - 154.18 1.29 12,41 0.00 10.84 

19 - 144.09 1.29 12.28 0.00 10.63 

19.75 - 141.91 1.29 12.59 0.00 9.91 

5.88 - 46 -0.63 1.06 0.00 0.00 

2220 9.03 17.63 0.00 14.05 

132 253 1.97 4,31 0.00 -1.12 

180 -1.85 4.66 0.00 ,4.63 

300 - 400 -7.10 -5.03 0.00 -3.29 

300 -1.26 16.15 0.00 10.38 

300 2.48 17.37 0.00 13.58 

300 3.84 16.81 0.00 13.25 

300 3.54 18.14 0.00 13.98 

19.62 - 154.18 12.92 1286.59 10.00 852.35 

19 - 144.09 12.92 1288.03 10.00 853.95 

19.75 - 141.91 12.92 1284.50 10.00 859.58 

5.88 - 46 13.17 1431.03 10.00 944.73 

50 - 223 12.50 1241.89 10.00 834.05 

2220 12.00 1229.48 10.00 828.38 

300 12.42 1233.34 10.00 828.38 

132 - 253 12.83 1386.46 10,00 955.39 

180 13.33 1381.90 10.00 902.90 

ll/A 13.50 1242.40 10.00 843.84 

300 - 400 14.08 1522.81 10.00 976.86 

300 13.25 1245.12 10.00 855.92 

300 12.77 1232.18 10.00 831.77 

300 12.60 1238.15 10,00 834.20 

300 12,64 1224.23 10.00 828.85 

312 

3.00 

0.00 

3.00 

0.00 

3.00 

0,00 

1297.73 

29.58 

1350.35 

34.90 

1017,42 

0.00 

-

13,00 1569.79 3.18 1275,20 3.00 689.68 3.63 1530.99 

5.62 49.36 31.62 40.25 

1.96 9.20 2.94 23.23 0,00 15.97 7,41 26,86 

1.96 9.07 2,94 21.84 0.00 15.50 7.41 25.85 

1.96 9.73 2.94 22.08 0.00 15.85 7.41 25.07 

-0.95 0.40 0.00 -0.28 0.00 0.00 0.00 -0.93 

13.04 12.59 16,55 28.86 0.00 16.84 11.54 34.17 

4.00 1.54 2.97 -6.68 0.00 -3.85 7.25 -4.20 

-1.89 1.58 -2.70 -1.41 -4.15 5.59 -6.57 -4.02 

-5.45 -7.37 0.00 -5.39 0.00 -0.59 -2.25 -3.29 

0.97 10.38 0.00 19.88 -2.70 12.89 -1.14 20.23 

4.35 11.82 1.55 32,10 0.00 16.47 4.82 31.71 

7.11 11.45 6,06 30.25 0.00 16.25 7,54 30.48 

7.33 12.48 5.21 32.95 0.00 16.64 7.54 34.02 

12.75 1437.57 3.09 1034.79 3.00 594.68 3.38 1206.82 

12.75 1439.30 3,09 1046.63 3.00 597.10 3.38 1216,54 

12.75 1430.55 3.09 1044.57 3.00 595,34 3.38 1224.11 

13.13 1563.50 3.18 1278.75 3,00 689.68 3.53 1545.33 

12.38 1408.87 2.91 995.39 3.00 591.78 3.38 1139.70 

11.50 1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

12.00 1403,74 3.09 990,99 3.00 596.53 3.39 1220.99 

12.50 1545,92 3.09 1366.48 3.00 717.31 3.38 1598.06 

13.25 1545,30 3.27 1293.40 3.13 653.20 3.88 1595.10 

13.50 1408.76 4.09 977.12 3.13 607.58 5.13 1111.37 

13,75 1694.65 3,18 1347,79 3.00 693.81 3.71 1583.11 

12.88 1422.21 3.18 1063.77 3.08 610.94 3.67 1273.33 

12.45 1403.85 3.13 965.34 3,00 592.17 3.45 1162.42 

12.14 1408.55 3.00 979.02 3.00 593.26 3.37 1173.38 

12.11 1395.58 3.02 959.13 3.00 591.29 3.37 1142.36 



Table G.7: Comparison between the average case performances of SIl-Like 12 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

R1 C1 RC1 R2 C2 RC2 

PNo. Tice(secs.) flV TD NV TO NV TO NY TO NV TD 1IV TO 

01 - AVGs 8.12 - 51.45 20.00 1825.93 10.00 878.36 16.00 1803.80 4.00 1751.55 3,00 591.56 4.00 1926.97 

% to SI1-Like 09 19.62 - 154.18 0,00 8.67 0.00 5.96 6.67 6.01 0.00 30.55 0.00 0.00 0.00 31.15 

02 - AVGs 8.12 - 51.45 18.00 1864.34 10,00 978.30 14.00 1701.87 4.00 1488.07 3.00 713.83 4.00 1642.33 

% to SI1-Like 09 19.62 - 154.18 0.00 18.78 0.00 6.72 0.00 8.99 0.00 28.27 0.00 20.67 0.00 30.69 

03 - AVGs 8.12 - 51.45 14.00 1642.49 10.00 1092.72 12.00 1545.31 3.00 1413.53 3.00 753.97 3.00 1449.74 

% to SI1-Like 09 19.62 - 154.18 0.00 28.13 0.00 19.57 0.00 14.51 0.00 43.50 0.00 27.54 0.00 22.02 

04 - AVGs 8.12 - 51.45 11.0{) 1258.95 10.00 1134.71 11.00 1341.12 3.00 1027.94 3.00 920.99 3.00 1179.59 

% to SIl-Like 09 19.62 - 154.18 10.00 16.91 0.00 30.88 0.00 9.19 0.00 22.52 0.00 46.37 0.00 29.98 

05 - AVGs 8.12 51.45 14.0{) 1523.92 10.0{) 878.78 16.00 1744.58 3.00 1388.65 3.00 606.28 4.00 1882.80 

% to SII-Like 09 19.62 - 154.18 0.00 1.76 0.00 6.01 6.67 5.34 0.00 23.31 0.00 2.95 0.00 32.69 

06 - AVGs 8.12 - 51.45 13.00 1443.40 10.00 898.40 13.0{) 1542.89 3.00 1223.62 3.00 663.19 4.00 1519.09 

% to SIl-Like 09 19.62 - 154.18 0.00 9.32 0.00 8.38 8.33 5.27 0.00 23.63 0.00 12.69 33.33 20.99 

07 - AVGs 8.12 - 51.45 12.00 1315.21 10.00 903.91 12.00 1496.77 3.00 1137.94 3.00 633.27 3.00 1744.14 

% to SIl-Uke 09 19.62 - 154.18 9.09 13.97 0.00 9.04 0.00 12.58 0.00 0.00 0.00 7.65 0.00 47.42 

08 - AVGs 8.12 - 51.45 10.00 1155.63 10.00 853.25 11.00 1331.62 3.00 930.37 3.00 634.38 3.00 1156.87 

% to SIl-Like 09 19.62 - 154.18 0.00 13.24 0.00 2.93 0,00 10.20 50.00 18.80 0.00 7.83 0.00 18.61 

09 - AVGs 

% to SIl-Like 09 

10 - AVGs 

% to SIl-Like 09 

11 - AVGs 

% to SIl-Like 09 

12 - AVGs 

% to SIl-Like 09 

8.12 - 51.45 13.00 1375.65 

19.62 - 154.18 8.33 3.84 

8.12 - 51.45 12.00 1296.45 

19.62 - 154.18 0.00 7.79 

8.12 - 51.45 11.00 1280.93 

19.62 - 154.18 0.00 2.15 

8.12 - 51.45 10.00 1189.46 

10.0{) 

0.00 

19.62 - 154.18 0.00 12.58 -

884.16 

6.66 

SIl-Like 12 - AVGs 8.12 - 51.45 13.17 1431.03 10.00 944.73 

Tine(secs.) 8.12 - 51.45 8.17 8.67 

% to SIl-Like 09 19.62 - 154.18 1.94 11.23 0.00 10.84 

% to SIl-Like 07 19 - 144.09 1.94 11.10 0.00 10.63 

% to SIl-Like 06 19.75 - 141.91 1.94 11.41 0.00 9.91 

% to SIl-Like 03 5.88 - 46 0.00 0.00 0.00 0.00 

% to RVNSa [5] 2220 9.72 16.39 0.00 14.05 

% to AD [14] 132 - 253 2.62 3.21 0.00 -1.12 

% to PR2 [78] 180 -1.23 3.56 0.00 4.63 

% to DACS 01 300 - 400 -6.51 -6.03 0.00 -3.29 

% to DACS 02 300 -0.63 14.93 0.00 10.38 

% to DACS 03 300 3.13 16.14 0.00 13.58 

% to DACS+HLS 300 4.50 15.58 0.00 13.25 

% to DACS+HLS+2-0pt 300 4.20 16.89 0.00 13.98 

SIl-Like 09 - AVGs 19.62 - 154.18 12.92 1286.59 10.00 852.35 

SIl-Like 07 - AVGs 19 - 144.09 12.92 1288.03 10.00 853.95 

SIl-Like 06 - AVGs 19.75 - 141.91 12.92 1284.50 10.00 859.58 

SIl-Like 03 - AVGs 5.88 - 46 13.17 1431.03 10.00 944.73 

AKRed [60J - AVGs 50 223 12.50 1241.89 10.00 834.05 

RVUSa [5) - AVGs 2220 12.00 1229.48 10.00 828.38 

CLI [77] - AVGs 300 12.42 1233.34 10.00 828.38 

AD (14) - AVGs 132 - 253 12.83 1386.46 10.00 955.39 

PR2 (78) - AVGs 180 13.33 1381.90 10.00 902.90 

PS [79J - AVGs trIA 13.50 1242.40 10.00 843.84 

DACS 01 - AVGs 300 - 400 14.08 1522.81 10.00 976.86 

DACS 02 - AVGs 300 13.25 1245.12 10.00 855.92 

DACS03-AVGs 300 12.77 1232.18 10.00 831.77 

DACS+HLS - AVGs 300 12.60 1238.15 10.00 834.20 

DACS+HLS+2-Opt - AVGs 300 12.64 1224.23 10.00 828.86 

313 

-
3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

1297.73 

29.58 

1357.14 

35.58 

1017 .42 

0.00 

-

-

13.13 1563.50 3.18 1275.81 3.00 689.68 3.50 1562.69 

8.12 51.45 32.25 41.38 

2.94 8.76 2.94 23.29 0.00 15.97 3.70 29.49 

2.94 8.63 2.94 21.90 0.00 15.50 3.70 28.45 

2.94 9.29 2.94 22.14 0.00 15.85 3.70 27.66 

0.00 0.00 0.00 -0.23 0.00 0.00 -3.45 1.12 

14.13 12.14 16.55 28.92 0.00 16.84 7.69 36.95 

5.00 1.14 2.97 -6.63 0.00 -3.85 3.55 -2.21 

-0.94 1.18 -2.70 -1.36 -4.15 5.59 -9.79 -2.03 

-4.55 -7.74 0.00 -5.34 0.00 -0.59 -5.62 -1.29 

1.94 9.93 0.00 19.93 -2.70 12.89 -4.55 22.72 

5.35 11.37 1.65 32.16 0.00 16.47 1.20 34.43 

8.14 11.00 6.06 30.32 0.00 16.25 3.83 33.18 

8.36 12.03 5.21 33.02 0.00 16.64 3.83 36.79 

12.75 1437.57 3.09 1034.79 3.00 594.68 3.38 1206.82 

12.75 1439.30 3.09 1046.63 3.00 597.10 3.38 1216.54 

12.75 1430.55 3.09 1044.57 3.00 595.34 3.38 1224.11 

13.13 1563.50 3.18 1278.75 3.00 689.68 3.63 1545.33 

12.38 1408.87 2.91 995.39 3.00 591.78 3.38 1139.70 

11.50 1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

12.00 1403.74 3.09 990.99 3.00 596.63 3.38 1220.99 

12.50 1545.92 3.09 1366.48 3.00 717.31 3.38 1598.06 

13.25 1545.30 3.27 1293.40 3.13 653.20 3.88 1595.10 

13.50 1408.76 4.09 977.12 3.13 607.58 5.13 1111.37 

13.75 1694.65 3.18 1347.79 3.00 693.81 3.71 1583.11 

12.88 1422.21 3.18 1063.77 3.08 610.94 3.67 1273.33 

12.46 1403.85 3.13 965.34 3.00 592.17 3.46 1162.42 

12.14 1408.55 3.00 979.02 3.00 593.26 3.37 1173.38 

12.11 1395.58 3.02 959.13 3.00 591.29 3.37 1142.36 



Table G.8: Comparison between the average case performances of SIl-Like 13 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

R1 C1 RC1 R2 

PUo. Tice(eece.) NV TO NV TO NV TO IIV 

01 - AVGs 8.33 - 51.64 19.00 1984.92 10,00 878.36 16.00 1803.80 4.00 

% to SII-Like 09 19.62 - 154.18 -5.00 18.14 0,00 5.96 6.67 6.01 0.00 

02 - AVGs 8.33 - 51.64 18.00 1854.34 10.00 978.30 14.00 1701.87 4.00 

% to SIl-Like 09 19.62 - 154.18 0,00 18.78 0,00 6.72 0.00 8.99 0.00 

03 - AVGs 8,33 - 51.64 14.00 1642.49 10,00 1092.72 12.00 1545,31 3.00 

% to SIl-Like 09 19.62 - 154.18 0.00 28.13 0.00 19.57 0.00 14,51 0.00 

04 - AVGs 8,33 - 51.64 11.00 1258,95 10.00 1134.71 11.00 1341.12 3.00 

% to Sli-Like 09 19,62 - 154.18 10.00 16,91 0.00 30.88 0.00 9.19 0.00 

05 - AVGs 8.33 51.64 14.00 1523.92 10.00 878,78 16.00 1744.58 3.00 

% to SIl-Like 09 19.62 - 154.18 0,00 1.76 0.00 6.01 6,67 5.34 0,00 

06 - AVGs 8.33 - 51.64 13.00 1443.40 10.00 898.40 13.00 1542.89 3.00 

% to Sli-Like 09 19.62 - 154,18 0.00 9,32 0.00 8.38 8.33 5.27 0.00 

07 - AVGs 8.33 - 51.64 12.00 1315.21 10.00 903.91 12,00 1496.77 3.00 

% to SIl-Like 09 19.62 - 154.18 9.09 13.97 0.00 9.04 0,00 12.58 0.00 

08 - AVGs 8,33 - 51.64 10,00 1155,63 10.00 853.25 11.00 1331.62 3,00 

% to SIl-Llke 09 19.62 - 154,18 0.00 13,24 0,00 2.93 0.00 10.20 50,00 

09 - AVGa 

% to SIl-Like 09 

8.33 - 51.64 

19,62 - 154.18 

12.00 

0.00 

1542.77 

16,45 

10,00 

0.00 

884.16 

6.66 

10 - AVGs 8,33 - 51.64 12.00 1296.45 

% to Sli-Like 09 19.62 - 154.18 0.00 7,79 

11 - AVGs 8.33 - 51.64 

19.62 - 154.18 

11.00 1280.93 

% to SIl-Like 09 0,00 2.15 

12 - AVGa 8.33 - 51.64 10.00 

% to SII-Like 09 19.62 - 154.18 0.00 

SIl-Like 13 - AVGs 8.33 51.64 13,00 

Tice(secs.) 8.33 51.64 8.33 

% to SIl-Like 09 19.62 - 154,18 0,65 

% to SIl-Like 07 19 - 144.09 0.65 

% to SIl-Like 06 19.75 - 141.91 0.65 

% to Sli-Like 03 5.88 - 46 -1.27 

% to RVIISa [5] 2220 8.33 

% to AD [14) 132 - 253 1.33 

% to PR2 [78] 180 -2.48 

% to DACS 01 300 - 400 -7.69 

% to DACS 02 300 -1.89 

% to DACS 03 300 1.83 

% to DACS+HLS 300 3.17 

% to DACS+HLS+2-0pt 300 2.88 

SIl-Like 09 - AVGs 19.62 - 154.18 12.92 

SIl-Like 07 - AVGs 19 - 144.09 12,92 

SIi-Like 06 AVGs 19.75 - 141.91 12.92 

SIl-Like 03 - AVGs 5.88 - 46 13.17 

AKRed [60] - AVGs 50 - 223 12.50 

RVNSa [5) - AVGs 2220 12.00 

CLl [77J - AVGs 300 12.42 

AD [14] - AVGs 132 - 253 12.83 

PR2 [78] AVGs 180 13.33 

PS [79J - AVGs Ir/A 13.50 

DACS 01 - AVGs 300 - 400 14.08 

DACS 02 - AVGs 300 13,25 

DACS 03 - AVGs 300 12.77 

DACS+HLS - AVGs 300 12.60 

DACS+HLS+2-Opt - AVGa 300 12.64 

1189,46 

12.58 

1458.21 10.00 944.73 

9.78 

13.34 0.00 10.84 

13.21 0.00 10.63 

13.52 0.00 9.91 

LSD 0.00 0.00 

18.60 0.00 14.05 

5,17 0.00 -1.12 

5,52 0.00 4.63 

-4.24 0.00 -3.29 

17.11 0.00 10.38 

18.34 0.00 13.58 

17,77 0.00 13.25 

19.11 0.00 13.98 

1286.59 10.00 852.35 

1288.03 10.00 853.95 

1284.50 10.00 859.58 

1431.03 10.00 944.73 

1241.89 10.00 834.05 

1229.48 10,00 828.38 

1233.34 10.00 828.38 

1386.46 10.00 955.39 

1381.90 10.00 902.90 

1242.40 10.00 843.84 

1522.81 10.00 976.86 

1245.12 10.00 855,92 

1232.18 10,00 831.77 

1238,15 10.00 834.20 

1224.23 10,00 828.86 

314 

13.13 

8.62 

2.94 

2.94 

2.94 

0.00 

14.13 

5.00 

-0.94 

-4.55 

1.94 

5.35 

8.14 

8.36 

12.75 

12.75 

12,75 

13.13 

12.38 

11.50 

12,00 

12.50 

13.25 

13.50 

13.75 

12.88 

12.46 

12.14 

12.11 

3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

1563.50 3,18 

51.64 

8.76 2.94 

8.63 2.94 

9.29 2.94 

0.00 0.00 

12.14 16.55 

1.14 2.97 

1.18 -2.70 

-7.74 0.00 

9.93 0.00 

11.37 1.65 

11.00 6.06 

12.03 5.21 

1437,57 3,09 

1439.30 3.09 

1430.55 3.09 

1563.50 3.18 

1408,87 2.91 

1394.26 2.73 

1403.74 3.09 

1545.92 3.09 

1545.30 3.27 

1408.76 4.09 

1694.65 3.18 

1422,21 3.18 

1403.85 3.13 

1408.55 3.00 

1395,58 3.02 

C2 

TO 11V 

1751.55 3.00 

30.55 0.00 

1488.07 3.00 

28.27 0.00 

1413.53 3.00 

43.50 0.00 

1027.94 3,00 

22.52 0.00 

1388,65 3.00 

23.31 0.00 

1223.62 3.00 

23.63 0,00 

1137.94 3.00 

0.0{) 0.00 

930.37 3,00 

18.80 0.00 

1297.73 

29.58 

1389.47 

38.81 -

1017.42 

0,00 

1278.75 3.00 

34.00 

23.58 0.00 

22,18 0.00 

22.42 0.00 

0.00 0.00 

29.22 0.00 

-6.42 0.00 

-1.13 -4.15 

-5.12 0.00 

20.21 -2.70 

32.47 0.00 

30.62 0.00 

33.32 0.00 

1034.79 3.00 

1046.63 3.00 

1044.57 3.00 

1278.75 3.00 

995.39 3.00 

989.62 3.00 

990,99 3.00 

1366.48 3.00 

1293.40 3.13 

977.12 3.13 

1347.79 3.00 

1063.77 3.08 

965.34 3.00 

979.02 3.00 

959.13 3,00 

RC2 

TO IIV TO 

591.56 4.00 1926.97 

0,00 0.00 31.15 

713.83 4.00 1642.33 

20.67 0,00 30.69 

753.97 3.00 1449.74 

27.54 0.00 22.02 

920.99 3.00 1179.59 

46.37 0.00 29.98 

606.28 4,00 1882,80 

2.95 0,00 32,69 

663,19 4.00 1519.09 

12.69 33.33 20.99 

633.27 3.00 1792.86 

7.65 0.00 51.54 

634.38 3.00 1156.87 

7.83 0,00 18.61 

-

689.68 3,50 1568.78 

42,12 

15.97 3,70 29.99 

15.50 3.70 28.95 

15.85 3.70 28,16 

0.00 -3.45 1.52 

16.84 7.69 37.48 

-3.85 3.55 -1.83 

5.59 -9.79 -1.65 

-0.59 -5.62 -0.91 

12.89 -4.55 23.20 

16,47 1.20 34.96 

16,25 3.83 33,70 

16.64 3.83 37.33 

594.68 3.38 1206.82 

597.10 3,38 1216,54 

595.34 3.38 1224.11 

689.68 3.63 1545.33 

591. 78 3.38 1139.70 

590.30 3.25 1141.07 

596.63 3.38 1220,99 

717.31 3.38 1598,06 

653.20 3.88 1595.10 

607.58 5.13 1111.37 

693.81 3,71 1583.11 

610.94 3.67 1273.33 

592.17 3.46 1162.42 

593,26 3.37 1173.38 

591.29 3.37 1142,36 



Table G.g: Comparison between the average case performances of SIl-Like 14 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Likc performance. 

On each problem instance and set, the SD values equal to zero. 

Plio. 

01 - AVGs 

% to SIt-like 09 

02 - AVGs 

% to SIl-Like 09 

03 - AVGs 

% to SI1-Like 09 

04 - AVGs 

% to SIl-Like 09 

05 - AVGs 

% to SIl-Like 09 

06 AVGs 

% to SIl-Like 09 

07 - AVGa 

% to SIl-Like 09 

08 - AVGs 

% to SIl-Like 09 

09 - AVGs 

% to SIl-Like 09 

10 - AVGs 

% to SIl-Like 09 

11 - AVGs 

% to SIl-Like 09 

12 - AVGs 

% to SIl-Like 09 

SIl-Like 14 -AVGs 

Tice(secs.) 

% to SIl-Like 09 

% to SIl-Like 07 

% to SIl-Like 06 

% to SIl-Like 13 

% to RVIlSa [5] 

% to AD [14] 

% to PR2 [78) 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 09 - AVGs 

SIl-Like 07 - AVGs 

SIl-Like 06 - AVGs 

SIl-Like 13 - AVGa 

AKRed [60) - AVGs 

RVI1Sa [5) - AVGs 

CLl [77] - AVGa 

AD [141 AVGa 

PR2 (78) - AVGs 

PS (79) - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGa 

DACS+HLS - AVGa 

DACS+HLS+2-Dpt - AVGs 

Rl el Rei R2 e2 Re2 

Tioa(aeC6.) NV 1D NV TO IiV TO NV TD NV TD IIV Tn 

10.88 - 80.82 19.00 1721.36 10.00 828.94 16.00 1732.73 4.00 1311.58 3.00 591.56 4.00 1559.21 

19.62 - 154.18 -5.00 2.45 0,00 0.00 6.67 1.84 0.00 -2.24 0.00 0.00 0,00 6.12 

10.88 - 80.82 IB.OO 1573.05 10.00 835.57 14.00 1587.33 4.00 1160.03 3, 00 591.56 4.00 1308.40 

19.62 - 154.18 0.00 0.22 0,00 -8.85 0.00 1.65 0.00 -0.01 0.00 0.00 0.00 4.12 

10.88 - 80.82 14.00 1327.98 10.00 954.11 12.00 1342.61 3.00 1023.43 3.00 617.80 3.00 1182.21 

19.62 - 154.18 0.00 3.60 0.00 4.41 0.00 -0.51 0.00 3.90 0.00 4.50 0.00 -0.49 

10.88 - 80.82 11.00 1076.66 10.00 956.42 11.00 1240.43 3.00 848.65 3.00 920.99 3.00 885.69 

19.62 - 154.18 10.00 -0.02 0.00 10.32 0.00 0.99 0.00 1.15 0.00 46.37 0.00 -2.41 

10.88 - 80.82 14.00 1523.92 10.00 828.94 16.00 1654.83 3.00 1093.72 3,00 588.88 4.00 1399.41 

19.62 - 154.18 0.00 1.76 0.00 0.00 6.67 -0.08 0.00 -2.88 0.00 0.00 0,00 -1.38 

10.88 - 80.82 13.00 1358,61 10.00 898.40 13,00 1501.88 3.00 965.90 3.00 588.49 4.00 1255,94 

19.62 - 154.18 0.00 2.89 0.00 8.38 8.33 2.47 0.00 -2.41 0.00 0.00 33.33 0.03 

10,88 - 80.82 12,00 1315.21 10.00 903.91 12.00 1361.62 3.00 1137.94 3.00 588.29 3,00 1221.31 

19.62 - 154.18 9.09 13.97 0.00 9.04 0.00 2.41 0,00 0.00 0.00 0,00 0,00 3,23 

10,88 - 80.82 10.00 1038.40 10.00 634.01 11.00 1331.62 3.00 930.37 3.00 588.32 3.00 1005,02 

19.62 - 154.18 0.00 1.75 0.00 0.61 0.00 10.20 50.00 18.80 0.00 0.00 0.00 3,05 

10.88 - 80.82 

19.62 - 154.18 

12. 00 1379.64 10.00 828.94 

0.00 4.14 0.00 0.00 

10.88 - 80.82 12,00 1201.76 

19.62 - 154,18 0,00 -0.08 

10,88 - 80.82 11.00 1280.93 

19,62 - 154.18 0.00 2.15 

10.88 80.82 

19,62 - 154.18 

10.00 1108.72 

0,00 4.94 

10,88 - 80.82 13.00 1325,52 10.00 874.36 13,13 

10,88 - 80.82 12.25 18.56 10.88 

19.62 - 154,18 0.65 3.03 0,00 2.58 2,94 

19 - 144.09 0.65 2,91 0.00 2.39 2.94 

19.75 - 141.91 0,65 3,19 0.00 1.72 2.94 

8,33 - 51.64 0,00 -9.10 0.00 -7.45 0,00 

2220 8,33 7,81 0.00 5,55 14,13 

132 - 253 1.33 -4.40 0.00 -8.48 5.00 

180 -2.48 -4.08 0,00 -3.16 -0,94 

300 - 400 -7,69 -12.96 0,00 -10.49 -4,55 

300 -1.89 6.46 0,00 2.15 1.94 

300 1.83 7.57 0.00 5,12 5.35 

300 3.17 7.06 0.00 4,81 8.14 

300 2.88 8.27 0,00 5,49 8,36 

19.62 - 154,18 12.92 1286.59 10,00 852.35 12,75 

19 - 144,09 12,92 1288,03 10.00 853.95 12,75 

19.75 - 141.91 12.92 1284,50 10.00 859.58 12.75 

8.33 - 51.64 13,00 1458.21 10.00 944,73 13.13 

50 - 223 12,50 1241.89 10.00 834.05 12.38 

2220 12.00 1229.48 10,00 828.38 11.50 

300 12.42 1233.34 10,00 828.38 12,00 

132 - 253 12,83 1386.46 10.00 955,39 12.50 

180 13.33 1381.90 10.00 902.90 13.25 

II/A 13.50 1242.40 10,00 843.84 13.50 

300 - 400 14.08 1522,81 10,00 976.86 13.75 

300 13.25 1245.12 10,00 855.92 12,88 

300 12.77 1232.18 tO,OO 831.77 12.46 

300 12.60 1238.15 10.00 834,20 12.14 

300 12.64 1224.23 10.00 828,86 12.11 

315 

3,00 

0.00 

3,00 

0.00 

3,00 

0.00 

983.24 

-1.82 

1024.40 

2.34 

1017.42 

0,00 

1469,13 3.18 1045.15 3.00 634.49 3.50 1227.15 

80.82 49.88 62,12 

2.20 2,94 1.00 0.00 6.69 3.70 1.68 

2.07 2.94 -0,14 0.00 6.26 3.70 0.87 

2.70 2,94 0.06 0.00 6,58 3.70 0.25 

-6.04 0.00 -18.27 0,00 -8,00 0.00 -21.78 

5,37 16.55 5,61 0.00 7.49 7.69 7.54 

-4.97 2.97 -23.51 0.00 -11.55 3.55 -23,21 

-4.93 -2.70 -19,19 -4.15 -2.86 -9.79 -23,07 

-13.31 0.00 -22.45 0.00 -8.55 -5,62 -22.48 

3.30 0,00 -1.75 -2.70 3.85 -4,55 -3,63 

4,65 1.65 8.27 0.00 7,15 1.20 5.57 

4.30 6,06 6,76 0.00 6.95 3.83 4,58 

5,27 5.21 8,97 0.00 7.31 3,83 7.42 

1437.57 3.09 1034.79 3.00 594.68 3.38 1206.82 

1439,30 3.09 1046.63 3.00 597.10 3.38 1216.54 

1430.55 3,09 1044.57 3,00 595.34 3.38 1224,11 

1563.50 3.18 1278,75 3.00 689.68 3,50 1568.78 

1408.87 2.91 995.39 3.00 591.78 3,38 1139.70 

1394,26 2.73 989,62 3.00 590.30 3.25 1141.07 

1403.74 3.09 990,99 3.00 596,63 3,38 1220,99 

1545.92 3,09 1366.48 3,00 717.31 3.38 1598,06 

1545.30 3.27 1293.40 3,13 653.20 3.88 1595.10 

1408.76 4.09 977.12 3.13 607,58 5,13 1111.37 

1694.65 3.18 1347,79 3.00 693.81 3,71 1583.11 

1422,21 3.18 1063.77 3.08 610.94 3.67 1273,33 

1403.85 3.13 965.34 3,00 592.17 3.46 1162.42 

1408.55 3,00 979.02 3.00 593.26 3,37 1173,38 

1395.58 3,02 959.13 3.00 591.29 3.37 1142.36 



Table G.10: Comparison between the average case performances of SIl-Like 15 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PUo. 

01 - AVGs 

% to SI1-Like 09 

02 - AVGs 

% to SI1-Like 09 

03 - AVGs 

% to SIt-Like 09 

04 - AVGs 

% to SI1-Like 09 

05 - AVGs 

% to SIt-Like 09 

06 - AVGs 

% to SIt-Like 09 

07 - AVGs 

% to SIt-Like 09 

08 - AVGs 

% to SIt-Like 09 

09 - AVGs 

% to SIt-Like 09 

10 - AVGs 

% to SIt-Like 09 

11 - AVGs 

% to SIt-Like 09 

12 - AVGs 

% to SIt-Like 09 

SII-Like 15 -AVGs 

Tioe(secs.) 

% to SIt-Like 09 

% to SIt-Like 07 

% to SIt-Like 06 

% to SIt-Like 14 

% to RV!iSa [5] 

% to AD [14] 

% to PR2 [78J 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIt-Like 09 - AVGs 

SIt-Like 07 - AVGs 

SIt-Like 06 - AVGs 

SI1-Like 14 - AVGs 

AKRed [60) - AVGs 

RVllSa [5] - AVGs 

CLl [77] - AVGs 

AD [14) - AVGs 

PR2 [78) - AVGs 

PS [79] - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Rl el Rel R2 

Tims(secs.) Ill[ TO IlV TD NV TO IiV 

22.12 - 178.82 19.00 1721.36 10.00 828.94 15.00 1718.22 4.00 

19.62 - 154.18 -5.00 2.45 0.00 0,00 0.00 0.98 0.00 

22.12 - 178.82 18.00 1543.66 10.00 835.57 14.00 1562.28 4.00 

19.62 - 154.18 0.00 -1.65 0.00 -8.85 0.00 0.05 0.00 

22.12 - 178.82 14.00 1290.92 10.00 954.11 12.00 1342.61 3.00 

19.62 - 154.18 0.00 0.70 0.00 4.41 0.00 -0.51 0.00 

22.12 - 178.82 11.00 1059.27 10.00 956.42 11.00 1219.48 3,00 

19.62 - 154.18 10.00 -1.64 0.00 10.32 0.00 -0,72 0.00 

22,12 - 178.82 14.00 1435.51 10,00 828,94 15.00 1617,58 3,00 

19,62 - 154.18 0,00 -4.15 0,00 0.00 0.00 -2.33 0,00 

22.12 - 178,82 12.00 1335.19 10.00 828.94 12,00 1465,68 3.00 

19.62 - 154.18 -7.69 1.12 0.00 0.00 0.00 0.00 0.00 

22,12 - 178.82 11.00 1175,08 10,00 828,94 12.00 1307.39 3,00 

19.62 - 154.18 0.00 1.83 0.00 0.00 0,00 -1.67 0.00 

22.12 - 178.82 10.00 1017.12 10.00 828.94 11.00 1197,86 2.00 

19.62 - 154.18 0.00 -0.33 0.00 0,00 0.00 -0.87 0.00 

22,12 - 178.82 

19,62 - 154.18 

12,00 1282,95 

0,00 -3.16 

22,12 - 178.82 11.00 1276.06 

19.62 - 154.18 -8,33 6.10 

22,12 - 178,82 11,00 1215,07 

19,62 - 154.18 0.00 -3.11 

22.12 - 178.82 10.00 1040.90 

19.62 - 154,18 0.00 -1.48 

10.00 828.94 

0.00 0,00 -
3,00 

0,00 

3.00 

0.00 

3,00 

0.00 

e2 

TD NV 

1311.58 3.00 

-2.24 0.00 

1160.03 3.00 

-0.01 0.00 

975,53 3.00 

-0.96 0.00 

848,65 3.00 

1.15 0.00 

1080.27 3.00 

-4.07 0.00 

965,90 3,00 

-2,41 0.00 

1137.94 3.00 

0.00 0.00 

783.14 3.00 

0,00 0.00 

983,24 

-1.82 

999.25 

-0.17 

1017,42 

0.00 

22.12 - 178,82 12.75 1282,76 10.00 857.75 12.75 1428.89 3.09 1023.90 3,00 

22.12 - 178,82 26.92 29.22 22,12 178.82 89.62 

19.62 154.18 -1.29 -0,30 0.00 0.63 0,00 -0,60 0.00 -1.05 0.00 

19 - 144,09 -1.29 -0.41 0.00 0.45 0.00 -0,72 0.00 -2.17 0.00 

19,75 - 141.91 -1.29 -0.14 0.00 -0.21 0.00 -0.12 0,00 -1.98 0.00 

10.88 - 80,82 -1.92 -3.23 0.00 -1.90 -2.86 -2.74 -2.86 -2,03 0,00 

2220 6.25 4,33 0.00 3.55 10.87 2.48 13.22 3,46 0,00 

132 - 253 -0.62 -7.48 0.00 -10.22 2,00 -7,57 0.03 -25.07 0,00 

180 -4.35 -7.17 0,00 -5.00 -3,77 -7,53 -5.48 -20.84 -4.15 

300 - 400 -9,47 -15,76 0.00 -12.19 -7,27 -15.68 -2.86 -24,03 0.00 

300 -3.77 3,02 0.00 0,21 -0.97 0.47 -2.86 -3,75 -2,70 

300 -0.13 4,10 0.00 3.12 2,34 1.78 -1.26 6,07 0,00 

300 1.19 3,60 0.00 2.82 5,05 1.44 3.03 4,58 0,00 

300 0.90 4.78 0,00 3.48 5.26 2,39 2,20 6.75 0.00 

19.62 - 154,18 12,92 1286,59 10.00 852.35 12,75 1437.57 3.09 1034,79 3.00 

19 - 144.09 12.92 1288.03 10.00 853.95 12.75 1439,30 3,09 1046.63 3.00 

19,75 - 141.91 12,92 1284.50 10.00 859,58 12.75 1430.55 3,09 1044.57 3,00 

10.88 - 80,82 13.00 1325.52 10.00 874.36 13.13 1469,13 3.18 1045.15 3,00 

50 - 223 12,50 1241.89 10.00 834,05 12.38 1408.87 2,91 995.39 3.00 

2220 12,00 1229.48 10.00 828.38 11.50 1394.26 2.73 989,62 3.00 

300 12.42 1233.34 10.00 828.38 12,00 1403,74 3.09 990.99 3,00 

132 253 

180 

12.83 

13.33 

13,50 

1386.46 

1381.90 

1242.40 

10.00 955.39 12.50 

13.25 

13.50 

1545.92 3.09 1366.48 3,00 

NfA 

300 - 400 

300 

300 

300 

300 

14.08 

13.25 

12,77 

12.60 

12.64 

1522,81 

1245.12 

1232.18 

1238.15 

1224,23 

10.00 902.90 

10,00 843.84 

10.00 976.86 

10,00 855.92 

10.00 831.77 

10.00 834.20 

10.00 828.86 

316 

13,75 

12,88 

12.46 

12,14 

12.11 

1545.30 3,27 

1408.76 4,09 

1694,65 3.18 

1422,21 3.18 

1403.85 3,13 

1408.55 3.00 

1395.58 3.02 

1293.40 3,13 

977.12 3.13 

1347,79 3,00 

1063,77 3,08 

965.34 3.00 

979.02 3.00 

959,13 3.00 

RC2 

TO IIV 

591.56 4.00 

0.00 0.00 

591.56 4.00 

0.00 0.00 

591.17 3.00 

0.00 0.00 

629.20 3.00 

0.00 0.00 

588.88 4.00 

0,00 0,00 

588,49 3.00 

0.00 0.00 

588.29 3,00 

0.00 0.00 

588.32 3.00 

0,00 0,00 

TO 

1499.18 

2.04 

1256.63 

0.00 

1164,61 

-1.98 

885.69 

-2.41 

1399.41 

-1.38 

1304.75 

3.92 

1178.67 

-0.38 

976.44 

0,11 

594.68 3.38 1208.17 

0.00 

-0.41 

-0.11 

-6.27 

0.74 

-17.10 

-8.96 

-14.29 

-2.66 

0.43 

0.24 

0.57 

594.68 

597,10 

595,34 

634.49 

591.78 

590.30 

596,63 

717,31 

138.62 

0.00 0.11 

0.00 -0.69 

0,00 -1.30 

-3.57 -1.55 

3.85 5.88 

-0.15 -24.40 

-13.02 -24.26 

-8,99 -23,68 

-7,95 -5,12 

-2.41 3,94 

0.12 2.97 

0,12 5.76 

3,38 1206,82 

3.38 1216.54 

3.38 1224.11 

3.50 1227,15 

3,38 1139,70 

3,25 1141.07 

3.38 1220.99 

3.38 

653,20 3.88 

1598.06 

1595.10 

1111.37 607.58 5.13 

693,81 3.71 

610,94 3,67 

592,17 3.46 

593.26 3,37 

591.29 3.37 

1583.11 

1273.33 

1162,42 

1173.38 

1142,36 



Table G.ll: Comparison between the average case performances of SIl-Like 16 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

Pllo. 

01 - AVGs 

% to SIl-Like 09 

02 AVGs 

% to SIl-Like 09 

03 - AVGs 

% to SIl-Like 09 

04 - AVGs 

% to SIl-Like 09 

05 - AVGs 

% to SII-Like 09 

06 - AVGs 

% to SIl-Like 09 

07 AVGs 

% to SIl-Like 09 

08 - AVGs 

% to SIl-Like 09 

09 - AVGs 

% to SIl-Like 09 

10 - AVGs 

% to SIl-Like 09 

11 - AVGs 

% to SIl-Like 09 

12 - AVGs 

% to SIl-Like 09 

SIl-Like 16 -AVGs 

Tine(secs.) 

% to SIl-Like 09 

% to SIl-Like 07 

% to SIl-Like 06 

% to SIl-Like 15 

% to RVIISa [5] 

% to AD [14J 

% to PR2 [78] 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 09 - AVGs 

SIl-Like 07 - AVGs 

SIl-Like 06 - AVGs 

SIl-Like 15 - AVGs 

AKRed [60] - AVGs 

RVUSa [5J - AVGs 

CLI (77) - AVGs 

AD [14] - AVGs 

PR2 [78J - AVGs 

PS [79J - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

nACS 03 - AVGs 

DACS+HLS AVGs 

DACS+HLS+2-Dpt - AVGs 

Rl Cl RCI R2 C2 RC2 

Tice(aecs.) NV Tn NV TD IIV TO UV TO NV TD lIV TD 

27.33 - 191.09 20.00 1680.20 10.00 828.94 15.00 1661.46 4.00 1341.69 3.00 

19.62 - 154.18 0.00 0.00 0.00 0.00 0.00 -2.35 0.00 0.00 0.00 

27.33 - 191.09 18.00 1545.80 10.00 916.66 14.00 1561.54 3.00 1277.30 3.00 

19.62 - 154.18 0,00 -1.51 0.00 0.00 0.00 0,00 -25.00 10.10 0.00 

27.33 - 191.09 14.00 1281.89 10.00 913.85 12.00 1349.47 3.00 985.01 3.00 

19.62 154.18 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

27,33 - 191.09 10,00 1076.89 10,00 866.97 11.00 1218,61 2.00 929.12 3.00 

19.62 - 154.18 0.00 0.00 0.00 0,00 0.00 -0,79 -33.33 10,74 0,00 

27.33 - 191.09 14.00 1442.08 10.00 828,94 15,00 1656,19 3,00 1077,21 3.00 

19.62 - 154.18 0.00 -3.71 0.00 0.00 0.00 0.00 0.00 -4.35 0.00 

27.33 - 191.09 13,00 1299.92 10.00 828.94 12.00 1465,65 3.00 989,71 3,00 

19.62 - 154.18 0.00 -1.55 0.00 0.00 0.00 0.00 0.00 0.00 0,00 

27.33 - 191.09 11.00 1153.97 10,00 828.94 12.00 1309.79 3.00 1137,94 3.00 

19.62 - 154.18 0.00 0.00 0.00 0.00 0.00 -1.49 0,00 0.00 0,00 

591.56 4.00 

0,00 0.00 

591.56 4.00 

0.00 0.00 

591.17 3,00 

0.00 0.00 

629.20 3,00 

0.00 0,00 

568.88 4,00 

0,00 0,00 

588.49 3.00 

0,00 0.00 

588.29 3,00 

0,00 0.00 

1469.28 

0.00 

1256.63 

0,00 

1188.09 

0,00 

907.55 

0,00 

1418,95 

0.00 

1255.59 

0,00 

1183.11 

0.00 

27.33 - 191.09 10.00 1016.23 10.00 828.94 11.00 1155.30 2.00 783.14 3.00 588.32 3.00 975.32 

0.00 19.62 - 154.18 0,00 -0.42 0.00 0.00 0,00 -4.39 0.00 0.00 0.00 0.00 0.00 

27.33 - 191.09 12.00 1234.81 

19,62 - 154.18 0.00 -6,79 

27.33 - 191.09 

19.62 - 154.18 

27.33 - 191.09 

11.00 1164.80 

-8.33 -3.15 

11.00 1200,78 

19,62 - 154,18 0,00 -4,25 

27.33 - 191.09 

19.62 - 154.18 

10.00 1038.84 

0.00 -1.67 

10,00 828.94 

0.00 0.00 -

27,33 - 191.09 12.83 1261.35 10,00 852.35 12.75 1422.25 

27.33 - 191.09 30,83 27,33 28.12 

19.62 - 154,18 -0.65 -1.96 0,00 0.00 0.00 -1.07 

19 - 144.09 -0.65 -2.07 0.00 -0.19 0.00 -1.18 

19.75 - 141.91 -0.65 -1.80 0.00 -0.84 0.00 -0.58 

22.12 - 178,82 0,65 -1.67 0.00 -0,63 0.00 -0.46 

2220 6.94 2,59 0.00 2.89 10.87 2.01 

132 - 253 0.03 -9.02 0,00 -10.79 2.00 -8.00 

180 -3.73 -8.72 0,00 -5,60 -3.77 -7.96 

300 - 400 -8.86 -17.17 0.00 -12,75 -7,27 -16.07 

300 -3.14 1.30 0.00 -0.42 -0.97 0.00 

300 0,52 2.37 0.00 2.47 2.34 1.31 

300 1.85 1.87 0.00 2,18 5.05 0.97 

300 1.56 3.03 0.00 2.83 5.26 1.91 

19,62 - 154.18 12.92 1286,59 10.00 852.35 12.75 1437.57 

19 - 144.09 12.92 1288.03 10,00 853,95 12,75 1439,30 

19,75 - 141.91 12.92 1284.50 10,00 859.58 12,75 1430.55 

22.12 - 178.82 12.75 1282,76 10.00 857.75 12.75 1428,89 

50 - 223 12.50 1241.89 10.00 834.05 12.38 1408,87 

2220 12.00 1229.48 10.00 828.38 11.50 1394.26 

300 12.42 1233,34 10.00 828.38 12.00 1403.74 

132 - 253 12,83 1386.46 10,00 955.39 12.50 1545.92 

180 13,33 1381.90 10,00 902,90 13.25 1545.30 

lilA 13.50 1242.40 10.00 843.84 13.50 1408.76 

300 - 400 14,08 1522.81 10.00 976.86 13.75 1694,65 

300 13.25 1245.12 10.00 855,92 12.88 1422,21 

300 12.17 1232.18 10,00 831.77 12.46 1403.85 

300 12,60 1238.15 10.00 834.20 12.14 1408.55 

300 12.64 1224.23 10.00 828.86 12,11 1395.58 
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3,00 

0,00 

3.00 

0.00 

3.00 

0,00 

-

1001.50 

0.00 

1000.98 

0.00 

1017 .42 

0.00 

2,91 1049.18 3.00 594,68 

191.09 88,38 

-5.88 1.39 0,00 0.00 

-5.88 0,24 0,00 -0.41 

-5.88 0.44 0.00 -0.11 

-5.88 2.47 0.00 0.00 

6.56 6.02 0.00 0.74 

-5.85 -23.22 0.00 -17,10 

-11.04 -18,88 -4,15 -8.96 

-8.57 -22,16 0,00 -14.29 

-8.57 -1.37 -2.70 -2,66 

-7.07 8,69 0.00 0.43 

-3.03 7,17 0.00 0,24 

-3.81 9.39 0.00 0,57 

3,09 1034,79 3.00 594.68 

3,09 1046.63 3,00 597.10 

3.09 1044.57 3,00 595.34 

3,09 1023.90 3.00 594.68 

2.91 995.39 3.00 591.78 

2.73 989.62 3.00 590.30 

3.09 990.99 3.00 596.63 

3.09 1366.48 3,00 717.31 

3.27 1293.40 3,13 653,20 

4.09 977.12 3.13 607,58 

3.18 1347.79 3.00 693.81 

3.18 1063.17 3.08 610.94 

3.13 965,34 3.00 592.17 

3.00 979.02 3.00 593.26 

3.02 959.13 3,00 591.29 

-

3,38 1206.82 

157.38 

0.00 0.00 

0.00 -0,80 

0,00 -1.41 

0.00 -0.11 

3,85 5.76 

-0.15 -24.48 

-13.02 -24.34 

-8.99 -23,77 

-7,95 -5.22 

-2.41 3.82 

0.12 2.85 

0,12 5.64 

3,38 1206.82 

3.38 1216,54 

3.38 1224,11 

3,38 1208.17 

3.38 1139.70 

3,25 1141.07 

3,38 1220,99 

3.38 1598,06 

3.88 1595.10 

5.13 1111.37 

3.71 1583.11 

3,67 1273.33 

3.46 1162.42 

3.37 1173.38 

3.37 1142,36 



Table G.12: Comparison between the average case performances of SIl-Like 17 and 

other VRPTW algorithms, after only one run, on the problem group PG 100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

Rl Cl RCI R2 C2 RC2 

Plio. Tice(seca,) NV TO IIV TD IlV TD UV TD NV TO IN Tn 

01 - AVGs 24.75 - 190.55 20.00 1690.39 10.00 828.94 15.00 1765.59 4.00 1322.47 3.00 591.56 4.00 1465.S7 

-0.23 % to SU-Lika 16 27.33 - 191.09 0.00 0.61 0.00 0.00 0.00 6.27 0.00 -1.43 0.00 0.00 0.00 

02 - AVGa 24,75 - 190.55 18.00 1864.34 10.00 828.94 14.00 1531.25 3.00 1238.08 3.00 591.56 4.00 1256.63 

0.00 % to SI1-Like 16 27.33 - 191.09 0.00 20.61 0.00 -9.57 0.00 -1.94 0.00 -3.07 0,00 0,00 0.00 

03 - AVGs 24.75 - 190.55 14.00 1291.56 10.00 913.85 12.00 1338.72 3.00 985.01 3.00 603.70 3.00 1201.49 

1.13 % to SI1-Like 16 27.33 - 191.09 0.00 0.75 0.00 0,00 0.00 -0.80 0.00 0.00 0,00 2.12 0.00 

04 - AVGs 24,75 - 190.55 10.00 1076.89 10.00 925.44 11.00 1198.00 2.00 929.12 3.00 625.55 3.00 914.60 

0.78 % to SI1-Like 16 27.33 - 191.09 0.00 0.00 0.00 6.74 0.00 -1.69 0.00 0.00 0.00 -0.58 0.00 

05 - AVGs 24.75 190.55 14.00 1418.55 10.00 828.94 15.00 1656.19 3.00 1077.21 3.00 588.88 4.00 1393.88 

-1.77 % to SIl-Like 16 27.33 - 191.09 0.00 -1.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

06 - AVGs 24.75 - 190.55 13.00 1299.92 10.00 828.94 13.00 1444.10 3.00 993.63 3.00 588.49 3.00 1280.50 

1.98 % to SIl-Like 16 27.33 - 191.09 0.00 0.00 0.00 0.00 8.33 -1.47 0.00 0.40 0.00 0.00 0.00 

07 - AVGs 24.75 - 190.55 11.00 1196.14 10.00 828.94 12.00 1301.02 3.00 904.44 3.00 588.29 3.00 1274.60 

7.73 % to SIl-Like 16 27.33 - 191.09 0.00 3.65 0.00 0.00 0.00 -0.67 0.00 -20.52 0.00 0.00 0.00 

08 - AVGs 24.75 - 190.55 10.00 1017.09 10.00 828.94 11.00 1155.30 2.00 770.62 3.00 588.32 3.00 960.57 

-1.51 % to SIl-Like 16 27.33 - 191.09 0.00 0.08 0.00 0.00 0.00 0.00 0.00 -1.60 0.00 0.00 0.00 

09 - AVGs 

% to SIl-Like 16 

10 - AVGs 

% to SII-Like 16 

11 - AVGs 

% to SIl-Like 16 

12 - AVGs 

% to SI1-Like 16 

24.75 - 190.55 12.00 1256.12 10.00 834.01 

27.33 - 191.09 0.00 1.73 0.00 0.61 

24.75 - 190.55 11.00 1175.93 

27.33 - 191.09 0.00 0.96 

24.75 - 190.55 

27.33 191.09 

11.00 1262.73 

0.00 5.16 

24.75 - 190.55 10.00 1044.70 

27.33 - 191.09 0.00 0.56 

-

SIl-Like 17 -AVGs 24.75 - 190.55 12.83 1299.53 10.00 849.66 12.88 

Tine(secs.) 24.75 - 190.55 30.33 31.78 24.75 

% to SII-Like 16 27.33 - 191.09 0.00 3.03 0.00 -0.32 0.98 

% to SIl-Like 15 22.12 - 178.82 0.65 1.31 0.00 -0.94 0.98 

% to SIl-Like 09 19.62 - 154.18 -0.65 1.01 0.00 -0.32 0.98 

% to SIl-Like 07 19 - 144.09 -0.65 0.89 0.00 -0.50 0.98 

% to SIl-Like 06 19.75 - 141.91 -0.65 1.17 0.00 -1.15 0.98 

% to RVNSa [5] 2220 6.94 5.70 0.00 2.57 11.96 

% to AD [14J 132 253 0.03 -6.27 0.00 -11.07 3.00 

% to PR2 [78J 180 -3.73 -5.96 0.00 -5.90 -2.83 

% to DACS 01 300 - 400 -8.88 -14.66 0.00 -13.02 -6.36 

% to DACS 02 300 -3.14 4.37 0.00 -0.73 0.00 

% to DACS 03 300 0.52 5.47 0.00 2.15 3.34 

% to DACS+HLS 300 1.85 4.96 0.00 1.85 6.08 

% to DACS+HLS+2-0pt 300 1.56 6.15 0.00 2.51 6.30 

SIl-Like 16 - AVGs 27.33 - 191.09 12.83 1261.35 10.00 852.35 12.75 

SIl-Like 15 - AVGs 22.12 - 178.82 12.75 1282.76 10.00 857.75 12.75 

SIl-Like 09 - AVGs 19.62 - 154.18 12.92 1286.59 10.00 852.35 12.75 

SIl-Llke 07 - AVGs 19 - 144.09 12.92 1288.03 10.00 853.95 12.75 

SIl-Like 06 - AVGs 19.75 - 141.91 12.92 1284.50 10.00 859.58 12.75 

AKRed [60) - AVGs 50 - 223 12.50 1241.89 10.00 834.05 12.38 

RVNSa [5J - AVGs 2220 12.00 1229.48 10.00 828.38 11.50 

CLI (77) - AVGs 300 12,42 1233.34 10.00 828.38 12.00 

AD (14J - AVGs 132 - 253 12,83 1386.46 10.00 955,39 12.50 

PR2 [78] - AVGs 180 13.33 1381.90 10.00 902.90 13.25 

PS [79J - AVGs NIA 13.50 1242.40 10.00 843.84 13.50 

DACS 01 - AVGs 300 400 14.08 1522.81 10.00 976.86 13.75 

DACS 02 - AVGs 300 13.25 1245,12 10.00 855.92 12.88 

DACS 03 - AVGs 300 12.77 1232.18 10.00 831.77 12.46 

DACS+HLS - AVGs 300 12.60 1238.15 10.00 834.20 12.14 

DACS+HLS+2-Opt - AVGs 300 12.64 1224.23 10.00 828.86 12.11 
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3.00 

0.00 

3.00 

0.00 

3.00 

0.00 

982.30 

-1.92 -

1000.98 

0.00 

885.40 

-12.98 

1423.77 2.91 1008.11 3.00 595.79 3.38 1218.52 

190.55 110.12 155.75 

0.11 0.00 -3.91 0.00 0.19 0.00 0.97 

-0.36 -5.88 -1.54 0.00 0.19 0.00 0.86 

-0.96 -5.88 -2.58 0.00 0.19 0.00 0.97 

-1.08 -5.88 -3.68 0.00 -0.22 0.00 0.16 

-0.47 -5.88 -3.49 0.00 0.08 0.00 -0.46 

2.12 6.56 1.87 0.00 0.93 3.85 6.79 

-7.90 -5.85 -26.23 0.00 -16.94 -0.15 -23.75 

-7.86 -11.04 -22.06 -4.15 -8.79 -13.02 -23.61 

-15.98 -8.57 -25.20 0.00 -14.13 -8.99 -23.03 

0.11 -8.57 -5.23 -2.70 -2.48 -7.95 -4.30 

1.42 -7.07 4.43 0.00 0.61 -2.41 4.83 

1.08 -3.03 2.97 0.00 0.43 0.12 3.85 

2.02 -3.81 5.11 0.00 0.76 0.12 6.67 

1422.25 2.91 1049.18 3.00 594.68 3.38 1206.82 

1428.89 3.09 1023.90 3.00 594.68 3.38 1208.17 

1437.57 3.09 1034.79 3.00 594.68 3.38 1206.82 

1439.30 3.09 1046.63 3.00 597.10 3.38 1216.54 

1430.55 3.09 1044.57 3.00 595.34 3.38 1224.11 

1408.87 2.91 995.39 3.00 591.78 3.38 1139.70 

1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

1403.74 3.09 990.99 3.00 596.63 3.38 1220.99 

1545.92 3.09 1366.48 3.00 717.31 3.38 1598.06 

1545.30 3.27 1293.40 3.13 653.20 3.88 1595.10 

1408.76 4.09 977.12 3.13 607.58 5,13 1111.37 

1694.65 3.18 1347.79 3.00 693.81 3.71 1583.11 

1422.21 3.18 1063.77 3.08 610.94 3.67 1273.33 

1403.85 3.13 965.34 3.00 592.17 3.46 1162.42 

1408.55 3.00 979.02 3.00 593.26 3.37 1173.38 

1395.58 3.02 959.13 3.00 591.29 3.37 1142.36 



Table G.13: Comparison between the average case performances of SIl-Like 18 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

PNo. 

01 - AVGs 

% to SII-Like 16 

02 - AVGs 

% to SIl-Like 16 

03 AVGe 

% to SIl-Like 16 

04 - AVGs 

% to SI1-Like 16 

05 - AVGs 

% to SI1-Like 16 

06 - AVGs 

% to SI1-Like 16 

07 - AVGs 

% to SI1-Like 16 

08 - AVGs 

% to SI1-Like 16 

09 - AVGs 

% to SIt-Like 16 

10 - AVGs 

% to SIi-Like 16 

11 - AVGs 

% to SI1-Like 16 

12 - AVGs 

% to SII-Like 16 

SIt-Like 18 -AVGs 

Tltle(secs.) 

% to SI1-Like 16 

% to SI1-Like 15 

% to SI1-Like 09 

% to SIi-Like 07 

% to SIi-Like 06 

% to RVNSa [5] 

% to AD [14J 

% to PR2 [78] 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIt-Like 16 - AVGs 

SIt-Like 15 - AVGs 

SI1-Like 09 - AVGs 

SI1-Like 07 - AVGs 

SIt-Like 06 - AVGs 

AKRed [60] - AVGs 

RVNSa [5J - AVGs 

CLl [77] - AVGs 

R1 C1 RCl R2 C2 RC2 

Tice(secs,) IlV TO NV TO NV TD NV TD IlV TO NV 

26.88 - 233.55 20.00 1690.39 10.00 828.94 15.00 1707.91 4.00 1329.43 3.00 591.56 4.00 1514.47 

3.08 27.33 - 191.09 0.00 0.61 0.00 0.00 0.00 2.80 0.00 -0.91 0,00 0.00 0.00 

26.88 - 233.55 18.00 1864.34 10.00 865.78 14.00 1526.49 4.00 1151.86 3.00 591.56 4.00 1256.63 

0.00 27.33 - 191.09 0,00 20.61 0.00 -5.55 0,00 -2.24 33.33 -9.82 0.00 0.00 0.00 

26.88 - 233.55 14.00 1257.59 10.00 913.85 11.00 1403.20 3.00 985.01 3.00 603.70 3.00 1203.79 

1.32 27.33 - 191.09 0.00 -1.90 0.00 0,00 -8.33 3.98 0.00 0.00 0.00 2.12 0.00 

26.88 - 233.55 10.00 1070.88 10,00 985.62 10.00 1262.64 2.00 947.46 3.00 648.56 3.00 877 .20 

-3.34 27.33 - 191.09 0.00 -0.56 0,00 13.69 -9.09 3.61 0.00 1.97 0.00 3.08 0.00 

26.88 - 233.55 14.00 1442.08 10.00 828.94 15,00 1656.19 3.00 1068.12 3.00 58B.88 4.00 1409.91 

-0.64 27.33 - 191.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.84 0.00 0,00 0.00 

26.88 233.55 13,00 1299.92 10,00 828.94 12.00 1469.00 3.00 982,76 3.00 588.49 3.00 1258,80 

0.26 27,33 - 191.09 0.00 0.00 0,00 0.00 0.00 0,23 0,00 -0,70 0.00 0,00 0.00 

26.88 - 233.55 11.00 1138.77 10,00 828,94 12.00 1312.78 3,00 869.30 3.00 588.29 3.00 1165.66 

-1.47 27,33 - 191.09 0.00 -1.32 0.00 0.00 0,00 0.23 0.00 -23.61 0,00 0.00 0.00 

26.88 - 233.55 10,00 1008.94 10,00 828.94 11.00 1155,30 2.00 758.75 3.00 588.32 3,00 957.75 

-1.80 27.33 - 191.09 0.00 -0.72 0,00 0,00 0.00 0.00 0.00 -3,11 0.00 0.00 0.00 

26,88 - 233.55 

27.33 - 191.09 

12.00 1280,97 10.00 

0.00 3.74 0.00 

26.88 233,55 12,00 1128.37 

27.33 - 191.09 9.09 -3.13 

26.88 233.55 11.00 1173.51 

27.33 - 191.09 0.00 -2.27 

26,88 - 233.55 10,00 1005.48 

27.33 - 191.09 0.00 -3.21 

849,98 

2.54 

3.00 

0,00 

3,00 

0,00 

3.00 

0.00 

971.29 

-3.02 

1000,98 

0.00 

883,39 

-13.17 

26.88 - 233.55 12.92 1280,10 10.00 862.21 12.50 1436.69 3.00 995,30 

26.88 - 233.55 32.50 30.33 26,88 233.55 

27.33 - 191.09 0,65 1.49 0.00 1.16 -1.96 1.02 3.13 -5.14 

22,12 - 178.82 1.31 -0,21 0.00 0.52 -1.96 0.55 -2.94 -2,79 

19,62 - 154.18 0,00 -0,50 0.00 1.16 -1.96 -0.06 -2.94 -3.82 

19 - 144,09 0,00 -0.62 0.00 0,97 -1.96 -0.18 -2.94 -4.90 

~9.75 - 141.91 0.00 -0.34 0.00 0,31 -1.96 0.43 -2.94 -4.72 

2220 7,64 4.12 0.00 4,08 8.70 3.04 9.89 0.57 

132 253 0,68 -7.67 0.00 -9.75 0.00 -7.07 -2.91 -27,16 

180 -3.10 -7,37 0,00 -4.51 -5.66 -7,03 -8.26 -23.05 

300 - 400 -8.28 -15,94 0,00 -11,74 -9.09 -15,22 -5,71 -26.15 

300 -2.52 2.81 0,00 0.73 -2.91 1.02 -5.71 -6.44 

300 1.17 3.89 0,00 3.66 0.33 2.34 -4,16 3.10 

300 2.51 3,39 0.00 3.36 2,99 2.00 0.00 1.66 

300 2.22 4,56 0.00 4.02 3,20 2.95 -0.80 3.77 

27.33 - 191.09 12,83 1261.35 10.00 852.35 12.75 1422.25 2,91 1049,18 

22.12 - 178.82 12,75 1282.76 10.00 857.75 12.75 1428.89 3,09 1023,90 

19.62 - 154,18 12,92 1286.59 10,00 852,35 12.75 1437.57 3,09 1034.79 

19 - 144.09 12.92 1288.03 10.00 853.95 12,75 1439,30 3.09 1046.63 

19.75 - 141.91 12.92 1284.50 10.00 859.58 12,75 1430,55 3.09 1044.57 

50 223 

2220 

300 

10.00 

10.00 

10.00 

834.05 

828.38 

828.38 

1408.87 2,91 

1394.26 2.73 

1403,74 3.09 

995.39 

989.62 

990.99 

3.00 598,67 3.38 1205.53 

101.62 181.00 

0,00 0.67 0.00 -0.11 

0,00 0,67 0.00 -0.22 

0.00 0.67 0.00 -0.11 

0.00 0.26 0.00 -0,91 

0.00 0.56 0.00 -1.52 

0,00 1.42 3.85 5.65 

0,00 -16,54 -0.15 -24.56 

-4.15 -8,35 -13.02 -24,42 

0.00 -13.71 -8.99 -23.85 

-2.70 -2.01 -7,95 -5,33 

0.00 1.10 -2.41 3.71 

0.00 0,91 0.12 2.74 

0.00 1.25 0.12 5.53 

3,00 594.68 3.38 1206.82 

3,00 594.68 3.38 1208.17 

3.00 594.68 3.38 1206.82 

3.00 597,10 3.38 1216.54 

3.00 595,34 3.38 1224.11 

3,00 

3,00 

3.00 

591.78 3.38 

590.30 3.25 

596.63 3.38 

AD [14] AVGs 132 - 253 

12.50 

12.00 

12,42 

12,83 

13,33 

13,50 

1241.89 

1229.48 

1233.34 

1386.46 

1381.90 

1242.40 

10.00 955.39 

12.38 

11.50 

12.00 

12,50 

13.25 

13.50 

1545,92 3.09 1366.48 3.00 717,31 3.38 

1139,70 

1141.07 

1220.99 

1598.06 

1595.10 

1111.37 

PR2 [78J - AVGs 180 

PS [79} - AVGs lilA 

DACS 01 - AVGs 300 - 400 

DACS 02 - AVGs 300 

DACS 03 - AVGs 300 

DACS+HLS - AVGs 300 

DACS+HLS+2-Opt - AVGs 300 

14.08 

13.25 

12.77 

12.60 

12.64 

1522.81 

1245.12 

1232.18 

1238.15 

1224.23 

10.00 902,90 

10.00 843.84 

10,00 976,86 

10,00 855,92 

10,00 831.77 

10.00 834,20 

10.00 828,86 

319 

13.75 

12.88 

12.46 

12.14 

12.11 

1545.30 3.27 

1408.76 4.09 

1694.65 3,18 

1422.21 3,18 

1403,85 3,13 

1408,55 3.00 

1395.58 3,02 

1293.40 3.13 

977,12 3,13 

1347.79 3.00 

1063.77 3.08 

965,34 3.00 

979,02 3.00 

959,13 3.00 

653.20 3,88 

607,58 5.13 

693.81 3,71 

610.94 3,67 

592.17 3,46 

593.26 3.37 

591.29 3.37 

1583,11 

1273.33 

1162.42 

1173.38 

1142.36 



Table G.14: Comparison between the average case performances of SIl-Like 19 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

R1 C1 RC1 R2 C2 RC2 

PNo. Tioe(secs.) NV TO NV TD NV TO NV TO IlV 10 IIV Tn 

01 - AVGs 26.12 - 235.09 20.00 1690.39 10.00 828.94 16.00 1699.48 4.00 1320.48 3.00 591.56 4.00 1471.20 

0.13 % to SI1-Like 16 27.33 - 191.09 0.00 0.61 0.00 0.00 6.67 2.29 0.00 -1.58 0.00 0.00 0.00 

02 - AVGs 26.12 - 235.09 18.00 1536.69 10.00 897.04 14.00 1578.38 3.00 1353.45 3.00 591.56 4.00 1256.63 

0.00 % to SI1-Like 16 27.33 - 191.09 0.00 -0.59 0.00 -2.14 0,00 LOa 0.00 5.96 0.00 0.00 0.00 

03 - AVGs 26.12 - 235.09 14.00 1280.77 10.00 913.85 11.00 1404.43 3.00 985.01 3.00 603.70 3.00 1173.43 

-1.23 % to SI1-Like 16 27.33 - 191.09 0.00 -0.09 0.00 0.00 -8.33 4.07 0.00 0.00 0.00 2.12 0.00 

04 AVGs 26.12 - 235.09 10,00 1076.89 10.00 985.62 11.00 1170.52 3.00 839.00 3.00 648.56 3.00 924.02 

1.81 % to SIl-Like 16 27.33 - 191.09 0.00 0.00 0.00 13.69 0.00 -3.95 50.00 -9.70 0.00 3.08 0.00 

05 - AVGs 26.12 - 235.09 14.00 1422.90 10.00 828.94 15.00 1656.19 3.00 1068.53 3.00 588.88 4.00 1414.98 

-0.28 % to SIl-Like 16 27.33 - 191.09 0.00 -1.33 0.00 0.00 0.00 0.00 0.00 -0.80 0.00 0.00 0.00 

06 - AVGs 26.12 - 235.09 13.00 1299.92 10.00 828.94 12.00 1445.30 3.00 982.38 3.00 588.49 3,00 1255,84 

0.02 % to SIl-Like 16 27.33 - 191.09 0.00 0.00 0.00 0.00 0.00 -1.32 0.00 -0.74 0,00 0,00 0.00 

07 - AVGs 26.12 - 235.09 11.00 1137.46 10.00 828.94 12.00 1307,94 3.00 886.65 3.00 588.29 3,00 1169.53 

-1.15 % to SI1-Like 16 27,33 - 191.09 0.00 -1.43 0.00 0.00 0,00 -0.14 0.00 -22.08 0.00 0.00 0.00 

08 - AVGs 26.12 - 235.09 10,00 1010.45 10,00 828.94 11.00 1155,30 2.00 777.32 3.00 588.32 3.00 927.99 

-4.85 % to SIl-Like 16 27.33 - 191.09 0.00 -0,57 0.00 0.00 0,00 0.00 0,00 -0.74 0.00 0.00 0.00 

09 - AVGs 

% to SIl-Like 16 

10 - AVGs 

% to SI1-Like 16 

11 - AVGs 

% to SIl-Like 16 

12 - AVGs 

% to SIl-Like 16 

26.12 - 235.09 12.00 1234.00 10.00 

27.33 - 191.09 0.00 -0.07 0.00 

26.12 - 235.09 

27.33 - 191.09 

11.00 1162.05 

0.00 -0.24 

26.12 - 235.09 11.00 1235.68 

27.33 - 191.09 0.00 2.91 

26.12 - 235.09 

27.33 - 191.09 

10.00 1043.59 

0.00 0.46 

828.94 

0.00 -

-

SIl-Like 19 -AVGs 26.12 - 235.09 12.83 1260.90 10.00 853.35 12.75 

Tine(secs.) 26.12 - 235.09 30.17 32.33 26.12 

% to SIl-Like 16 27.33 - 191.09 0.00 -0.04 0.00 1.29 0.00 

% to SIl-Like 15 22.12 - 178.82 0.65 -1.70 0.00 0.65 0.00 

% to SI1-Like 09 19.62 - 154.18 -0.65 -2.00 0.00 1.29 0.00 

% to SIl-Like 07 19 - 144.09 -0.65 -2.11 0.00 1.10 0.00 

% to SIl-Like 06 19.75 - 141.91 -0.65 -1.84 0.00 0.44 0.00 

% to RVNSa (5) 2220 6.94 2.55 0.00 4.22 10.87 

% to AD [14J 132 - 253 0.03 -9.06 0.00 -9.63 2.00 

% to PR2 [78] 180 -3.73 -8.76 0.00 -4.38 -3.77 

% to DAGS 01 300 - 400 -8.88 -17.20 0.00 -11.62 -7.27 

% to DAGS 02 300 -3.14 1.27 0.00 0.87 -0.97 

% to DAGS 03 300 0.52 2.33 0.00 3.80 2.34 

% to OACS+HLS 300 1.85 1.84 0.00 3.49 5.05 

% to OACS+HLS+2-0pt 300 1.56 3.00 0.00 4.16 5.26 

SIl-Like 16 - AVGs 27.33 - 191.09 12.83 1251.35 10.00 852.35 12.75 

SIl-Like 15 - AVGs 22.12 - 178.82 12.75 1282.76 10.00 857.75 12.75 

SI1-Like 09 - AVGs 19.62 - 154.18 12.92 1285.59 10.00 852.35 12.75 

SIl-Like 07 - AVGs 19 - 144.09 12.92 1288.03 10.00 853.95 12.75 

SIl-Like 06 - AVGs 19.75 - 141.91 12.92 1284.50 10.00 859.58 12.75 

AKRed [60] - AVGs 50 - 223 12.50 1241. 89 10.00 834.05 12.38 

RVNSa [5] - AVGs 2220 12.00 1229.48 10.00 828.38 11.50 

eLl [77] - AVGs 300 12.42 1233.34 10.00 828.38 12.00 

AD (14] - AVGs 132 - 253 12.83 1386.45 10,00 955.39 12.50 

PR2 (78) AVGs 180 13.33 1381.90 10.00 902.90 13.25 

PS (79) - AVGs IliA 13.50 1242.40 10.00 843.84 13.50 

OACS 01 - AVGs 300 - 400 14.08 1522.81 10.00 976.86 13.75 

OACS 02 AVGs 300 13.25 1245.12 10.00 855.92 12.88 

OACS 03 AVGs 300 12.77 1232.18 10.00 831.77 12.46 

DACS+HLS - AVGs 300 12.60 1238.15 10.00 834.20 12.14 

DACS+HLS+2-Opt - AVGs 300 12.64 1224.23 10.00 828.86 12.11 

320 

3.00 

0.00 

3.00 

0.00 

3.00 

0,00 

983.94 

-1.75 

1000.98 

0.00 

895.71 

-11.86 -

1427.32 3.00 1008.60 3.00 598.67 3.38 1199.20 

235.09 108.88 169.88 

0.36 3.13 -3.87 0.00 0.67 0.00 -0.63 

-0.11 -2.94 -1.50 0.00 0.67 0.00 -0.74 

-0.71 -2.94 -2.53 0.00 0.67 0.00 -0.63 

-0.83 -2.94 -3.63 0.00 0.26 0.00 -1.43 

-0.23 -2.94 -3.44 0.00 0.56 0.00 -2.03 

2.37 9.89 1.92 0.00 1.42 3.85 5.09 

-7.67 -2.91 -26.19 0.00 -16.54 -0.15 -24.96 

-7.63 -8.26 -22.02 -4.15 -8.35 -13.02 -24.82 

-15.78 -5.71 -25.17 0.00 -13.71 -8.99 -24.25 

0.36 -5.71 -5.19 -2.70 -2.01 -7.95 -5.82 

1.67 -4.16 4.48 0.00 1.10 -2.41 3.16 

1.33 0.00 3.02 0.00 0.91 0.12 2.20 

2.27 -0.80 5.16 0.00 1.25 0.12 4.98 

1422.25 2.91 1049.18 3.00 594.68 3.38 1206.82 

1428.89 3.09 1023.90 3.00 594.68 3.38 1208.17 

1437.57 3.09 1034.79 3.00 594.68 3.38 1206.82 

1439.30 3.09 1045.53 3.00 597.10 3.38 1216.54 

1430.55 3.09 1044.57 3.00 595.34 3.38 1224.11 

1408.87 2.91 995.39 3.00 591.78 3.38 1139.70 

1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

1403.74 3.09 990.99 3.00 595.63 3.38 1220.99 

1545.92 3.09 1356.48 3.00 717.31 3.38 1598.06 

1545.30 3.27 1293.40 3.13 653.20 3.88 1595.10 

1408.76 4.09 977.12 3.13 607.58 5.13 1111.37 

1694.65 3.18 1347.79 3.00 693.81 3.71 1583.11 

1422.21 3.18 1063.77 3.08 610.94 3.67 1273.33 

1403.85 3.13 965.34 3.00 592.17 3.45 1162.42 

1408.55 3.00 979.02 3.00 593.26 3.37 1173.38 

1395.58 3.02 959.13 3.00 591.29 3.37 1142.36 



Table G.15: Comparison between the average case performances of SIl-Like 20 and 

other VRPTW algorithms, after only one run, on the problem group PG100. This 

table represents also the best and worst case scenarios of the SIl-Like performance. 

On each problem instance and set, the SD values equal to zero. 

Pllo. 

01 - AVGa 

% to SIl-Like 16 

02 - AVGs 

% to SIl-Like 16 

03 - AVGs 

% to SIl-Like 16 

04 AVGs 

% to SII-Like 16 

05 - AVGs 

% to SIl-Like 16 

06 - AVGs 

% to SI1-Like 16 

07 - AVGs 

% to SIl-Like 16 

08 - AVGs 

% to SIl-Like 16 

09 - AVGs 

% to SII-Like 16 

10 - AVGs 

% to SIl-Like 16 

11 - AVGs 

% to SIl-Like 16 

12 AVGs 

% to 8Il-Like 16 

SIl-Like 20 -AVGs 

Tine(sacs.) 

% to SIl-Like 16 

% to 8Il-Like 15 

% to SIl-Like 09 

% to 8Il-Like 07 

% to SIl-Like 06 

% to RVNSa (5] 

% to AD [14] 

% to PR2 [78] 

% to DACS 01 

% to DACS 02 

% to DACS 03 

% to DACS+HLS 

% to DACS+HLS+2-0pt 

SIl-Like 16 - AVGs 

SIl-Like 15 - AVGs 

SIl-Like 09 - AVGs 

SIl-Like 07 AVGs 

SIl-Like 06 - AVGs 

AKRed [60] - AVGs 

RVnSa [5] - AVGs 

CLl [77] - AVGs 

AD [14] - AVGs 

PR2 [78] - AVGs 

PS [79J - AVGs 

DACS 01 - AVGs 

DACS 02 - AVGs 

DACS 03 - AVGs 

DACS+HLS - AVGs 

DACS+HLS+2-Opt - AVGs 

Rl Cl RCI R2 

Til'le(secs.) NV TO NV TO }IV TO IIV 

26 - 231.09 20.00 1669.74 10.00 828.94 15.00 1675.05 4.00 

27.33 - 191.09 0.00 -0.62 0.00 0.00 0.00 0.82 0.00 

28 - 231.09 18.00 1524.07 10.00 883.86 14.00 1535.91 4.00 

27.33 - 191.09 0.00 -1.41 0.00 -3.58 0.00 -1.64 33.33 

28 - 231.09 14.00 1273.82 10.00 913.85 11.00 1306,88 3.00 

27.33 - 191.09 0.00 -0.63 0.00 0.00 -8.33 -3.16 0.00 

28 - 231.09 10.00 1049,89 10.00 985.62 11.00 1164.21 2.00 

27.33 - 191.09 0.00 -2.51 0.00 13.69 0,00 -4.46 0,00 

28 - 231.09 14.00 1442.08 10.00 828.94 15.00 1577.51 3,00 

27.33 - 191.09 0.00 0,00 0.00 0.00 0.00 -4.75 0.00 

28 - 231.09 13.00 1299.92 10.00 828,94 13.00 1424.21 3.00 

27.33 - 191.09 0.00 0.00 0.00 0.00 8.33 -2,83 0.00 

28 - 231.09 11,00 1162.52 10.00 828.94 12.00 1299,84 3.00 

27.33 - 191.09 0.00 0.74 0.00 0.00 0.00 -0.76 0.00 

C2 

TO NV 

1343.87 3.00 

0.16 0.00 

1166.44 3.00 

-8.68 0.00 

985.01 3.00 

0,00 0,00 

963.46 3.00 

3.70 0.00 

1061.34 3.00 

-1.47 0.00 

969.39 3.00 

-2.05 0.00 

905.91 3.00 

-20.39 0.00 

RC2 

TO nv 

591.56 4.00 

0.00 0.00 

591.56 4.00 

0.00 0.00 

603.70 3,00 

2.12 0,00 

624.54 3.00 

-0.74 0.00 

588.88 4.00 

0,00 0.00 

588.49 3.00 

0.00 0,00 

588.29 3,00 

0.00 0.00 

TD 

1503.15 

2.31 

1182.78 

-5.88 

1196.73 

0.73 

880.22 

-3.01 

1425.71 

0.48 

1303.69 

3.83 

1184.50 

0.12 

28 - 231.09 10.00 992.88 10.00 828.94 11,00 1155.30 2.00 764.08 3.00 588.32 3.00 1010.42 

3,60 27.33 - 191.09 0.00 -2.30 0.00 0.00 0.00 0.00 0.00 -2.43 0.00 0.00 0.00 

28 - 231.09 12.00 1277.54 10.00 828.94 

27.33 - 191.09 0.00 3.46 0.00 0.00 

28 - 231.09 11.00 1161.42 

27.33 - 191.09 0.00 -0.29 

28 - 231.09 11.00 1215.81 

27.33 - 191.09 0.00 1.25 

28 - 231.09 

27.33 - 191.09 

10.00 1032.74 

0.00 -0.59 -

28 - 231.09 12.83 1258.54 10.00 861.89 12.75 

28-231.09 31.75 29.11 28.00 

27.33 - 191.09 0.00 -0.22 0.00 1.12 0.00 

22.12 - 178.82 0.65 -1.89 0.00 0.48 0.00 

19.62 - 154,18 -0.65 -2.18 0.00 1.12 0,00 

19 - 144.09 -0.65 -2.29 0.00 0.93 0.00 

19.75 - 141.91 -0.65 -2.02 0.00 0,27 0.00 

2220 6.94 2.36 0.00 4.04 10.87 

132 - 253 0.03 -9.23 0.00 -9.79 2.00 

180 -3.73 -8.93 0.00 -4.54 -3.77 

300 - 400 -8.88 -17.35 0.00 -11.77 -7.27 

300 -3.14 1.08 0.00 0.70 -0.97 

300 0.52 2.14 0.00 3.62 2.34 

300 1.85 1.65 0.00 3.32 5.05 

300 1.56 2.80 0.00 3.98 5~26 

27.33 - 191.09 12.83 1261.35 10.00 852.35 12.75 

22.12 - 178.82 12.75 1282.76 10.00 857.75 12.75 

19.62 - 154.18 12.92 1286.59 10.00 852.35 12.75 

19 - 144.09 12.92 1288.03 10.00 853.95 12.75 

19,75 - 141.91 12.92 1284.50 10.00 859.58 12.75 

50 - 223 12.50 1241.89 10.00 834.05 12.38 

2220 12.00 1229.48 10.00 828.38 11.50 

300 12.42 1233.34 10.00 828.38 12.00 

132 - 253 12.83 1386.46 10.00 955.39 12.50 

180 13.33 1381.90 10.00 902.90 13.25 

It/A 13.50 1242.40 10.00 843.84 13.50 

300 - 400 14.08 1522.81 10,00 976.86 13.75 

300 13.25 1245.12 10.00 855.92 12.88 

300 12.77 1232.18 10,00 831.77 12.46 

300 12.60 1238.15 10,00 834.20 12.14 

300 12.64 1224.23 10.00 828.86 12.11 
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3,00 

0.00 

3.00 

0.00 

3.00 

0.00 

977.94 

-2,35 

1000.98 

0.00 

874.15 

-14.08 

-

-

-

1392.36 3.00 1001.14 3,00 595.67 3.38 1210.90 

231.09 105.12 167.75 

-2.10 3.13 -4.58 0.00 0.17 0.00 0.34 

-2.56 -2.94 -2.22 0,00 0.17 0.00 0.23 

-3.14 -2.94 -3.25 0.00 0,17 0.00 0.34 

-3.26 -2.94 -4.35 0.00 -0.24 0.00 -0.46 

-2,67 -2.94 -4.16 0.00 0.06 0.00 -1.08 

-0,14 9.89 1.16 0.00 0.91 3.85 6,12 

-9.93 -2.91 -26.74 0.00 -16.96 -0.15 -24.23 

-9.90 -8.26 -22,60 -4.15 -8.81 -13,02 -24.09 

-17,84 -5.71 -25.72 0.00 -14.14 -8.99 -23.51 

-2.10 -5.71 -5.89 -2.70 -2.50 -7,95 -4.90 

-0.82 -4.16 3.71 0.00 0.59 -2.41 4.17 

-1.15 0.00 2.26 0.00 0.41 0.12 3.20 

-0.23 -0.80 4,38 0.00 0.74 0.12 6.00 

1422.25 2.91 1049.18 3.00 594.68 3.38 1206.82 

1428.89 3,09 1023,90 3.00 594.68 3.38 1208.17 

1437.57 3.09 1034.79 3,00 594.68 3.38 1206,82 

1439.30 3,09 1046.63 3.00 597.10 3.38 1216.54 

1430.55 3.09 1044.57 3.00 595.34 3,38 1224.11 

1408.87 2.91 995.39 3.00 591.78 3.38 1139.70 

1394.26 2.73 989.62 3.00 590.30 3.25 1141.07 

1403.74 3.09 990.99 3.00 596.63 3.38 1220.99 

1545.92 3,09 1366.48 3.00 717.31 3.38 1598.06 

1545.30 3.27 1293.40 3,13 653.20 3.88 1595,10 

1408.76 4.09 977.12 3,13 607.58 5.13 1111.37 

1694.65 3.18 1347.79 3.00 693.81 3,71 1583.11 

1422.21 3.18 1063.77 3.08 610.94 3,67 1273.33 

1403,85 3.13 965.34 3.00 592.17 3.46 1162.42 

1408,55 3.00 979.02 3.00 593.26 3.37 1173.38 

1395,58 3.02 959.13 3,00 591.29 3,37 1142.36 



Appendix H 

Algorithms related to DACS 01 

This section mentions in Figures H.l, H.2 and H.3 the algorithms used in the system 

DACS 01 talked about in Section 4.5. 

Dl- Figure H.l represents the algorithm of DACS 01. 

D2- Figure H.2 represents the algorithm of the ants' routing builder in DACS 01. 

D3- Figure H.3 represents the algorithm of the XCHNG local search used by the 

ants of DACS 01. 
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//Initialise phase 

11- Create an initial solution using the nearest neighbourhood 
heuristic NN that uses an unlimited number of vehicles; 

12- Assign the initial solution as the best global solution; 
13- V = the number of the vehicles used in the best global solution; 

//Cycle phase 

Cl-Create two colonies VMIN and DMIN; 
C2-Initialise VMIN with V-l and DMIN with V; 

while (the number of iterations is less than the maximum number of 
iterations allowed) do 

C3-Activate the cycle of VMIN; 
C4-Activate the cycle of DMIN; 

if (killFlag == true) do 

C5- V = the number of the vehicles used in the new best 
global solution; 

C6- Kill the two colonies VMIN and DMIN currently active; 
C7- Create two new colonies called VMIN and DMIN also; 
cs- Initialise VMIN with V-1 and DMIN with V; 
C9- killFlag false; 

od if 

od while 

Figure B.1: The coordinator DACS 01 
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heuristicIndex = 0; 
Put an inactive vehicle at the depot; 

while (the heuristicIndex is less than the size of 
the customers in a problem instance) do 

visitArrangement = false; 

While (visitArrangement false) do 

IIChoose an edge. 
aCVpair = use the probabilistic state transition 

component with its exploitation and 
exploration parts; 

if (there is no feasible edge or CVPair) do 
break; 

Otherwise 
IIPick the customer of the chosen edge. 
chosenCUstomer = getCustomerFromCVPair(); 
IIPick the vehicle (either active or inactive) 
Ilof the chosen edge. 
chosenVehicle = getVehicleFromCVPair(); 

Arrange a visit to the chosen customer by 
the chosen vehicle; 
Remove the customer from the list 
of candidates; 
Local update the pheromone trail of the 
feasible edge or CVPair already chosen; 

od if-otherwise 

od while 

if (there is no inactive vehicle at the depot) do 
In addition to all the vehicles already activated, 
put an inactive vehicle at the depot; 

od if 

heuristiclndex heuristicIndex + 1; 

od while 

Return all the active vehicles to the depot; 

Insert the remaining unvisited customers, if the 
solution of an ant is infeasible; 

Use the XCHNG local search to improve the solution 
of an ant, only if the solution of the ant is feasible 
and the ant is coming from the DMIN colony; 

Figure B.2: Ants' routing builder in DACS 01. 
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/ /The XCHNG local search of ants ... 
If (an ant has built a feasible solution and is coming from the DMIN 
colony) do 

while (the number of iterations is less than the maximum number of 
iterations allowed) do 

(a) Choose randomly two different tours from the solution of an 
ant; 

for (each tour of the two tours) do 
(b) Choose two random indices of customer nodes in a tour; 
(c) Choose the lowest index of the two indices selected as 

the start of a segment; 
(d) Choose the highest index of the two indices selected as 

the end of a segment; 
if (the difference value between the highest index and the 

lowest index is greater than 3) do 
(e) randomNumber = Generate a random number between 1 

and 3; 
(f) The highest index = the lowest index + randomNumber; 

od if 
od for 

(g) Exchange the two selected segments of the two tours randomly 
selected to create two new tours; 

If (the total of travelled distances of the two new tours is 
less than the total of travelled distances of the two 
tours selected randomly) do 
(h) Replace the two tours selected randomly with the two 

new tours; 
od if 

od while 

od if 

Figure H.3: The XCHNG local search. 
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Appendix I 

Information related to VRPTW 

algorithms in the literature 

This section mentions in Tables 1.1 to 1.10 information about the experiments done 

using the state-of-the-art VRPTW algorithms in the literature on the problem 

groups PG100, PG200 and PG400 in Section 2.2. 

E1- Tables 1.1, 1.2 and 1.3 represent the best results computed, by different 

VRPTW algorithms, for the 176 problem instances of the problem groups 

PG100, PG200 and PG400. 

E2- Tables 1.4, 1.5 and 1.6 represent the average, best and worst case performances 

of the algorithm SA+LNS [29] on the problem group PG100. 

E3- Tables 1.7, 1.8 and 1.9 represent the average, best and worst case performances 

of the algorithms RVNSa [5] and RVNSc [5] on the problem groups PG 100, 

PG200 and PG400. 

E4- Table 1.10 represents information about the hardware and software features 

used by the VRPTW algorithms of the literature. These hardware and soft

ware features are such as the PC machine used and the speed, the RAM 

capacity and the operating system of that PC machine in addition to the 

programming language used in coding a particular algorithm and the number 

of runs done during the experimentation on that algorithm. Each VRPTW 

algorithm is run for an amount of CPU time in seconds and such piece of 

information is available in tables in previous chapters where it is appropriate. 
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Table 1.1: The best results computed by different VRPTW algorithms on the prob-

lem group PG100 mentioned in Section 2.2. 

Rl el Rel R2 e2 Re2 

PNo. NV TO NV TO NV TO NV TO 11V TO NV TO 

01 - Best 19.00 1645.79 10.00 828.94 14.00 1696.94 4.00 1252.37 3.00 591.56 4.00 1406.91 

Ref. JH (BDJ RT (26J TB (31J HG (65J RT (26J HBD (B1J 

02 - Best 17.00 1486.12 10.00 828.94 12.00 1554.75 3.00 1191. 70 3.00 591.56 3.00 1365.65 

Ref. RT (26J RT (26J TB (31J RGP (66J RT (26J Ge (B2J 

03 - Best 13.00 1292.68 10.00 828.06 11.00 1261.67 3.00 939.54 3.00 591.17 3.00 1049.62 

Ref. LL (62J RT (26J S9B (16J HBD (B1J RT (26J ee (B3J 

04 - Best 9.00 1007.24 10.00 824.78 10.00 1135.48 2.00 825.52 3.00 590.60 3.00 798.41 

Ref. HBD (B1J RT (26J eLH (73J SA+LnS (29J RT (26J HBD (B1] 

05 - Best 14.00 1377 .11 10.00 828.94 13.00 1629.44 3.00 994.42 3.00 588.88 4.00 1297.19 

Ref. RT (26J RT (26J BBB (46J RGP (66J RT (26J HBD (B1] 

06 - Best 12.00 1251.98 10.00 828.94 11.00 1424.73 3.00 906.14 3.00 588.49 3.00 1146.32 

Ref. HBD (81J RT (26J BBB (46J SSSD (84J RT (26J JH (BOJ 

07 - Best 10.00 1104.66 10.00 828.94 11.00 1230.48 2.00 890.61 3.00 588.29 3.00 1061.14 

Ref. S97 (85J RT (26J S97 (85J RP (86J RT (26J SA+LNS (29J 

08 - Best 9.00 960.88 10.00 828.94 10.00 1139.82 2.00 726.75 3.00 588.32 3.00 828.14 

Ref. BBB (46J RT (26J TB (31J MBD (B1] RT (26J IBK (7DJ 

09 - Best 11.00 1194.73 10.00 828.94 3.00 909.16 
Ref. HG (65J RT (26J JH (80J 

10 - Best 10.00 1118.59 3.00 939.34 
Ref. HED (B1J HBD (81] 

11 - Best 10.00 1096.72 2.00 892.71 

Ref. RGP (66J SA+LUS (29J -

12 - Best 9.00 982.14 

Ref. MACS-VRPTW (4J 

AVGs 11.92 1209.89 10.00 828.38 11.50 1384.16 2.73 951.66 3.00 589.86 3.25 1119.17 
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Table I.2: The best results computed by different VRPTW algorithms on the prob-

lem group PG200 mentioned in Section 22 

Rl Cl RCl R2 C2 RC2 

PUo. NV TO NV TO NV TO NV TO NV TO NV TO 

01 - Best 19 5024.65 20 2704.57 18 3637.8 4 4501.8 6 1931.44 6 3103.48 
Ref. RVnSc [5] GH [3] AGES [48] AGES [48] GH [3] AGES [48] 

02 Best 18 4049.69 18 2917.89 18 3269.3 4 3645.38 6 1863.16 5 2827.45 

Ref. AGES [48] SA+LNS [29] AGES [48] AGES [48] GH [3] M80 [81] 

03 - Best 18 3382.65 18 2708.08 18 3025.9 4 2883.16 6 1775.11 4 2613.12 
Ref. AGES [48] AGES [48] AGES [48] AGES [48] M80 [81] RP [86] 

04 - Best 18 3067,93 18 2644.61 18 2852.62 4 1981.29 6 1705.05 4 2043.05 
Ref. AGES [48] AGES [48] AGES [48] AGES [48] AGES [48] AGES [48] 

05 - Best 18 4112.88 20 2702.05 18 3419.81 4 3367.55 6 1878.85 4 2912.13 

Ref. AGES [48] GM [3] AGES [48] SAMOPT [87] SA+LllS [29] RP [86] 

06 - Best 18 3586.8 20 2701.04 18 3338.84 4 2914.56 6 1857.35 4 2975.13 

Ref. RP [86] GM [3] AGES [48] AGES [48] RVNSc [5] RP [86] 

07 - Best 18 3151.42 20 2701.04 18 3219.86 4 2453.62 6 1849.46 4 2529.3 
Ref. AGES [48] GH [3] AGES [48] AGES [48] GM [3] AGES [48] 

08 - Best 18 2963.9 18 2769.19 18 3109.44 4 1849.87 6 1820.53 4 2298.12 
Ref. AGES [48] AGES [48] AGES [48] AGES [48] RP [86] AGES [48] 

09 - Best 18 3784.33 18 2642.82 18 3083.41 4 3111.41 6 1830.05 4 2175.61 

Ref. AGES [48] AGES [48] AGES [48] AGES [48] RP [86] AGES [48] 

10 - Best 18 3307.78 18 2643.51 18 3012.52 4 2657 6 1806.6 4 2015.6 

Ref. AGES [48] AGES [48] AGES [48] AGES [48] H80 [81] AGES [48] 

AVGs 18.10 3643.20 18.80 2713.48 18.00 3196.95 4.00 2936.56 6.00 1831.76 4.30 2549.30 
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Table 1.3: The best results computed by different VRPTW algorithms on the prob-

lem group PG400 mentioned in Section 2.2. 

Rl Cl ReI R2 C2 RC2 

PN'o. NV TD NV TO NV TO NV TO 1/V TD 1/V TO 

01 - Best 38 11084 40 7152.02 36 8813.43 8 9257.92 12 4116.05 11 6834.02 

Ref. RVnSc [5] MBD [81] RP [86] AGES [48] MBD [81] RP [86] 

02 - Best 36 9053.18 36 7733.55 36 7985.5 8 7649.87 12 3929.89 9 6355.59 

Ref. AGES [48] RP [86] AGES [48] RP [86] AGES [48] RP [86] 

03 - Best 36 7941.53 36 7082.13 36 7627.3 8 5988.02 12 3739.72 8 5055.02 

Ref. AGES [48] RP [86] AGES [48] AGES [48] GH [3] RP [86] 

04 - Best 36 7332.93 36 6816.17 36 7355.29 8 4300.95 12 3535.99 8 3635.04 

Ref. AGES [48] RP [86] AGES [48] AGES [48] AGES [48] AGES [48] 

05 - Best 36 9437.28 40 7152.02 36 8321.91 8 7143.55 12 3939.42 9 6063.46 

Ref. AGES [48] MBD [81] AGES [48] AGES [48] AGES [48] AGES [48] 

06 - Best 36 8534.05 40 7153.41 36 8304.99 8 6163.81 12 3875.94 8 5997.24 

Ref. AGES [48] HED [81] AGES [48] AGES [48] AGES [48] RP [86] 

07 - Best 36 7710.41 39 7546.78 36 8051. 71 8 5082.1 12 3894.13 8 5476.57 

Ref. AGES [48] RP [86] AGES [48] AGES [48] MBD [81] RP [86] 

08 - Best 36 7385.29 37 7546.32 36 7917.68 8 4051.98 12 3787.08 8 4854.16 

Ref. AGES [48] RP [86] AGES [48] AGES [48] AGES [48] AGES [48] 

09 - Best 36 8878.19 36 7524.32 36 7890.45 8 6493.13 12 3876.1 8 4599.57 

Ref. AGES [48] AGES [48J AGES [48] AGES [48] AGES [48] AGES [48] 

10 - Best 36 8227.49 36 6907.26 36 7716.32 8 5844.77 12 3684.89 8 4316.36 

Re£. AGES [48] AGES [48] AGES [48] AGES [48] AGES [48] AGES [48] 

AVGs 36.20 8558.44 37.60 7261.40 36.00 7998.46 8.00 6197.61 12.00 3837.92 8.50 5318.70 
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Table 1.4: The average case performance of SA+LNS [29], after five runs, on the 

problem group PG100 mentioned 111 Section 2.2. Check Tables 1.5 and 1.6 for more 

information about the best and worst case performances. 

Rl Cl RCI R2 C2 RC2 

PNo. Tine(seCB.) NV Tn liV TO NV Tn NV TO IIV TO NV TO 

01 - AVGs 1800 19.00 1650.80 10.00 828.94 14.80 1639.09 4.00 1300.26 3.00 591.56 4.00 1481.45 

02 - AVGs 1800 17.00 1486.12 10,00 828.94 12.00 1554.75 3.60 1185.94 3.00 614.04 3.60 1312.92 

03 - AVGs 1800 14.00 1214.48 10.00 82B.07 11.00 1267.47 3.00 985.32 3,00 656.84 3.00 1109.04 

04 - AVGs 1800 10.00 984.13 10.00 824.78 10.00 1144.97 2.40 833.51 3.00 619.72 3.00 850.46 

05 - AVGs 1800 14.00 1401.83 10.00 828.94 13.60 1587.11 3.00 1050.06 3.00 58B.88 4.00 1353.91 

06 - AVGs 1800 12.00 1270.19 10,00 828.94 12.00 1378.52 3.00 981.85 3.00 607.99 3.00 1217.93 

07 - AVGs 1800 10.20 1109.85 10.00 828.94 11.00 1231.85 2.20 912.30 3.00 607.78 3.00 1111.60 

08 - AVGs 1800 9.20 976.07 10.00 828.94 10.00 1162.00 2.00 758.77 3.00 588.32 3.00 900.61 

09 - AVGs 1800 11.20 1209.17 10.00 828.94 3.00 955.90 -

10 ~ AVGs 1800 10.20 1127.46 3.00 982.66 

11 - AVGs 1800 10.20 1098.88 2.20 909.35 

12 - AVGs 1800 10.00 971.79 

SA+LNS [29] - AVGs 1800 12.25 1208.40 10.00 828.38 11.80 1370.72 2.85 986.90 3.00 609.39 3.33 1167.24 
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Table 1.5: The best case performance of SA + LNS [29], after five runs, on the problem 

group PC 100 mentioned III Section 2.2. 

R1 C1 RCl R2 C2 RC2 

PRo. Tics(secs.) NV Tn llV TD IIV Tn IIV Tn IIV Tn NV Tn 

01 - Beat 1800 19.00 1650.BO 10,00 828.94 14.00 1697.43 4.00 1287.67 3.00 591.56 4.00 1466.02 

Freq. 5 1 1 

02 - Best 1800 17.00 1486.12 10.00 828.94 12.00 1554.75 3.00 1237.04 3.00 591.56 3.00 1387.38 

Freq. 5 5 5 1 2 

03 - Best 1800 14.00 1213.62 10.00 828.07 11.00 1261.67 3.00 967.82 3.00 591.17 3.00 1097.31 

Freq. 1 5 5 5 1 

04 - Best 1800 10.00 981.23 10.00 824.78 10.00 1135.48 2.00 833.88 3.00 590.60 3.00 841.28 

Freq. 5 5 5 1 

05 - Best 1800 14.00 1387.14 10.00 828.94 13.00 1635.90 3.00 1036.83 3.00 588.88 4.00 1322.64 

Freq. 5 1 

06 - Best 1800 12.00 1257.95 10.00 828.94 12.00 1376.26 3.00 956,29 3.00 588.49 3.00 1187.28 

Freq. 1 5 5 1 1 1 

07 - Best 1800 10.00 1114.78 10,00 828.94 11.00 1230.95 2.00 901.09 3.00 588.29 3.00 1093.75 

Freq. 5 1 4 1 1 

08 - Best 1800 9.00 966.86 10.00 828.94 10.00 1139.82 2.00 737.37 3.00 588.32 3.00 875.61 

Freq. 5 1 5 

09 - Best 1800 11.00 1197.42 10.00 828.94 3.00 943.71 

Freq. 4 5 1 

10 - Best 1800 10.00 1126.63 3.00 968.00 

Freq. 4 1 

11 Best 1800 10.00 1096.74 2.00 913.75 

Freq. 1 -

12 - Best 1800 10.00 966.79 

Freq. 

SA+UIS [29] - AVGs 1800 12,17 1203.84 10.00 828,38 11.63 1379,03 2.73 980.31 3.00 589.86 3.25 1158.91 

331 



Table 1.6: The worst case performance of SA+LNS [29], after five runs, on the 

problem group PGlOO mentioned in Section 2.2. 

Rl Cl RCI R2 C2 RC2 

PUo. Tille(secs.) IIV TD IIV TO IIV TO IIV TO IIV Tn IIV Tn 

01 - Yorst 1800 19.00 1650.80 10.00 828.94 15.00 1627,29 4.00 1317.98 3.00 591.56 4.00 1519.08 

Freq. 1 5 1 

02 - "'orat 1800 17.00 1486.12 10.00 828.94 12.00 1554.75 4.00 1166.00 3.00 703.99 4.00 1301.23 

Freq. 5 5 3 1 

03 - \Jorst 1800 14.00 1217.92 10.00 828.07 11.00 1278.55 3.00 1026,83 3.00 753.14 3.00 1125,80 

Freq. 1 1 5 1 

04 - Worst 1800 10.00 989.80 10.00 824.78 10.00 1156.05 3.00 798.70 3.00 672.16 3.00 865.93 

Freq. 1 5 2 1 

05 - 'Jorst 1800 14.00 1426.17 10.00 828.94 14.00 1563,76 3.00 1061.80 3.00 588.88 4.00 1395.86 

Freq. 5 5 5 

06 - Yorst 1800 12.00 1292.16 10.00 828,94 12.00 1367.57 3.00 1018.26 3.00 685.96 3.00 1239.49 

Freq. 5 1 1 

07 - Vorst 1800 11.00 1072.12 10.00 828.94 11.00 1232.26 3.00 866.58 3.00 685.76 3.00 1130.36 

Freq. 1 5 5 1 1 1 

08 - !Jorst 1800 10.00 961.36 10.00 828.94 10.00 1193.45 2.00 773.32 3.00 588.32 3.00 914.76 

Freq. 5 1 5 5 

09 - \o'orst 1800 12.00 1166.24 10.00 828.94 3.00 980.10 

Freq. 1 5 5 

10 - \o'orst 1800 11.00 1114.28 3.00 1006.61 

Freq. 1 5 1 

11 - \Jorst 1800 11.00 1063.30 3.00 809.54 

Freq. 1 1 

12 - \Jorst 1800 10.00 986.75 

Freq. 

SA+LNS (29] - AVGs 1800 12.58 1202.25 10.00 828.38 11.88 1374.21 3.09 984.16 3.00 658.72 3.38 1186.57 
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Table I. 7: The average, best and worst case performance of RVNSa [5], after only 

one run, on the problem group PGIOO mentioned in Section 2.2. 

R1 C1 RC1 R2 C2 RC2 

Plio. TinS(SBca.) NV TO NV TO flY TO UV TD NV TO NV TD 

01 - AVGs 2220 19.00 1652.22 10.00 828.94 14.00 1698.82 4.00 1260.91 3.00 591.56 4.00 1428.09 

02 - AVGs 2220 17.00 1486.95 10.00 828.94 12.00 1579.75 3.00 1198.56 3.00 591.56 3.00 1375.45 

03 - AVGs 2220 13.00 1311.11 10.00 828.06 11.00 1280.14 3.00 957.02 3.00 591.17 3.00 1062.52 

04 - AVGs 2220 10.00 999.59 10.00 824.78 10.00 1143.86 2.00 894.69 3.00 594.06 3.00 812.81 

05 - AVGs 2220 14.00 1381.45 10,0{} 828.94 13.00 1632.34 3.00 1032.96 3.00 588.88 4.00 1326.83 

06 - AVGs 2220 12.00 1262.49 10,00 828.94 11.00 1432,12 3.00 929.62 3.00 588.49 3,00 1197.46 

07 - AVGs 2220 10.00 1155.29 10.00 828.94 11.00 1234.30 2.00 982.01 3.00 588.29 3.00 1071.48 

08 - AVGs 2220 9.00 974.85 10.00 828.94 10.00 1152.77 2.00 737.17 3.00 588.32 3.00 853.90 

09 - AVGs 2220 11.00 1238.58 10.00 828.94 3.00 944.94 

10 - AVGs 2220 10.00 1132.37 3.00 975.26 

11 - AVGs 2220 10.00 1139.44 2.00 972.55 

12 - AVGs 2220 9.00 1019.41 -

RVNSa [5] - AVGs 2220 12.00 1229.48 10.00 828.38 11.50 1394.26 2.73 989.61 3.00 590.29 3.25 1141.07 

Table I.8: The average, best and worst case performance of RVNSc [5], after only 

one run, on the problem group PG200 mentioned in Section 2.2. 

R1 C1 RC1 R2 C2 RC2 

PNo. TiI:Ie(secs.) NV TO NV TO !IV TO IiV TO 11V TO IIV TO 

01 - AVGs 720 - 1680 19.00 5024.65 20.00 2704.57 18.00 4172.32 4.00 4854.36 6.00 1931.44 6.00 3167.78 

02 - AVGs 720 - 1680 18.00 4234.35 18.00 3140.52 18.00 3674.81 4.00 3823.58 6.00 1663.16 5.00 2873.11 

03 - AVGs 720 - 1680 18.00 3552.48 18.00 2832.99 18.00 3284.38 4.00 3023.76 6.00 1808.60 4.00 2743.38 

04 - AVGs 720 - 1680 18.00 3177.67 16.00 2696.14 18.00 3044.29 4.00 2020.95 6.00 1754.79 4.00 2110.85 

05 - AVGs 720 - 1680 18.00 4464.08 20.00 2702.05 18.00 3887.09 4.00 3485.74 6.00 1879.31 4.00 3379.67 

06 - AVGs 720 - 1680 18.00 3824.87 20.00 2701.04 18.00 3705.53 4.00 3009.36 6.00 1857.35 5.00 2666.24 

07 - AVGs 720 - 1680 18.00 3330.56 20.00 2701.04 18.00 3508.34 4.00 2534.06 6.00 1850.13 4.00 2704.06 

08 - AVGs 720 - 1680 18.00 3085.72 19.00 2799.85 18.00 3341.66 4.00 1856.32 6.00 1822.65 4.00 2371.97 

09 - AVGs 720 - 1680 18.00 4026.50 18.00 2775.27 18.00 3263.93 4.00 3135.40 6.00 1848.12 4.00 2231.63 

10 - AVGs 720 - 1680 18.00 3493.38 18.00 2734.56 18.00 3198.18 4.00 2709.33 6.00 1808.72 4.00 2034.94 

RVNSc [5] - AVGs 720 - 1680 18.10 3821.43 18.90 2778.80 18.00 3508.07 4.00 3045.29 6.00 1842.43 4.40 2628.36 
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Table 1.9: The average, best and worst case performance of RVNSc [5], after only 

one run, on the problem group PG400 mentioned 111 Section 2.2. 

Rl Cl RC1 R2 C2 RC2 

Pl1o. Tine(secs.) IIV TO IIV TO lIV Tn IIV TO lIV TO IIV TO 

01 - AVGs 3900 - 7980 19.00 5024.65 20.00 2704.57 18.00 4172.32 4.00 4854.36 6.00 1931.44 6.00 3161.78 

02 - AVGs 3900 - 7980 18.00 4234.35 18.00 3140.52 18.00 3674.81 4.00 3823.58 6.00 1863.16 5.00 2873.11 

03 - AVGs 3900 - 7980 1B.00 3552.48 IB.OO 2832.99 IS.00 3284.38 4.00 3023.78 6.00 1808.60 4.00 2743.38 

04 - AVGs 3900 - 7980 18.00 3177.67 18.00 2696.14 18.00 3044.29 4.00 2020.95 6.00 1754.79 4.00 2110.85 

05 AVGs 3900 - 7980 18.00 4464.08 20.00 2702.05 18.00 3887.09 4.00 3485.74 6.00 1879.31 4.00 3379.67 

06 - AVGs 3900 - 7980 18.00 3824.87 20.00 2701.04 18.00 3705.53 4.00 3009.36 6.00 1857.35 5.00 2666.24 

07 - AVGs 3900 - 7980 18.00 3330.56 20.00 2701.04 18.00 3508.34 4.00 2534.06 6.00 1850.13 4.00 2704.06 

08 - AVGs 3900 - 7980 18.00 3085.72 19.00 2799.85 18.00 3341.86 4.00 1856.32 6.00 1822.65 4.00 2371.97 

09 - AVGs 3900 - 7980 18.00 4026.50 18.00 2775.27 18.00 3263.93 4.00 3135.40 6.00 1848.12 4.00 2231.63 

10 - AVGs 3900 - 7980 18.00 3493.38 18.00 2734.56 18.00 3198.18 4.00 2709.33 6.00 IBOB.72 4.00 2034.94 

RVtlSc (5) - AVGs 3900 - 79BO 18.10 3821.43 18.90 2778.BO 18.00 3508.07 4.00 3045,29 6.00 1842,43 4.40 2628.36 
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Table 1.10: The hardware and software features used and the number of runs done 

by the different VRPTW algorithms tried on the problem groups PGI00, PG200 

and PG400. 
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Appendix J 

Published work 

We have two published articles and they are located in the section of Bibliography 

with the reference numbers [55] and [56]. 
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