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Abstract

Nowadays, the majority of organisations use signature-based intru-
sion detection to detect intruders on their intranets. This trend is
partly due to the fact that signature detection is a well-known tech-

nology, as opposed to anomaly detection which is actively being researched.
Along with this, anomaly Intrusion Detection System are known to gener-
ate many alerts, the majority of which being false alarms. Hence, organisa-
tions need concrete comparisons between different tools in order to choose
which is best suited for their needs. This thesis aims at comparing anomaly
with signature detection methods in order to establish which is best suited
to uncover threats, such as data theft. The main difference between anomaly
and signature-based detection is that an anomaly Intrusion Detection System
needs to be trained, hence another aim is to establish the influence of the
training period length of an anomaly Intrusion Detection System on its de-
tection rate. Thus, this thesis presents a Network-based Intrusion Detection
System evaluation testbed setup, and it shows the setup for two of these us-
ing the signature detector Snort and the anomaly detector Statistical Packet
Anomaly Detection Engine. The evaluation testbed is then used to recreate a
data theft scenario that includes the following stages: reconnaissance; gaining
unauthorised access; and data theft. Therefore, it offers the opportunity to
compare both detection methods with regards to that threat.

This thesis thus acts as documentation for setting up a network Intrusion
Detection System evaluation testbed, and it could also be considered as doc-
umentation for the anomaly detector Statistical Packet Anomaly Detection
Engine. Indeed, there is no centralised documentation for Statistical Packet
Anomaly Detection Engine, and no research paper could be identified that
documents the configuration of an evaluation testbed for Intrusion Detection
System.

Standards for evaluating Intrusion Detection System could not identified,
and thus this required the creation of a bespoke evaluation testbed which,



in turn, limited the time dedicated to evaluating the threat scenario itself.
Along with this, results show that configuration, testing and verification of the
anomaly detection system is highly error-prone. Hence, without a “plug-and-
play” evaluation environment for Intrusion Detection System it is challenging
to address these configuration issues.



Chapter 1
Introduction

1.1 Background

Nowadays, the use of the Internet has increased considerably. Its use has
spread to the core of most of the businesses. The connectivity it provides
allows corporations to extend their activity and increase productivity. Since
the Internet developed recently at such a fast rate, its availability increased
greatly. Connections to the Internet are now available everywhere, and at rel-
atively low prices. This means that virtually anybody can access it and access
any network. This ease of accessibility introduced a new kind of criminality:
cyber-crime [1]. This type of crime developed exponentially during the past
decade, mainly due to the democratisation of the Internet [2].

Data is the most important asset in an organisation [3]. This highlights
the crucial need for network security in order to keep data secure. Computer
network security is often deployed in two ways. The first security application
tries to establish a strong outside barrier in order to prevent unauthorised
users gaining access to a network Ingham and Forrest [4]. Since internal
users still need to access resources outside the local network, this barrier has
to let some communications go through. Intruders usually take advantage of
these characteristics to carry out exploits. In order to address this security
issue, the second type of security applied is monitoring the network for traces
of exploits [5]. Tools to achieve computer network security are numerous and
often corporations do not know what to invest in. This thesis aims to address
this issue by providing a direct comparison between a signature Intrusion
Detection System (IDS) and an anomaly IDS in order for organisations to
choose the proper technology to mitigate for data theft.
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1.2 Aim and objectives

The overall aim of this project is to provide an analysis and evaluation of
Network-based Intrusion Detection System (NIDS). In order to achieve this
overall aim, there are intermediary objectives to achieve. These steps are as
follow:

• Carry out a critical appraisal of network security.
• Provide a theoretical analysis of signature-based and anomaly-based

IDS.
• Investigate the current IDS evaluation methodologies.
• Establish the availability of tools required to create an evaluation testbed.
• Setup an evaluation testbed and Device Under Test (DUT), with regards

to the results of the previous investigation.
• Evaluate the detection systems selected with the testbed implemented

for a data theft scenario.

1.3 Thesis structure

The remaining of this thesis is organised as follows.

• Chapter 2 - Literature Review: reviews the current literature research
on the themes of security issues and common practice. Some of these
issues include security management and IDS testing. It also includes a
presentation of computer networks threats, the tools used by Information
Technologies (IT) employees to protect organisation networks and with
an emphasis on the theoretical analysis of NIDS technologies.

• Chapter 3 - Design and methodology: provides a design for NIDS eval-
uation testbed and experiments. It presents two experiments which in-
volve two technologies of anomaly-detection IDS and aim at comparing
the manner in which they operate, as well as comparing their respective
effectiveness.

• Chapter 4 - Implementation: implements the design from Chapter 3

with a collection of tools, reviewed in chapter 2.
• Chapter 5 - Evaluation: provides the results of the two experiments, as

well as an analysis.
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• Chapter 6 - Conclusions: concludes this project, presents the successful
points and limitations of this project and includes as well suggestions
for future work.
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Chapter 2
Literature review

2.1 Introduction

This chapter presents a review of the literature research in computer network
security. This chapter is structured around three main themes. The first theme
is related to security management. Section 2.2 presents a definition of security
management and the current security situation in organisations. It describes
how IT staff perceive security and how it is managed. The second theme
is the reason why network security is highly important: computer systems
threats. Section 2.3 analyses the different threats that organisations might be
the target of, and shows the risks they face. In order to keep their assets secure
and mitigate eventual intrusions, organisations apply security with the help
of specific tools.Section 2.4, Section 2.5 and Section 2.6 present the security
tools commonly used in order to achieve computer network security. Finally,
Section 2.7 investigates the current methods for IDS evaluation.

2.2 Security management

It is not possible to start discussing security devices and computer systems
threats without having an overall view of what information systems secu-
rity involves, as well as analysing what is at stake for enterprises. This sec-
tion defines security management and outlines the computer network security
threats to organisations.
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2.2.1 Definition

Siponen and Oinas-Kukkonen [6] define security management as “a mean of
maintaining secure information system in organisations, including informa-
tion system planning and evaluation”. In other words, security management
should cover design, implementation and testing of processes and devices
aiming at keeping secure a company’s assets and keeping at a minimum se-
curity risks [7]. In the past, information security involved the security de-
partment and the network management side of an organisation, and the main
problem was that both sides were not always clearly defined or present in an
organisation. Even in the best case, both departments did not interact and
were unaware of each other [8]. The security department was producing se-
curity technologies setups, such as software or hardware dedicated to one
task in order to solve specific challenges, while the other department was try-
ing to standardise management solutions. The leader groups in this domain
were the International Organization for Standardization (ISO)/International
Telegraph and Telephone Consultative Committee (CCITT) (now International
Telecommunication Union - Telecommunication (ITU-T)) and the Internet
Engineering Task Force (IETF) [8]. Furthermore, security management and
network have been sharing the same goals [8], such as availability for ex-
ample, and only technical approaches were used to solve security problems.
Baker and Wallace [9] showed that such an approach cannot work since in-
formation security is not limited to technical problems. Indeed, they show
that the close relationship between technology and business functionality has
always been the source of costly information security incidents. Security was
considered as a risk management however Hale and Brusil [8] state that it is
now recognised by most organisations as a competitive and economic advan-
tage.

2.2.2 Evolution of security management

Nowadays, organisations realise that security information is an organisation-
wide concern and a management and technology challenge [10]. The US
National Institute of Standards and Technology (NIST) defines a classification
of levels of control that security management should cover and these levels
are [9]:
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• Technical: this includes security devices used to protect information sys-
tems.

• Operational: this includes threats recovery plans.
• Management: this includes security policies, employees training.

The increased importance of security management arose from the central
role of the Internet and the repercussions of security breaches [2]. The con-
sequences of security breaches are numerous for organisations. The main
causes of damage include: money loss; data loss and public image deteriora-
tion. Money loss can be direct, as for some banking societies [3] or indirect,
in terms of disruption of service, or staff employed to mitigate attacks [11].
Hale and Brusil [8] shows that marketing image deterioration due to infor-
mation security breaches can be more destructive than financial loss. Indeed,
the time needed to rebuild reputation and regain consumers confidence can
prove lengthy. Miller [12] shows the different prices offer for vulnerabilities
discoveries, hence showing how important threats are for organisations. Data
breaches is another main issue. It is increasingly becoming a target for intrud-
ers since it is valuable. People victim of data theft may also sue organisations
because it is their responsibility to keep sensitive information secure [2]. For
instance, up to 100 million records were reported compromised over the year
2006 [8]. This awareness is also due to the fact that companies realised the
necessity of having a structured methodology for security, allowing a better
use of computer forensics in case of security breach [13, 14].

Although IT professionals try to bring security more to the attention of
management personnel, the situation in most organisations is that security
standards are inadequate [15]. Possible explanations include: security is not
a matter of one person in am organisation; this task is most often shared
between different services within an organisation; and creating management
conflicts due to different mindsets or priorities [16]. Indeed, a network pro-
fessional will see security in term of system vulnerabilities whereas another
business-minded employee who will see security in term of costs [2]. Along
with this, a survey [17] shows that there is no real security administrator, per
se, who are solely dedicated to security tasks. Instead, security is achieved by
IT professionals in general. The survey also shows that these professionals do
not spend as much time on security as they should.
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Fung et al. [10] highlight that “the scale of the threats has escalated more
rapidly than the commitment to combat it”. Fung et al. [10] also show that
the data collection of risk assessment proves time consuming, disruptive and
expensive, hence IT professionals tend to work with over-simplified models.
Organisations seem to be actively trying to control information security, but
are following different paths to achieve so. This proves inconsistent and su-
perficial, although some sectors of the industry manage better control quality,
such as in the finance industry [9]. This could be explained by the important
consequences of threats in terms of financial loss, corporation image and data
confidentiality.

2.3 Computer systems threats

This section discusses computer systems threats and vulnerabilities, and presents
a classification of threats, followed by different examples of possible applica-
tions of threats. It also highlights the consequences of successful computer
systems intrusions.

2.3.1 Information systems threats

It is essential to provide a clear definition of computer systems threats. For
example, Newman [18] defines a threat as:

... any potential occurrence, either accidental or malicious, that can have
an undesirable effect on the assets and resources of the organisation.

Threats can have a harmful effect by trying to break the three main goals
of computer security: confidentiality, integrity and availability [19]. Thus,
computer systems threats include:

• gaining access to private information (breach of confidentiality).
• tampering with or accessing private information (breach of integrity).
• disrupting access to information or services (breach of availability).

Intrusions can also be sub-classified into two categories: active and pas-
sive intrusions. Active intrusions involve direct action on data, resources or
hardware, whereas passive intrusions do not interfere directly in computer
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systems, such as eavesdropping for example [18]. As well as passive or active,
attacks can be classified as insider attack or outsider attack, providing the
source of the attack being from inside the targeted network or outside from
it. Computer intrusions generally follow the five following stages [3]:

• Reconnaissance: Collection of information (structure of network, equip-
ment, etc.) about the targeted system.

• Scanning: Scan for vulnerabilities to exploit.
• Gaining access: Take control of a user account, access to equipment, etc.
• Maintaining access: Escalate privileges.
• Covering tracks: Hide traces of intrusion.

The NIST [1], Buzzard [20] and Newman [18] provide a list of threats
categories which sums up the different types of existing threats:

• Software flaws and configuration errors: the main source of vulnera-
bilities within computer systems. The fact that software programmers
give priority to functionality rather than security [18] leads to common
program flaws, such as buffer overflows, which are the most common
source of exploits.

• Brute force attack: aims at gaining unauthorised access [18]. This type
of attack tries all the possible combinations of a password for a given
username in order to gain access to the corresponding account.

• File alteration: breaches the integrity characteristic of computer secu-
rity. It involves changing data in a data collection, or changing data ex-
changed between two persons. For instance, an intruder could change
health, police or banking records for his/her own benefit [21].

• Data theft: another main source of concern for security professionals.
Many organisations rely heavily on computer network systems and pro-
tecting personal information has become critical [21]. Sabotage usually
comes from an inside intruder. Often, the damage is caused by an em-
ployee and directed to hardware equipment.

• Sabotage: usually involves an employee of the organisation who tries
to disrupt either the network system or components, such as network
equipment, servers and so on. The reasons for sabotage are multiple,
although greed and injustice are the more common.

• Social engineering: becoming a common type of threat. It usually in-
volves impersonation of an authorised body in order to retrieve login
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information from users (most often usernames and passwords). Another
type of social engineering threat is phishing, which aims at getting crit-
ical data from users, such as credit card numbers, bank account details,
social security numbers and so on [18, 22].

• Industrial espionage: can involve concurrent companies trying to steal
industrial intelligence from each other. Such espionage can also take
larger proportion and become governmental espionage for use in “cyber
war” [1].

• Malicious software: includes worms, viruses, Trojans and logic bombs
and can have diverse sorts of devastating effects [1]. This type of soft-
ware often exploits Operating System (OS) weaknesses or software flaws.

Since business relies on the Internet, a new form of threat has emerged:
cyber terrorism. These intruders use secure communication means, which
source is often hard to trace back to, in order to blackmail businesses for
instance. The threat mainly consists of taking down a server, usually repre-
senting a company online, which can prove loss-making for an e-commerce
organisation, for instance [21].

2.3.2 Threats applications

The most common applications of computer systems threats include:

• Viruses
• Worms
• Trojans
• Denial-of-Service (DoS) attacks
• Reconnaissance / Scanning

Viruses are pieces of malicious software, often attached to legitimate doc-
uments which require human intervention to be activated [1]. These types
of software or malware can have various actions, from simply showing ad-
vertisements windows to erasing or changing the content of files [18, 23, 24].
User tend to keep the spread of viruses going on by sharing files or sending
emails.

Worms are considered as a sub-class of viruses [18] but differ from the
them because they can replicate themselves and spread across a network
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without any human intervention [25]. They can have destructive effects on
a host system, but can also affect networks by replicating and sending multi-
ple copies of themselves across a network thus creating a DoS, such as with
the “Witty” worm [26].

Trojans are also malicious pieces of software attached to legitimate files.
Where they differ from viruses is that they are usually attached to applications
which seem useful, but Trojans add hidden functions, such as remote shell
access, thus compromising the security of the host. Such functions can enable
remote access for an external intruder, hence creating a backdoor, or sending
valuable data outside the organisation [18, 24].

DoS attacks aim at depriving legitimate users from access to resource [18].
Such resources could be a server, a printer or any other type of device pro-
viding a service. There are three basic types of DoS [27]: consumption of
limited resource, destruction/modification of configuration files and physical
modification of network infrastructure. Attention will be drawn to the first
type of DoS since it is more closely related to network traffic. The second type
is more related to host intrusion, and the last one meets the idea of sabotage
that Section 2.3.1 covers.

Consumption of resources can target three main components: server mem-
ory; network bandwidth; and disk space [27]. Memory starvation is often
achieved through SYN packets flood. A client sends numerous bogus SYN
packets to a server in a short period of time, forcing the server to reserve
memory resources for each session initiated, leading to total memory usage
or system crash [27]. Bandwidth starvation often happens following to a User
Datagram Protocol (UDP) or Internet Control Message Protocol (ICMP) pack-
ets flood, such as Ping of Death or Smurf attacks for instance. Finally, disk
space starvation can be achieved by forcing the system to produce a large
amount of logs for example [27].

A variation of DoS attacks is Distributed Denial-of-Service (DDoS) [28].
Such attacks involve several sources, rather than a single one, flooding the
target, resulting in a larger number of packet sent across a network to a single
target. DoS is the most common tool used by cyber terrorists in order to
blackmail and take down businesses servers in exchange for a ransom [21].
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Reconnaissance tools and scanners are used in the first step of an attack,
in order to gain information about the target. Different types of informa-
tion can be gathered which these tools, such as open port numbers, network
addressing scheme and topology, web applications security [20].

2.3.3 Threats consequences

Organisations which are victims of computer systems security breaches can
experience loss or degradation mainly in three specific domain: performance;
public image and monetary. The first domain is computer systems related
and technical, whereas the other two are not.

[29] shows that performance can be heavily affected by computer systems
attacks. Through their experiment, Lan et al. [29] show that a DDoS attack can
increase the mean latency for DNS lookup by 230% and the web latency by
30%. They also measure the spread of the Slapper worm in a simulation, and
state that if all the infected host would launch a coordinated DDoS, a network
could be taken offline in a matter of minutes. Worms, viruses and trojans can
have different effects, depending on the designer’s intentions. For instance,
the Blaster worm would reboot infected machines, spread to other vulnerable
systems and was programmed to launch a DDoS against Microsoft’s Windows
update website [11]. This type of attack could thus also induce hardware
damage on the targeted devices. [1] shows that employee sabotage can also
damage devices if access to hardware equipment is possible.

The other business domains which suffer from attacks are the corporation
image and financial aspect of organisations under attack. As Hughes and
Delone [24] state, “advanced, post-industrial societies and economies are crit-
ically dependent on linked computer information and communication sys-
tems”, which makes it essential to have a secure and operating network in
order to keep information and business running. Organisations which sur-
vive attacks usually lose credibility if strictly private information is released.
For instance, Labib [3] shows this with a bank from which credit card number
and accounts information were stolen. Such an intrusion can considerably
diminish the security credibility of a bank.

Finally, the financial loss possible following a security breach is the do-
main which drives computer systems security. Table 2.1 shows how much
attacks have spread between 1987 and 1998, and the increasing financial loss
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they incurred [21]. Table 2.1 thus correlates the findings of a recent sur-
vey [24] which reports “$130,104,542 in losses from 13 different types of
computer security incidents, with the greatest amounts attributed to viruses
($42,787,767), unauthorised access ($31,233,100), and theft of proprietary in-
formation ($30,933,000)”.

Table 2.1 – Reported incidents of computer security breaches

1987 1990 1994 1998

Total abuse incidents reported 118 180 537 510

No. hacking incidents 35 26 15 56

Hacking as % of total 30 14 3 11

Resulting loss (£) 100 31,500 16,220 360,860

2.4 Firewalls

Section 2.3 outlined some of the threats computer networks and systems can
be exposed to. It also showed how much was at stake for companies which
are relying heavily on corporation networks. In order to maintain security
in an organisation, IT professionals employ a diverse range of security tools.
Among the most common are firewalls, IDSs and other host security oriented
tools, such as antiviruses. Section 2.5 describes IDSs characteristics, Section
2.6 presents other common tools, and this section highlights firewalls as well
as their respective strengths and weaknesses.

The most common computer networks security tools consist of firewalls.
They can be found in most of all corporate networks and form the first barrier
against intrusions [30]. A firewall is a dedicated system or software applica-
tion that inspects traffic against a set of rules [4]. Without good configuration,
firewalls are useless. Unfortunately, as well as being very popular they are
also often mis-configured, allowing any traffic by default rather than denying
all of it.

Ingham and Forrest [4] provide a definition of firewalls as a device or
group of devices which separates corporation assets from potentially danger-
ous external environments, which could be the Internet, for instance. [4] also
gives a few criteria that have to be fulfilled in order to class a device as a
firewall:
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• A firewall should be at the boundary of two networks
• All traffic entering or leaving the intranet should cross the firewall
• A firewall should have the capability of allowing and dropping traffic,

in order to enforce a security policy
• A firewall should be resistant to direct attacks and have no direct user

access

Firewalls also offer the possibility to create a DeMilitarized Zone (DMZ):
it is possible to place machines which offer services to the Internet in a DMZ.
By doing so, the rest of the network remains protected in case of a breach in
the DMZ [4]. Ingham and Forrest [4] also show that firewalls do not offer
perfect security and list what firewalls do not protect against. For instance,
firewalls cannot protect the network from insider attacks, from attacks target-
ing services provided by internal servers, hence the use of a DMZ, or from
intrusions embedded in legitimate packets. It often comes down to a trade-off
between ease of use and security: the tighter the security is, the less a user
will be able to do [31].

Different types of firewall exists and can be classified as either packet fil-
ters, application layer gateway or stateful packet filters [30, 32].

2.4.1 Packet filters

Packet filters are the most popular and the simplest form of firewalls [30].
They analyse traffic flowing through and allow or drop traffic based on net-
work and transport layers packet information such as source and destination
Internet Protocol (IP) addresses and ports, direction, type of packets, and so
on. This type of firewall is often implemented on edge routers with Access
Control List (ACL)s applied on ingoing and outgoing interfaces, allow flexi-
bility and complexity in term of rules, as well as processing packets at a fast
rate [32]. Unfortunately, it is not the most secure device because it does not
keep tracks of connections history.

The Internet mainly consists of Transmission Control Protocol (TCP) flows
between clients and servers. These flows are made of requests and replies
between computers [33]. For instance, if a FTP session is considered, a client
will send a request to the destination port of a server. The server will then
reply to the client. The first TCP/IP packet will have a destination port of 21

J. Corsini, MSc Advanced Networking, 2009 2 Literature review 13



and the reply will have a source port of 21. This means that the packet filter
should have two specific rules to enable FTP sessions to cross the firewall.
The problem here is that an intruder with knowledge of the target system
can easily forge fake FTP packets that the firewall will allow, thinking that
they are legitimate FTP responses. This example shows the need of a method
to check the legitimacy of incoming replies, with regards to request priorly
made [34].

2.4.2 Application layer gateway

Application layer gateways act as a relay for connections between inside ma-
chines and extranets. It sits between users inside and servers outside. A user
who tries to connect to an Internet server will actually connect to the gateway,
which will in turn carry out the request on behalf of the user to the external
server. The server replies to the gateway, which will then forward the reply
back to the user. For external users, a network using an application layer gate-
way appears as a single machine [4]. Advantages of gateways are that they
can filter based on packets content, include a user level authentication and
hide the structure of the network from external potential intruders [30]. The
main drawbacks of application layer gateways are that not all services have
usable proxies already existing and that they are relatively slow to process
packets [4].

2.4.3 Stateful packet filters

These systems are a refinement of the packet filtering technology. It acts as
traditional packet filters but also monitors connections for increased security
[30]. Stateful packet filters operate at the network and application layers of
the Open Systems Interconnection (OSI) model. Stateful firewalls monitoring
initial connections (SYN flag on) and allows replies to cross the firewall until
the connection is close (FIN flag on) [4]. A similar method can be used for
ICMP and UDP packets, although these protocols are not connection oriented.

In most cases, different types of firewalls are combined together in order to
increase the overall perimeter security. Application layer gateways or stateful
filters are often used as primary firewall and traditional packet filters are
added after the firewall to avoid inexistent security in case of main firewall
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failure.

2.5 Intrusion Detection Systems

2.5.1 Definition and purpose

Intrusion detection refers to the monitoring of events and the analysis for
signs of intrusions. Intrusion detection systems (IDSs) are software applica-
tions which automate these monitoring and analysis processes [5].

IDSs are typically used to detect attacks or violations not detected by other
security means, to detect reconnaissance attempts preceding attacks such as
with probes and scans. They can also be used to control the quality of an
existing security design and administration, or to help diagnosis, recovery
and correction of breaches in case of a current attack occurred [5]. Figure 2.1
shows the different component of an IDS:

Figure 2.1 – IDS Architecture outlined in [35]

An IDS captures monitored data through its sensors (“E-box”). It then
compares this data in the analysis module (“A-box”) and stores it (“D-box”).
It can finally react to a detected intrusion via a reaction component (“R-box”)
[35].

IDSs can also be sub-classified into many different categories, but one of
the main difference include the following two categories: host-based IDSs and
network-based IDSs.
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2.5.2 Host-based IDS and Network-based IDS

Host-based Intrusion Detection System (HIDS) were the first type of intru-
sion detection systems to appear [36]. They are typically installed on the
host they are monitoring and have access to the operating system information
[37]. HIDSs prove useful because they can detect encrypted attacks, by check-
ing traffic before being sent or just received, and also because they can detect
attacks targeted to the specific system and undetectable in network traffic,
such as Trojans. Another advantage of HIDSs is that they can access system
information, generating more accurate alerts and more detailed logfiles. Dis-
advantages include that they can monitor the single host they are running on,
and have to be specifically set up for each host. Scalability is the main issue
for HIDSs They also use resources on the target host [5].

On the other hand, NIDS can monitor a segment of network to a large
section of a network, depending on their placement [37]. They function in
promiscuous mode in order to capture network packets, thus they have very
little impact on the overall network performances. Unfortunately they have
a few disadvantages, including the fact that they cannot process encrypted
packets and require the use of SPAN ports if attached to a switch in order to
monitor all traffic going through the switch [5]. Another main disadvantages
of NIDSes is that they can have difficulties processing large amount of net-
work packets if they are set up to monitor a large and/or busy section of the
network [38]. Figure 2.2 highlights the main differences between HIDSs and
NIDSs:
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Figure 2.2 – NIDS/HIDS Differences

Debar et al. [37] also show how it is possible to measure the efficiency
of an IDS. IDSs are often evaluated in terms of accuracy, performance and
completeness. Accuracy is the ability of the IDS to flag as intrusive only
packets that are part of an attack. The performance of an IDS is the rate at
which events are processed, thus a good performance measure makes real
time detection possible. Finally, the completeness of a system is the ability of
detecting all the attacks that occurred in a given time. This measure is often
the hardest to establish in a live environment because it is impossible to know
exactly how many attacks were carried out and at which time. Arguably, if
such was possible, then there would be no need for IDSs.

There are some key concepts related to IDSs: false-positives, false-negatives
and true positives. Table 2.2 provides definitions for these terms [39].

Table 2.2 – Alarm types

Alarm Type Definition

True-positive IDS rightfully flags an attack as such
False-positive IDS triggers an alarm although no attack is actually happening
False-negative Real attack that the IDS does not flag as intrusion
True-negative IDS does not flag legitimate events as attacks

(most common situation)
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Measurement of IDSs efficiency will be explored in more details in Section
2.7.

Figure 2.3 – IDS Characteristics [37]

The audit source location highlights the difference between HIDS (“host
log files”) and NIDS (“network packets”) shown in Figure 2.3. The usage fre-
quency is not an important characteristic because modern IDSs run in contin-
uous monitoring [35]. The behavior on detection defines the system as an IDS
(“passive”) or an Intrusion Prevention System (IPS), which reaction module
includes active effect on the network or devices rather than simple logging
(Section 2.6). The detection method is the second main characteristic that
influences heavily on the way an IDS operates. A behaviour-based system,
also called anomaly detection system, will analyse packets in a very different
manner than a knowledge-based system (also called misuse detection). Sec-
tion 2.5.3 details signature-based IDSs and Section 2.5.4 details anomaly-based
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IDSs.

2.5.3 Misuse detection

Misuse detection, also called knowledge-based detection, is the most popu-
lar commercial type of IDSs [39]. Misuse detection systems use knowledge
of known attacks, exploits and vulnerabilities and look for matching attacks
patterns in network traffic or system events [5, 37, 36, 39]. Such knowledge
is also referred as signatures. The accuracy of such systems is considered to
be very good because they tend to have a low rate of false-positive alarms
(see Table 2.2) since they flag only events that are real attacks. This type of
systems can detect known attacks reliably [40].

As well as having a low false-positive rate, these systems produce detailed
data about the attacks. Since the signature is known and detected, the at-
tack is clearly recognisable, making the network administrator’s work easier.
In order to keep a good completeness standard, the signatures database has
to be maintained up to date very frequently [37]. The main drawbacks of
misuse detection are that signatures can be easily escaped with morphs of
known attacks [41] and that these systems can only detect attacks related to
their knowledge database [5]. In their taxonomy, Debar et al. [37] show that
different methodologies can be used to achieve the same misuse detection
goal. Among these methods are expert systems, signature analysis, petri nets
or state-transition analysis. The most commonly applied to commercial IDSs
is the signature analysis method, which reduces patterns of attacks to the low-
est level of semantics. Examples of well-known misuse detection IDSs include
Snort [42] (open source tool) and Bro (commercial tool) [25].

2.5.4 Anomaly detection

Anomaly detection methodology applied to computer systems was born in
1986 when Denning proposed the idea that it could be possible to identify
abnormal unusual behaviour (anomalies) by comparing current behaviour to
a known normal state [43]. This statement was based on the assumption
that attacks are clearly different from normal traffic. This “normal traffic”
states are recorded in profiles. These profiles can either be generated via
offline learning or the system can learn by analysis traffic in an online way
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[44]. Anomaly detection systems prove useful at detecting insiders attacks, as
well as previously unknown attacks, known as “zero day” [40]. Such include
intrusions between the time a vulnerability is made public and a patch is
being released to fix it.

Anomaly-based IDSs are useful when it comes to detecting new threats, or
different versions of known threats [44]. Where signature-based IDSs prove
very useful for detecting known attacks, it has been proved that evading such
security systems can be accomplished relatively easily [45]. Unfortunately,
these advantages do not come without intrinsic drawbacks: the system must
go through a training phase before any intrusion detection in order to build
profiles for normal traffic. Another issue with anomaly detection IDSs is that
they usually produce a large number of false-positive alarms, overwhelming
the system administrator with hundreds of alerts to process [40]. Anomaly
detection IDSs rely on several methodologies [46, 47, 48, 49, 50, 51, 52, 53].
Figure 2.4 shows the main methodologies anomaly detection IDSs use:

Statistical based anomaly detection is one of the “simplest” and oldest
method, modelling statistics from different parameters [35]. For example,
Statistical Packet Anomaly Detection Engine (SPADE) [42] uses the time series
model form of statistical approach, using timers, counters and order of arrival
of events. The other anomaly detection approaches involve different more or
less complicated methodologies [54].

As Gates and Taylor [23] state, modern anomaly detectors are often based
on Denning’s assumptions [43] which were valid at the time for HIDSs, but
not anymore in the context of current networks and NIDSes. Such assump-
tions are for example that attacks are anomalous, that attacks are rare, that
attack-free training data is available or that the false alarm rate should be un-
der 1% to be acceptable. The literature analysis in [23] shows that all of the
above assumptions can easily be challenged. Nowadays, attacks are more and
more common with the increase use of the Internet, and intruders can man-
age to craft intrusive traffic like normal traffic. The attack-free training data
remains one of the main issues with anomaly detection. Training a detector
in a “live” environment might include attacks as normal behavior. However
this issue is currently being actively researched. [55] presents a profile data
sanitisation through “simple weighted voting schemes” which improves the
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Figure 2.4 – Anomaly detection technologies [35]

anomaly detector detection rate by far (five times more than without sanitiza-
tion).

2.5.5 Hybrid systems

[40] shows that the detection capabilities of IDSs can be improved by tak-
ing a hybrid approach, taking the best of both signature and anomaly detec-
tion. Event Monitoring Enabling Responses to Anomalous Live Disturbances
(EMERALD) [56] use this approach, by the means of statistical analysis en-
gines and expert systems.
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2.6 Other security tools

Sections 2.4 and 2.5 showed the main tools used by IT professionals to achieve
network security. This section highlights other tools more host-oriented or
used to enhance the capabilities of IDSs.

2.6.1 IDS-related tools

One of the main issues with anomaly detection IDSs is the large amount of
alarms reported, mainly false-positives. Such problem can affect the judge-
ment of the system administrator who has to process all these alarms and
might the attacks among the load of logs. In [57], Julisch presents a method
aiming at grouping alarms generated by IDSs into clusters, which have the
same root cause or source attack. Solving the problems generating these
alarms, which are typically false-negatives, helps the network administrator
do his job more efficiently. The benefits of this method are that the alarm bulk
is reduced by 90%, leaving the human analyse fewer alarms. Another work by
Colombe and Stephens [58] presents a “visualisation technique to effectively
filter out false positives”. This method provides the system administrator
with a visual representation of alarms in terms of vertical bars, with different
sizes and thicknesses depending on their frequencies: “the idea of the display
is to tap into the user’s visuospatial pattern recognition skills”. This method
is presented for host-based detectors, but could probably be extended to net-
work IDSs. The input could easily be alarm logs of network packets flagged
as intrusive, with the same system of vertical bars related to the importance
of the intrusion.

2.6.2 Antiviruses

Antiviruses are very common in any organisation. Installed on each machine
of a network, they provide local defence against a wide range of malware
(worms, Trojans, viruses, root-kits, etc.). To do so, they operate in a simi-
lar way as signature based IDSs do: they scan the host system for matching
patterns of threats with a database of threats signatures. Another type of
common host-based security tool is host-based firewalls. Such firewalls place
the trust boundary on the machine network adaptor and act as a traditional
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packet filter, analysing packets based on IP header fields. Finally, the last se-
curity tool could be seen as more abstract than the previous ones: patches for
system vulnerabilities can improve greatly the effectiveness of other security
measures [59].

2.7 Testing of Intrusion detection systems

While the Section 2.4, Section 2.5 and Section 2.6 presented the different types
of security tools and their characteristics, this section focuses on IDSs evalua-
tion as they constitute the main topic of this dissertation. Arguably, the main
challenge in IDSs deployment is assessing and comparing performances of
their systems with other IDSs [35]. These evaluations are needed and driven
by the fact that security systems have to prove what they are capable of de-
tecting, and how well they operate compared to the each other. Also, Woloch
[16] states that testing of intrusion detection systems is not as advanced as
one would hope. This section thus presents the different current methods of
intrusion detection evaluation and testing and their characteristics.

2.7.1 Evaluation metrics for IDSs

[3, 60, 54] mention detection rate and false alarm rate as the best suited met-
rics. The detection rate is equivalent to the the number of intrusions detected
divided by total intrusions injected in the traffic. The false alarm rate is equiv-
alent to the false-positive rate of the IDS (as seen in section 2.4, a false-positive
occurs when the IDS flags legitimate traffic as intrusive or abnormal).

Sommers et al. [38] use efficiency, effectiveness, packet loss and Central
Processing Unit (CPU) utilisation as metrics. The first two metrics are equiva-
lent to the two rates presented above, whereas CPU utilisation and packet loss
are new measures, useful to determine how a system copes under traffic load.
The work done by Graves et al. [7] emphasises on the necessity of this latter
packet loss measure. The efficiency of a system is in fact the false-positive
alarms occurrence (E f f iciency = Truepositives

Allalarms
). The closer to 1 it is, the better

the system can flag real attacks only. The effectiveness produces the false-
negative alarm rate of the IDS (E f f ectiveness = Truepositives

Allpositives
). This metric shows

the events missed by the IDS. It has to be noted that these metrics apply to
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any type of IDS.

2.7.2 Offline evaluation

Offline evaluation consists of recreating datasets of network traffic including
attacks without recreating the whole network topology. The use of tcpdumps
and replay tools allow such type of evaluation [61]. The most commonly
used datasets were created by Defense Advanced Research Projects Agency
(DARPA) / Massachusetts Institute of Technology (MIT) Lincoln Labs in 1998

and 1999, called 1998 DARPA set and 1999 DARPA set, and also sometimes
called Intrusion Detection Evaluation (IDEVAL) datasets [61, 62, 63, 64]. The
DARPA sets are simulations of network traffic based on observation of real
network traffic including common attacks, which aim at providing blind eval-
uation material for researchers [62]. These datasets were captured at the edge
of a network, at the border router. Figure 2.5 presents the structure and ser-
vices characteristics used in the DARPA datasets network [61]:

Figure 2.5 – DARPA experimental setup

The 1998 DARPA set includes 7 weeks of training data with labelled test
data and 2 weeks of unlabelled test data [61]. During the first test competition,
8 IDSs were tested. The data set includes also over 300 instances of 38 attacks.
The 1999 DARPA set presents over 5 million connections over 5 weeks: 2 were
attack-free and 3 weeks included attacks. Another data set was created in
1999, based on the 1998 DARPA set: the 1999 Knowledge Discovery and Data
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mining (KDD) Cup, created for a machine learning evaluation competition.
Table 2.3 [61] lists by categories the different types of attacks present in the

DARPA sets.

Table 2.3 – DARPA attack types

Solaris SunOS Linux Cisco Router

Denial of Service

apache2 apache2 apache2
back back back

mailbomb land mailbomb
neptune mailbomb neptune

ping of death neptune ping of death
process table ping of death process table

smurf process table smurf
syslogd smurf teardrop

udp-storm udp-storm udp-storm

Remote to Local

dictionary dictionary dictionary snmp-get
ftp-write ftp-write ftp-write

guest guest guest
http-tunnel phf imap

phf xlock named
xlock xsnoop phf

xsnoop sendmail
xlock

xsnoop

User to Root

at loadmodule perl
eject xterm

ffbconfig
fdformat

ps

Surveillance/Probing

ip sweep ip sweep ip sweep ip sweep
mscan mscan mscan mscan
nmap nmap nmap nmap
saint saint saint saint
satan satan satan satan

The main advantages of the DARPA sets are that they allow fast identical
trial runs for IDSs evaluation. The fact that the sets are free to use allows
many researchers to carry out the same experiments and thus compare IDSs
between each other [60]. Unfortunately, many critical papers showed that
these sets are flawed [3, 60, 63], the main shortcomings being:

• Simple, limited network topology
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• Low background traffic and linear attacks distribution
• Limited number of victim target systems
• Simulated traffic include unlikely IP header attribute values

Mahoney and Chan [62] present a way to make the traffic more realistic by
injecting real traffic into the sets and by removing simulation artifacts, but
this method still does not offer a perfect testbed. This is due to the fact that
this modified dataset still holds the main DARPA sets limitations [63].

2.7.3 Online evaluation

After seeing the shortcomings of current offline evaluation, there is a critical
need for realistic traffic and attack generators, as well as data sets mixing both
type of traffic in a realistic manner [40].

Current researchers focus their work on simulation testbeds and attacks
generators [45, 41, 60, 65]. Lincoln Labs’ work aiming at creating an online
testbed resulted in the Lincoln Adaptable Real-time Information Assurance
Testbed (LARIAT) tool [41]. LARIAT is capable of generating realistic back-
ground user traffic and real network attacks. It was created to overcome the
issues inherent to the DARPA sets, in order to create a next generation of
testbed. The main two goals of LARIAT are supporting real-time evaluation
and creating easily deployable and configurable testbed [41]. It simulates an
internal and external networks: it is thus possible to evaluate IDSs “plugged”
in between both simulated networks. The main issue with LARIAT is that its
use is limited to the US military and to “some academic organisations under
special circumstances” [35].

Another two tools, which used together achieve similar goals as LARIAT
are Malicious trAffic Composition Environment (MACE) [38] and Harpoon
[66], both developed by Sommers et al. Figure 2.6 [38] shows how these two
tools can be used to achieve LARIAT’s goals:
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Figure 2.6 – Trident framework

Harpoon is a flow-level traffic generator, used to create benign realistic
traffic based on real network packets traces [66]. It allows to modulate a
mixture of benign and malicious traffic in a realistic way, as well as controlling
the temporal arrival of each type. MACE is a performance benchmarking tool
and malicious traffic generator. Table 2.4 [65] shows the different attacks that
MACE is capable of generating:

Table 2.4 – Taxonomy of MACE exploits

Host Based Network Based

Application Level Transport Level
Worms Backdoors DoS Fragmentation Other DoS
Welchia mydoom winnuke rose synflood smurf
Nimda sdbot teardrop1 pod fraggle

CodeRed2 teardrop2 land
Blaster bonk jolt

Dameware nestea
Sasser oshare

Sommers et al. released an new tool called Trident [65, 67], which includes
MACE and Harpoon as well as extra novel features such as DARPA attacks
recreation for instance.

The second type of online evaluation tools include exploits generators for
signature based IDSs evaluation, but which can be easily adapted to anomaly
based IDSs when used together with a traffic generator, such as Harpoon. [45]

J. Corsini, MSc Advanced Networking, 2009 2 Literature review 27



presents an evaluation of two open source signature based IDSs (Snort and
ISS Secure) with a framework generating mutant exploits. This tool is “an
automated mechanism to generate functional variations of exploits by apply-
ing mutant operators to exploit templates” [45]. The evaluation carried out in
[45] uses ten common exploits, including DoS attacks, buffer overflows, tar-
geted to different operating systems, including OpenBSD, Linux distributions
and Windows OS, and different common services such as FTP, HyperText
Transfer Protocol (HTTP) and Secure Sockets Layer (SSL)). It shows that 10

out of 10 basic exploits were detected, against 1 out of 10 for mutated ex-
ploits. This shows that it is relatively easy to evade signature detection by
using mutant exploits.

Another similar framework is presented in [41]: Polymorphic Blending
Attacks (PBA). This paper provides a formal framework for creation of mu-
tants, like the previous tool. It tests the efficiency of this tool against an
anomaly based IDS. The outcome of this evaluation shows that it is also rela-
tively easy to evade anomaly detection by using morphs of attacks.

Finally, [68] presents a framework for defining test cases scenarios. The au-
thors prove that the existing classifications of possible attacks does not match
all the needs of IDS evaluation and testing. Thus, they provide a framework
covering all the characteristics of attacks in order to create a complete scenario
evaluation. Gadelrab et al. [68] conclude that research should still be done in
order to match real attacks to each categories.

Evaluation of IDSs is as much of a challenge as designing efficient algo-
rithms for intrusion detection. As Garcia-Teodoro et al. [35] state that “the
considerable research effort made to date in the field of NIDS assessment is
proof of its importance. However, it remains an open issue and a significant
challenge”. The legal aspect of testing can slow down advances in evaluation.
Furnell and Papadaki [22] show that the use of security tools in order to test
network defences can come against the UK Computer Misuse Act 1990.

Another main issue with testing IDSs is that they are often only tested
between different systems using the same detection methodology, in other
words, signature detection with signature detection and anomaly detection
with anomaly detection. Several researchers [69, 62, 54] evaluate offline anomaly
detection systems. [38] evaluates online signature detection systems. Only
the initial DARPA test mixes anomaly and signature based systems, although
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using an offline methodology evaluation. After analysing the different test
scenarios realised by researches, it seem that nobody tried to experiment an
online evaluation between a signature detection system and an anomaly de-
tection system.

2.8 Conclusion

Section 2.2 showed the current situation related to security in organisations. It
showed that security should be more structured, as well as being given more
time and importance. Most corporations do not have dedicated employees for
computer network security tasks and security is not always well coordinated.
Section 2.3 analysed main threats that organisations face. It appears that the
main computer systems threats include data theft, software flaws vulnerabili-
ties and malicious software use. These threats can be classified as most serious
because they involve the greatest financial impact. Applications used to carry
out such intrusions are typically viruses, worms, Trojans and DoS tools. So-
cial engineering and phishing is also becoming increasingly common. These
threats can have a consequent impact on businesses in terms of financial loss,
corporation image being worn or equipment damaged. It is thus vital to find
a way of preventing such attacks from happening maintaining a secure net-
work.

Section 2.4 highlighted that firewalls cannot provide adequate network
security on their own. Ingham and Forrest [4] state that firewalls tend to offer
a false sense of security in companies using them. Relying on firewalls only
would be dangerous since they cannot block all attacks. In order to catch the
threats that firewalls miss out, techniques such as intrusion detection are often
implemented in enterprises. In a way, firewalls rely on signature analysis, or
anomaly detection, each having advantages and inconveniences.

Most IDSs use signature based detection because it is more efficient for
known threats and is also better understood than anomaly based detection
(Section 2.5). However, anomaly based detection currently represents an im-
portant research effort [40] due to its capabilities in detecting unknown at-
tacks for instance. [48] also shows how the use of a two-tiered adaptive IDS,
combining in sequence a signature filter and an anomaly filter could improve
greatly the detection rate, while keeping the false-positives rate low. Research
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has also been carried out in the field of distributed IDSs, trying to solve scal-
ability and manageability of traditional IDSs [19].

Finally, section 2.7 presented the current trends and methods used in IDS
evaluation. It showed that the current most popular methods, such as using
the DARPA set is actually now obsolete and that there is a real need for up-
dating IDS evaluation. A new data set including data from real network could
solve the issues by allowing testing against current attacks trends, although
this seems hard to achieve since it could include risks for the company provid-
ing data [40]. An alternative to offline evaluation is online evaluation, relying
on traffic simulation rather than traffic datasets. The main issue with online
evaluation is that realistic simulated traffic is a hard task to achieve. The lit-
erature reviewed in this chapter showed the need for testing anomaly and
signature detectors against a scenario including a realistic simulated back-
ground traffic and exploits.
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Chapter 3
Design and methodology

3.1 Introduction

This chapter details the basic design, as well as the main goals of the experi-
ment carried out as part of this dissertation. As seen in Section 2.7, there are
some limitations to existing literature concerning IDS evaluation. First of all,
there is a need for testing directly two different types of NIDS, in other words
anomaly and signature detection. There is also a need for online evaluation
using realistic simulated traffic generation, as opposed to offline evaluation
using network traffic traces.

This Chapter presents experiments which attempt to take into considera-
tion both of these needs. Section 4.2 shows to what extent this experiment
achieves these goals. It has to be noted that the different types of DUT in
these experiments are network based.

The initial objective of this experiment was to set up a testbed for two
different types of NIDS and generate simulated background traffic as well as
range of exploits. Such an experiment proved too generic since the choice of
exploits ready to use was relatively small compared to the amount of existing
exploits. Instead, the experiment was split in two: a first experiment on the
learning window variation of an anomaly IDS, and a second experiment test-
ing two different types of IDS in a specific, well-defined scenario. [70] states
that a valid computer security experiments should consist of only one varying
component. The experiments carried out in this paper meet this criteria. The
following sections define an overview of the testbeds used.
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3.2 Network architecture

The basic network architecture is composed of a router and switch. Since the
background traffic is split into two IP address ranges according to whether it
is client or server (see section 4.2), two Virtual Local Area Network (VLAN)
are needed to mimic internal and external traffic. The router is used in this
configuration in order to route traffic between both VLANs. Appendix E
presents the router configuration used in Chapter 4.

Another essential piece of configuration is setting up the Switched Port
ANalyser (SPAN) port on the switch in order to send all traffic crossing the
switch to the IDS station for analysis. Appendix F presents the switch config-
uration used in Chapter 4 (VLANs and SPAN port).

3.3 Training window experiment

This experiment aims at demonstrating any effects that a variation of training
window length could have on an anomaly-based IDS. Figure 3.1 presents a
high level diagram of the testbed setup for this experiment.

The DUT is represented by the station running the IDS. This station is
linked to a switch and monitors all network traffic crossing this network de-
vice. The traffic generator is used to produce benign background traffic for
anomaly system profile creation. Ideally, this station should produce this type
of traffic with a traffic generation simulation tool such as Harpoon [66] for in-
stance. The exploit generator is used after the profile generation phase has
been completed. How well the IDS detects the exploit generated will help
compare each different learning window and allow extracting conclusions
from these observations. Finally, the router is used in this testbed in order
to route or discard the generated traffic and make all the connections appear
real to the IDS.

To sum up, the anomaly-based IDS will be subjected to different learn-
ing periods. For each period, the profile created will be stored for the next
experimental phase, being the attack detection. After this profile generation
phase, the IDS will be subjected to a mix of benign background traffic and
malicious traffic. The amount of malicious traffic injected is known, thus the
different types of alarms shown in Table 2.2 can be known, and measures like
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Figure 3.1 – Training window experiment design

effectiveness and efficiency shown in Section 2.7.1 can be evaluated.

3.4 Scenario

This experimental scenario is realised in order to focus this research on a
specific type of threat rather than only available threats. For this scenario, the
following background is to be considered.

A renowned bank branch computer networks system includes an FTP
server hosting highly sensitive data, such as bank account details for exam-
ple. Currently, the corporation uses the following tools as part of its security
system: a firewall at the boundary with the untrusted network, antiviruses
on local machines and a built-in IDS on the gateway router analysing traffic
going in and out of the trusted network, such as on a Cisco router. Figure 3.2
shows a high level representation of such a computer system. The security at
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the boundary of the corporate network is optimum, but the security staff is
worried about threats present on the inside of their network. Insiders threats
are multiple (Section 2.3.1), although here the main concern is data theft from
the FTP server, only protected by a username and password combination. In
order to protect the branch from such a threat, the security staff would like to
know which type of NIDS would be best suited in this case.

Figure 3.2 – Scenario bank computers system

There are some considerations to take into account with regards to this
scenario. Sensitive data would probably not be stored on a simple FTP server
in a real case environment, and the access to such a server would probably be
more securely controlled (see Section 4.5.2). The simplistic approach used in
this scenario is chosen due to time considerations and testing focus: a FTP is
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faster to breach than a more secure server, and this experiment is focused on
NIDS rather than server security. This scenario can show which IDS is best
for such an environment. Adding additional security measures could not do
any harm but make the whole system more secure.

Figure 3.3 – Scenario experiment design

Figure 3.3 shows how this scenario is translated into a usable testbed for
NIDS evaluation. The testbed is very similar to the one used in the learning
window experiment, with the difference of an extra machine running an FTP
server. The scenario threat is data theft. Data theft is usually composed of a
collection of exploits following the steps highlighted in Section 2.3.1. In this
case, the data theft consists of:

• Live IP addresses scan
• Portscan on live addresses
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• Brute force attack on FTP username/password
• Data theft

The exploit generation station will carry out every step of a data theft
threat.

3.5 Conclusion and hypothetical results

It is possible to draw hypothetical results from the normal behaviour of IDSs
and exploits generated. With regards to the training window experiment,
the anomaly-based IDS should flag all packets which are part of the attack
generation if they are very different from background traffic, and the same
goes for all different learning window length. Any new packet different from
the traffic seen by the IDS should be flagged anomalous. This hypothesis
depends on the method used by the anomaly-based IDS to create normal
traffic profile, and as above-mentioned, is dependent on the traffic similarity.

With regards to the scenario experiment, the hypothetical results are clearer.
The signature-based IDS should flag the steps for which it has signatures.
Portscans, IP address scans and FTP attacks detection are commonly imple-
mented in such IDSs. On the other hand, the signature-based IDS cannot
detect the data theft since this is considered normal traffic from a signa-
ture point-of-view (Section 2.5.3). With regards to the anomaly detection,
the anomaly-based IDS should flag any packet that is very different from the
profile as anomalous. Thus, it should flag any new scan try, repetitive fast FTP
connections (brute force attack) and unusual data transfer to odd stations as
anomalous.

The experimental designs demonstrated in this chapter are in their sim-
plest forms and allow a reliable performance analysis of different types of
IDSes. The first experiment will explore the impact of different learning win-
dow lengths on anomaly detection, while the scenario experiment will deter-
mine which type of IDS is best suited to uncover data theft.
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Chapter 4
Implementation

4.1 Introduction

This chapter implements the experimental designs presented in Chapter 3

and describes the tools used for each experiment, as well as the procedure to
install and configure each of them. It is split into four main sections. Section
4.2 and Section 4.3 detail the background traffic generation and the IDSs cho-
sen, common to both experiments. Section 4.4 describes the specificities of the
training window experiment and Section 4.5 describes the extra tools used to
implement the scenario experiment.

4.2 Background traffic generation

As Section 3.1 describes, the experiment should have a tool producing simu-
lated realistic background traffic. This would be the ideal scenario. Only one
traffic simulation tool proved available at the time the experiment took place:
Harpoon (Section 2.7.3). Unfortunately, Harpoon proved to be not realistic
enough. It always uses the same port number for its communication. Despite
the issues related to its use shown in Section 2.7.2, there was no other option
than to use the DARPA set in order to create benign background traffic.

Recreating the DARPA set for the purpose of IDS testing is not trivial.
There could a possibility of feeding the traffic traces directly to the IDS but in
the end, this was not tested. Instead, this experiment recreates the DARPA set
as live traffic through a network composed of a couple of network devices. To
achieve this, the traffic traces have to be prepared prior to being sent across
the network.

The TCPReplay website provides an example of a similar scenario [71].
This is a good starting point, although this example becomes quite obscure
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and difficult to follow from time to time. Graves and Saliou [72] provides a
more in-depth tutorial about recreating the DARPA set, available in appendix
D.

Briefly, the PCAP files have to be prepared according to three steps: sepa-
ration of inside and outside traffic, rewriting of IP and Media Access Control
(MAC) addresses and finally, replay of traffic source file. The PCAP file used for
the experiments is the tcpdump of the Monday Week 1 from the 1998 DARPA
dataset [73].

The “tcpprep” command separates packets into two categories, client pack-
ets and server packets.

tcpprep -a bridge -o OUT.prep -i inside.tcpdump

After this is done, the use of the “tcprewrite” command is needed in order to
rewrite the layer 2 and 3 information of every packet. This command requires
the router interfaces MAC addresses and the subnet IP addresses in order to
route packets properly.

tcprewrite --dmac=00:18:18:9d:3f:69,00:18:18:9d:3f:68 --smac

=00:18:18:9d:3f:68,00:18:18:9d:3f:69 -e

172.16.1.64/26:192.168.1.64/26 -C -c OUT.prep -i inside.tcpdump

--o output.pcap

Finally, the “tcpreplay” command allows replaying the PCAP file with differ-
ent parameters, such as an infinite loop, a speed of 11.6 Mbps and the network
interfaces used to send the packets.

tcpreplay -i eth0 -I eth1 -M30 -l0 -c OUT.prep output.pcap

4.3 Intrusion Detection Systems

This section shows which IDSs where chosen to be tested. With regards to
the anomaly-based IDS, the choice was very limited. Some of the IDSs men-
tioned in Section 2.5 were available to use, but not appropriate for “live” con-
ditions. The work of Mahoney and Chan [62] like Packet Header Anomaly
Detector (PHAD) or NETwork Anomaly Detector (NETAD), for example,
uses tcpdumps of saved traffic as traffic input. It is not possible to have the
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IDS analysing all packets with a Network Interface Card (NIC) in promis-
cuous mode. There was only one open-source anomaly detector satisfying
the requirements of these experiments: SPADE, presented in Section 4.3.2.
Appendix C.1 provides the hardware characteristics of this system.

4.3.1 Signature-detection

The signature-based IDS chosen for both experiments is Snort [74]. This IDS
was chosen since it is free, extremely powerful and widely used by researchers
[67, 45, 42]. Since signature detectors are only as good as the signatures they
use, Snort uses the “Sourcefire VRT Certified Rules” version 2.4 for unregis-
tered users [75]. This set of rules contains a large number of signatures used
to detect diverse threats, such as DoS attacks, worms and viruses, web servers
attacks, and so on.

On top of these rules, one specific rule was added to the “ftp.rules” file in
order to make sure that the signature-based IDS flags the brute force attack
on the FTP server in the scenario (Section 3.4). This rule is as follow:

alert tcp any any -> \$HOME_NET 21 (msg:\"FTP brute force failed

login unicode attempt\"; flow:to_server,established; content:\"

PASS\"; reference:url; threshold:type threshold, track by_src,

count 15, seconds 1200; priority: 1; classtype:attempted-user;

sid:2000001;)

This rule sets up a threshold of 15 occurrences in 1200 seconds for attempts
to send passwords to an FTP server. If the number of tries is over this thresh-
old, then Snort will report the next tries as intrusions. This rule functions in
a similar way to a simple connection security setting of any FTP server.

4.3.2 Anomaly-detection

As mentioned in Section 4.3, open source anomaly detectors are not com-
monly found on the Internet. The only anomaly-based IDS found suiting
the needs of this experiment is SPADE. SPADE is a preprocessor plugin for
Snort. It achieves anomaly detection by assigning anomaly scores to every
packet analysed. This anomaly score is based on the probability of the event,
calculated following a combination of parametres such as source and destina-
tion ports and IP addresses [76].
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The first issue with SPADE is finding the source files because this project
has been discontinued since 2003 [42]. All the links to the installation files
of SPADE link to the Silicon Defense website, which does not contain any
information about SPADE anymore. These files are available through the
tool Open Source Security Information Management (OSSIM), in the “os-
sim/contrib/snort/” folder of this distribution.

The second issue comes with the installation and the configuration of
SPADE: the official documentation is inexistent, and general literature on
it is rare and sometimes even contradictory. For instance, Orebaugh et al. [42]
states that to install SPADE with Snort, one should move the SPADE source
files into the top directory of Snort and execute the usual Unix/Linux instal-
lation process (./configure, make, make install). Unfortunately, this did not
seem to work. Farshchi [77] states that SPADE is integrated to all versions
of Snort above version 1.7. His instructions were followed but SPADE source
was found in the Snort install or on Snort website in the contribution section.

The method used in this experiment to install SPADE was found in a post
on the Snort forum [78]. The first step is to copy the file with the .diff extension
into the top directory of Snort. Then, run the following command and install
Snort as usual:

patch -p1 < snort-spade-VERSION.diff

To run SPADE exclusively, run Snort in the normal way but specify the “spade.conf”
file as parameter rather than the usual “snort.conf” file.

Running SPADE with its default “spade.conf” configuration file generates
235 alerts for 1 run of the DARPA dataset. 48 alerts are generated by the
“type=dead-dest proto=tcp” preprocessor, and 187 alerts are generated by
the “type=dead-dest proto=icmp icmptype=noterr” preprocessor. In order to
start the experiments with a clean state, SPADE uses the following configura-
tion file:

preprocessor spade: dest=alert logfile=/var/log/spade/spade.log

statefile=/var/log/spade/spade.rcv 3 5000

preprocessor spade-homenet: 192.168.1.0/24

preprocessor spade-detect: type=closed-dport tcpflags=synonly wait=3

preprocessor spade-detect: type=closed-dport tcpflags=weird thresh

=0.5

preprocessor spade-detect: type=closed-dport tcpflags=synack
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preprocessor spade-detect: type=closed-dport tcpflags=established

preprocessor spade-detect: type=closed-dport tcpflags=teardown

preprocessor spade-detect: type=dead-dest tcpflags=synonly wait=2

preprocessor spade-detect: type=dead-dest tcpflags=weird wait=2

preprocessor spade-detect: type=dead-dest tcpflags=synack wait=2

preprocessor spade-detect: type=dead-dest tcpflags=setup wait=2

preprocessor spade-detect: type=dead-dest tcpflags=established wait

=5

preprocessor spade-detect: type=dead-dest tcpflags=teardown wait=2

preprocessor spade-detect: type=dead-dest proto=udp wait=2 Xsports

=520 Xdports=520

preprocessor spade-detect: type=odd-dport proto=tcp wait=2 Xsports

=20

preprocessor spade-detect: type=odd-dport from=nothome proto=tcp

preprocessor spade-detect: type=odd-typecode

preprocessor spade-detect: type=odd-typecode to=nothome

preprocessor spade-detect: type=odd-port-dest from=nothome proto=tcp

Xdports=80

This configuration is close to the default SPADE configuration file. Only
the “type=dead-dest proto=icmp icmptype=noterr” preprocessor was removed
and alerts restrictions for port 20 were added to the “type=dead-dest proto=tcp”
preprocessor. The homenet IP address range was also added, as well as the lo-
cation of the logfiles.

Details on the use of each preprocessor can be found in the “Usage.spade”
file from SPADE source or in [42]. [77] also provides configuration advice,
different from the previous two papers. For instance, Farshchi [77] advises
to add a reporting threshold on the first preprocessor line to turn it on, as
in “preprocessor spade: 4 dest=alert ...”. The user should be warned that by
doing so, the packet drop rate increases from 0% to 30% on average.

4.4 Training window experiment

As seen in Section 3.3, this experiment aims at testing the impact of different
learning window lengths for anomaly-based IDSs. Appendix A presents a
detailed diagram of this experiment.
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4.4.1 Exploit generation

The exploit type used in this experiment is a basic SYN flood DoS attack
between the exploit generator and the local router interface. This exploit
is generated with the tool MACE (Figure 2.6). Each attack run lasts for 30

seconds at a speed rate of 0.5 Mbps. Each attack produces 3032 TCP SYN
packets. Appendix C.2 provides the hardware characteristics of this system.
The basic configuration file of MACE used (mace_config.xml) is as follow:

<mace_config>

<python_declarations>

srcap = AddressPool(AddressPool.Random,

’192.168.1.3/32:1-65536’)

dstap = AddressPool(AddressPool.Random,

’192.168.1.1/32:1-65536’)

broadsrc = AddressPool(AddressPool.Random,

’10.52.255.255/32:1-65536’)

broadsrc.disableChecks()

</python_declarations>

<exploit_delivery interval_length="30" num_intervals="1" rate_unit

="mbps">

<exploit source_pool="srcap" dest_pool="dstap" vector="DoS"

threads="1" rate_profile="0.5" />

</exploit_delivery>

</mace_config>

4.4.2 Experimental parametres

The only experimental variation in this experiment is the training window
length. Before launching any attack, the anomaly-based IDS is trained for 2

minutes, 10 minutes and 30 minutes. Straight after the training period, the
first attack is launched. There is then 3 minutes of only benign traffic before
a second identical attack is launched. It has to be noted that background
traffic is produced on a continuous basis throughout the experiment. This
experiment last 4 minutes for each run (30 seconds attack + 3 minutes + 30

seconds attack). Figure 4.1 shows the chronology of these events.
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Figure 4.1 – Training Window - Experimental parametres

4.5 Scenario

As seen in section 3.4, this experiment aims at testing the detection differ-
ence between an anomaly-based IDS and a signature-based IDS. Appendix B
presents a detailed diagram of this experiment.

4.5.1 Exploit generation

Appendix C.3 provides the hardware characteristics of this system. As shown
in Section 3.4, the data theft scenario attack consists of the following exploits:

• Live IP addresses scan.
• Portscan on live addresses.
• Brute force attack on FTP username/password.
• Data theft.

The first two scans are run with the Nmap v4.76 software [79]. The com-
mand used to run the live IP addresses scan is:

nmap -sP 192.168.1.0-254

Figure 4.2 represents a screenshot of this reconnaissance step. It is possible
to see that the IP address 192.168.1.1 is the Cisco router local interface, and
that the IP address of the FTP server is 192.168.1.4 (Apple Computer), for
example.
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Figure 4.2 – Reconnaissance with Nmap - Step 1

The second reconnaissance scan, the portscan of the server is executed
with the following command:

nmap -sS -sV -P 0 -T5 -O 192.168.1.1

Figure 4.3 shows the output of this command. It is possible to notify the
TCP port 21 being open on the server, as well as other details about the OS.
The large paragraph in this screenshot is the fingerprint of the CrushFTP
server. Nmap does not recognise this software as actual FTP, hence the ques-
tion mark at “ftp?”. It is still able to tell that it seems to be FTP running on
the server.

The next step of this data theft attack is using brute force in order to gain
unauthorised access to the server password. In order to achieve this task,
Hydra v5.4 for Microsoft Windows is used. Hydra is a fast network login
cracker which supports FTP [80].

The following command is used to launch Hydra:

hydra -l admin2 -P passlist.txt -t 5 192.168.1.1 ftp

The passlist.txt file holds 256 passwords (Section 4.5.2 provides additional
information about the password choice) among which only one is valid. The
“-t 5” option limits Hydra to use only 5 concurrent threads rather than the 16

default. This limitation of Hydra was identified while testing the tool. With
the default configuration, Hydra did not return the correct password. The
same observation was made for any thread setting higher than 5. This techni-
cal difficulty slowed the password cracking process slightly, given the fact that
the password possibilities were relatively short. Indeed, with 16 threads, the
password can be obtained in tenths of seconds, while with 5 threads, it takes
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Figure 4.3 – Reconnaissance with Nmap - Step 2

more than 2 minutes. This was not an issue for this scenario, but it can slow
down the process significantly for longer password combinations. Figure 4.4
shows the output of the command:

Figure 4.4 – Password Cracking with Hydra

It is possible to see the valid username/password combination on the line
beginning with “[21]”.
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4.5.2 FTP server

Appendix C.4 provides the hardware characteristics of this system. The ma-
chine acting as the FTP server runs a dedicated FTP server software rather
than using the built-in FTP server tool. This piece of software is called
CrushFTP v4.9.3 [81]. This software was chosen because it offers a centralised
method of management, from usernames and passwords to log files. It also
offers many “live” details on the ongoing FTP sessions, such as the number
of active connections, the number of failed and successful logins, and so on
(Figure 4.5).

Figure 4.5 – FTP server

The target files of the data theft on the FTP server is a large video file
renamed to “ScenarioDatabase” in order to mimic a large database.

There are three considerations to take into account with the setup of the
FTP server. First of all, as mentioned in Section 3.4, FTP is not a secure
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protocol. In a real environment, a more secure protocol such as Secure SHell
(SSH) for instance would certainly be preferred.

The second security weakness to take into account is the weakness of the
username/password combination used to log into the FTP server. This pair
is set to “admin2” as username and “bbcc” as password. The password is
chosen among the list of all possible combinations of four characters (a, b, c
and d). This means that there is 44 = 256 possible combinations, which is not
highly secure.

Finally, the FTP server is setup in a way that allows a password brute force
attack. The settings limiting the rate of failed login attempts in a period of
time is set high on purpose in order to allow Hydra to operate at reasonable
speed without getting blocked by the server security.

These intentional security flaws were implemented to allow the experi-
ment to fit in the given project timescale. With these parameters, it is possible
to achieve data theft within five minutes. If SSH and server login limitation
were implemented, it would take longer to achieve the same result. The sec-
ond reason for these flaws to be present is the fact that this experiment aims
at testing NIDSes rather than achieving the best server security possible.

4.5.3 Experimental parameters

The experimental parameters for the scenario experiment are as follow:

• FTP server username: admin2.
• FTP server valid password: bbcc.
• Training window length: 10 minutes.
• Data theft length: 5 minutes.

4.6 Conclusion

This section has shown the tools used in order to implement the designs
from chapter 3. The tools used in this experiment are SPADE and Snort for
the IDSs, Tcpreplay for the background traffic generation, Nmap, Hydra and
MACE for the exploits generation and CrushFTP for the FTP server. It has
also explained the steps needed to install and configure them when needed.
Section 4.3.2 and Section4.2 provide detailed documentation for the set up
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of the anomaly detector SPADE and for replaying the DARPA evaluation set.
This documentation fills in the lack of material currently available about these
specific tools. Table 4.1 shows a summary of these tools, the platforms they
run on and versions.

Table 4.1 – Experiment tools summary

Tool Version OS

Snort 2.3.3 (Build 14) FreeBSD 7

SPADE 2.3.0 FreeBSD 7

TCPReplay 3.0.beta7 Ubuntu 6.06

Nmap 4.76 WinXP
Hydra 5.4 WinXP
CrushFTP 4.9.3 MAC OSX
MACE 0.3 FreeBSD 5.4
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Chapter 5
Evaluation

5.1 Introduction

This chapter presents an analysis of the detection systems presented in Sec-
tion 4.3 with the testbed described in Chapter 3 and implemented in Chapter
4. Sections 5.2.1, 5.2.2, 5.2.1 and 5.3.2 respectively present the results and
findings of the training window experiment and of the scenario. Section 5.4
shows the limitations of these experiments, as well as their weak points. Fi-
nally, section 5.5 concludes with this evaluation chapter.

5.2 Training window experiment

Section 2.7.1 provides a set of metrics adapted to the evaluation of IDSs: ef-
ficiency and effectiveness. Efficiency is equivalent to the false positive occur-
rence: in this experiment, the false-positive count is null, thus it is pointless
using this metric with regards to this experiment. The second metric, effec-
tiveness, is the main metric used for this experiment, giving the false-negative
occurrence (Table 2.2 provides a definition of the different types of alerts). In
this experiment, effectiveness and detection rate are the same.

5.2.1 Results

Figures 5.1 and 5.2 present respectively the count of true-positives and the
effectiveness for SPADE during the overall experiment. It is possible to notice
an increase of true-positives detection when the learning window length in-
creases. This augmentation is nevertheless minimal when talking in terms of
detection rates: Figure 5.2 shows that the increase is less than 4%.

Figures 5.3 and 5.4 show the detection rate of SPADE for the first attack
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Figure 5.1 – SPADE True-positives results

Figure 5.2 – SPADE detection Rate

and for the second attack separated. It is possible to see that the detection
rate for the second series of attacks is much higher than for the first series of
attacks, and so on for all different learning window lengths. This increase is
around 10%.

Table 5.1 presents the averages of the detection rates for all training win-
dow lengths, for the overall attack and for each attack series.
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Figure 5.3 – 1st attack detection Rate

Figure 5.4 – 2nd attack detection rate

Table 5.1 – Training window experimental results - Averages

Learning period length (minutes) 2 10 30

Overall detection rate 52.12 53.32 53.49

1st attack detection rate 45.47 45.55 49.38

2nd attack detection rate 58.77 61.09 61.30
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5.2.2 Findings

Table 5.1 shows that the anomaly-based IDS during the second set of attack
has learnt from the previous attack since its detection rate for the second
attack is improved by 10 to 15%.

The aim of this experiment was to test if the learning window length of
the IDS would have an impact on its detection rate. The detection rate has
improved by only 1% between a 2 minutes and a 10 minutes learning window.
The improvment is only 0.3% between 10 minutes and 30 minutes learning
windows. In light of these results, it is possible to affirm that SPADE does not
need a specific training period length to achieve better detection rates.

The last finding from this experiment is the fact that the anomaly detector
does not produce any false-positive alarms and detects only two thirds of
the packets of a same attack. Section 5.4 provides hypothesis concerning this
phenomenon.

5.3 Scenario

After some informal tests following the same exploits steps as the scenario,
the behaviour of the anomaly detector seemed odd compared to the expected
results. Because of this, the scenario experiment was carried out in a more
informal manner than the experiment from section 5.2. This odd behaviour
was characterised by the fact that SPADE did not produce any false-positive
alarms during all the tests and had an unsatisfactory detection rate.

5.3.1 Results

Table 5.2 presents an overview of the detection capabilities of each system
observed during five runs of each distinct exploit.

Table 5.2 – Scenario experimental results

Exploit Snort SPADE

IP scan Not detected Not detected
Portscan Detected Detected
Brute force Detected Not detected
Data theft Not detected Not detected
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5.3.2 Findings

With regards to the signature-based IDS, Snort, the detector flagged all the
exploits for which it had a signature. It detected the portscan and the brute
force attack on the FTP server. It did not detect the two other exploits, IP scan
and data theft, for several reasons. The reason why it did not detect the IP
scan is that, in order to achieve this, Snort needs all the MAC addresses of the
subnet in order to detect an Address Resolution Protocol (ARP) scan on all
the machines it knows. This difficulty is due to the fact that ARP packets are
layer 2 (from the OSI model) packets. Snort works mainly on the Network (3)
and the Transport (4) layers, with other methods detecting anomalies in the
Data Link Layer and the Application Layer Protocols. The data theft exploit
cannot be detected by Snort because it consists of a legitimate FTP file transfer.

With regards to the anomaly-based IDS, SPADE, the detector only flagged
one exploit out of the four in total: the portscan. It detected this exploit with
its closed destination preprocessor. These results for the anomaly detector
are odd. Given the fact that no FTP activity has be done in the background
traffic between the exploit generator and the FTP server prior to carrying out
the data theft attack (all the exploits), the anomaly detector should in theory
detect the brute force traffic and the data theft traffic as anomalous since the
percentage of FTP traffic is increasing when these events occur.

5.4 Critique of implementation

There are two main points of the implementation presented in Chapter 4

which deserve further discussion: the anomaly-based IDS SPADE and the
background traffic.

The first point concerning the anomaly detector SPADE is that using it
with its default configuration proved useless. As Liston [76] and Farshchi [77]
state, SPADE needs to be fine tuned to the network it is monitoring in order
to prove worthy. This specific tuning can be achieved either by changing the
thresholds manually or by using the automatic observation mechanism built
with SPADE. The first method would probably be very time exhausting, while
the second automatic method seems more adequate. It has not been used here
in these experiments for two reasons. The first reason is that the automatic
observation period spans over 24 hours and this was not possible to achieve
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in the experimental conditions available. The second reason is that the packet
capture used to create background traffic might have been too short. This
leads to the second point to discuss: the background traffic.

Another reason why the anomaly detector SPADE performed in an unsat-
isfactory manner in both experiments could be that the tcpdump (Monday
of the first week of the DARPA set) might be too short. The packet capture
file used could be replayed in about five minutes. This could lead to erro-
neous profile generation by SPADE. Another factor linked with the length
of the packet capture is the replay speed. As mentioned in section 4.2, the
background traffic speed was of 11.6 Mbps. Although this could be an ex-
planation, the SPADE fine tuning necessity seems more likely to explain the
results observed in both experiments.

5.5 Conclusions

With regards to the training window experiment, the results showed that
a learning period variation does not heavily influence the detection rate of
SPADE. These results seem odd however. The fact that the anomaly detec-
tor SPADE did not generate any false-positives alarms and only detected two
thirds of similar intrusive packets is different from any expected results. As
shown in Section 5.4, this could be due to SPADE configuration or to the
fact that the background traffic is not lengthy enough to mimic realistic back-
ground traffic; or simply, SPADE might not need a traditional learning period
like other anomaly detectors.

The results of the scenario experiment proved inconclusive as well. With
regards to the signature-based IDS Snort, the results confirmed the results
expected in Section 3.5: a signature detector is detecting the intrusions it
is set up for. Snort configuration had rules about portscans and FTP brute
force attacks, hence it detected both steps of a data theft only. The fact that
the experiment failed comes from the point-of-view of the anomaly detector.
SPADE only detected the second reconnaissance step of the data theft. Given
the fact that any traffic between the exploit generator and the FTP server is
new to the anomaly detector, it should be flagged as anomalous. The same
possible explanations apply for this experiment (5.4).
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To conclude this chapter, it is possible to say that the results of both ex-
periments are inconclusive since the anomaly-based IDS SPADE should be
fine tuned to the network monitored. Although the results are inconclusive,
the training window experiment showed that SPADE does not need a pure
dedicated training period like other anomaly detectors do. The results of the
scenario experiment for the signature-based IDS Snort confirmed the fact that
signature detectors are as good as their signatures. With regards to the back-
ground traffic, a more realistic approach needs to be found in order to run the
anomaly detector with traffic over a longer period of time.
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Chapter 6
Conclusions

6.1 Project management

Appendices G and H respectively show the initial project schedule and the
final one. The main difference between both Gantt char is that the literature
review and testbed setup completion took more time than initially planned.
Writing the literature review took almost two months rather than one because
it needed many changes and several reviews by the thesis supervisor. Setting
up the testbed also took more time then planned for several reasons. The
main reasons are that the availability of tools, such as the anomaly detector
and the background traffic generator, were hard to establish, and that the
configuration of the aforementioned tools was non trivial. Setting up a testbed
recreating the DARPA set and setting up the anomaly detector SPADE prove
very time consuming. The second factor, setting up SPADE, needed too much
time to be set up ideally in order to carry out the experiments.

Appendix I provides the diaries, highlighting meetings with the supervi-
sor.

6.2 Appraisal of achievement

The overall aim of this project is to provide an analysis and evaluation of
NIDS. In order to achieve this overall aim, there are intermediary goals to
achieve. These steps are as follow:

• Carry out a critical appraisal of network security.
• Provide a theoretical analysis of IDS.
• Investigate the current IDS evaluation methodologies.
• Establish availability of tools.
• Setup an evaluation testbed and DUTs.
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• Evaluate the detection systems with the testbed implemented.

6.2.1 Objective 1

The first objective has been met in the first half of the literature review, in
Sections 2.2, 2.3 and 2.4. From the literature review, it appears that network
security is currently not under control in the majority of organisations. Most
of the time, there is no security dedicated staff, and the employees in charge of
security do not spend as much time as they should on it. This is critical since
cyber criminality is rising and organisations are increasingly at risk. Such
risks include data theft, financial loss, corporation image deterioration, and so
on. In order to keep the organisation assets secure, network security is often
implemented via antiviruses, firewalls and IDSs - IPSs. It also appears that
a combination of all these tools highly improves the overall network security,
rather than relying on a couple of tools uniquely, for example, firewalls. The
literature review shows as well that tools like anomaly detectors are actively
researched in the current intrusion detection domain.

6.2.2 Objective 2

The second objective was met in Section 2.5 of the literature review. The liter-
ature showed why signature-detection IDSs are more popular than anomaly-
detection IDSs. Signature detection relies on signature analysis of known
threats, kept in a database. On the other hand, anomaly detection relies
on creating profiles of normal traffic, and then the analysis of current traffic
against these profiles in order to find anomalous traffic. Signature detection
is a well known, precise methodology while anomaly detection is still heavily
under research. This last type of detection is mainly not implemented due
to the fact that it produces a large amount of alerts in general. Security em-
ployees spend the minimum amount of time they can spare on security, so
it is easily possible to understand the issue with anomaly detection. On the
other hand, the main advantage of anomaly detection is that it can potentially
detect zero day attacks, as opposed to signature detection which needs prior
knowledge of an attack to detect it.
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6.2.3 Objective 3

The third objective was met in section 2.7 of the literature review chapter. It
has been shown that there are currently two methods for evaluating NIDSs:
offline and online evaluation. Offline evaluation is often implemented with
the use of the well known DARPA set. This type of evaluation consists of
recreating previous traffic traces as opposed to online evaluation, aiming at
using simulation tools in order to generate realistic new traffic. The literature
showed that offline evaluation with the DARPA set is no longer appropriate
to current network characteristics. On the other hand, the main issue with
online evaluation is that the simulated traffic has to be as realistic as a real-
environment network. Such an issue has been experienced when trying to
setup the Harpoon tool for the experimental side of this project. The conclu-
sion for this objective is that testing of NIDSs should be implemented with
realistic traffic simulation wherever possible.

6.2.4 Objective 4

The forth objective was partially met while concluding with the literature
review. The availability of tools like MACE and Harpoon was established by
contacting their creators, Sommers et al. [67]. The main issues were finding
an anomaly detector suitable for the experimental section of this project, as
well as a realistic traffic simulator. Freely usable anomaly-detection NIDSs are
relatively hard to find. Systems such as PHAD or NETAD are available but
not suitable for the testbed implemented. The only other anomaly detector
available was the one used: SPADE. Even though it was available for use,
more issues arose when trying to install it, configure it and optimise it. These
issues are mainly due to the fact that the SPADE project has been discontinued
since 2003 and the documentation is sparse and sometimes contradictory [42]
(Section 4.3.2).

This objective has only been partially met since no open source realis-
tic traffic generator has been found. Harpoon [66] has been tested but not
deemed usable. In order to overcome this issue, the offline evaluation method-
ology of the DARPA set had to be used to carry on with the experiments. The
conclusion for this objective is that there is a lack of research, communication
and sharing in this specific area of topic.
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6.2.5 Objective 5

As mentioned in section 6.2.4, it has not been possible to setup a traffic sim-
ulator. Nevertheless, a testbed was setup with a core common to both ex-
periments. The background traffic generation used the DARPA set and was
implemented with the TCPReplay tool, once again, not without difficulties.
This is also due to the fact that recreating such a task is not well documented.
Only one tutorial by Graves and Saliou [72] was found on the topic. The setup
of the DUTs was relatively easier. The scenario experiment involved setting
up an FTP server and a station acting as an exploit generator in order to mimic
a data theft attack. Such an attack involved the setup of a reconnaissance tool
(Nmap), a remote dictionary attack tool (Hydra) and data theft.

6.2.6 Objective 6

The experimental results did not prove as successful as the other objectives
aforementioned. This is mainly due to the fact that SPADE, the anomaly de-
tector, did not operate as well as planned. The first experiment, the training
window experiment, was conducted without issue but the results were un-
satisfactory. SPADE does not seem to be relying on a pure training period
to create a normal traffic profile. Another observation is that it did not pro-
duce any false-positive alarm during both experiment, although the theory
on the anomaly detector concluded that they produce large amount of alerts
(Section 2.5). The detection rate of SPADE also proved relatively poor: 50%
for the training window experiment and only 25% of exploits detected during
the scenario experiment. Possible explanations include the fact that SPADE
requires to be fine tuned to the network monitored, either manually or with
automatic thresholds generation. A second possible reason for these results
might be that the packet capture file was too short or replayed at an inappro-
priate speed.
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6.3 Suggestions for future work

6.3.1 Experiment

With regards to the experiments conducted in Chapter 5, future work can be
organised in two categories. If the aim is to keep the testbed and DUTs as
they are defined in Chapter 4, then three improvements can be brought in:

• Run longer traffic captures.
• Run traffic capture at lower speed.
• Run SPADE automatic thresholds configuration.

This first improvement would be running all the packet captures from the
DARPA set in the first training week or more (there are seven training weeks
data available). This would extend the background traffic cycle considerably.
Currently, only the Monday traffic of the first week is used. The second im-
provement would not prove useful on its own, but extending the length of the
background traffic cycle and slowing the speed down could change the results
of the experiments. Finally, the last change to the current experimental setup
is the most likely to have an important impact on the results. Since SPADE
requires to be well tuned to the network it monitors, running its automatic
thresholds configurations might adapt the detector to the testbed better than
with an “off the box” configuration.

If the aim is to change part of the experimental setup, then replacing the
captured traffic generation by a realistic traffic simulator is crucial. The other
system that would be worth replacing as well is the anomaly detector, SPADE.
The only issue with replacing these devices is that the experiment has been
implemented with the only currently available tools.

6.3.2 Area of research

With regards to the general area of research (IDSs and evaluation), the future
work to be considered mainly concerns the evaluation side of IDSs. As shown
in Section 2.8, a new way of generating background traffic is needed. Since
the DARPA set is now obsolete, a new project involving releasing free recent
real network packet captures would bring forward IDS evaluation.

The second future work needed is a way of simplifying testbeds creation
for IDS evaluation. Currently, any researcher trying to evaluate an IDS often
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has to setup a complex testbed, composed of diverse tools in order to achieve
the evaluation. The problem is that documentation on some of these necessary
systems is rare. Often, this setup process is at least as time consuming as
the evaluation process itself. The need for a centralised IDS framework is
much needed. Figure 6.1 presents a “plug and play” framework that could be
designed:

Figure 6.1 – “Plug and play” evaluation framework

Such a framework would provide researchers with all the tools they need
to create exploits and different kind of background traffic generation in a cen-
tralised device. This would solve the issue of setting up testbeds with many
independent tools and would centralise all configuration into one device.
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surance testbed,Ť submitted for publication,” in In IEEE Proc. Aerospace
Conference, 2002, pp. 2671–2682.

J. Corsini, MSc Advanced Networking, 2009 REFERENCES 67

http://www.csl.sri.com/papers/emerald-niss97/


[61] D. J. Fried, I. Graf, J. W. Haines, K. R. Kendall, D. Mcclung, D. Weber,
S. E. Webster, D. Wyschogrod, R. K. Cunningham, and M. A. Zissman,
“Evaluating intrusion detection systems: The 1998 darpa off-line intru-
sion detection evaluation,” in in Proceedings of the 2000 DARPA Information
Survivability Conference and Exposition, 2000, pp. 12–26.

[62] M. V. Mahoney and P. K. Chan, “An analysis of the 1999 darpa/lincoln
laboratory evaluation data for network anomaly detection,” in In Proceed-
ings of the Sixth International Symposium on Recent Advances in Intrusion
Detection. Springer-Verlag, 2003, pp. 220–237.

[63] J. McHugh, “Testing intrusion detection systems: A critique of the 1998

and 1999 darpa intrusion detection system evaluations as performed by
lincoln laboratory,” in ACM Transactions on Information and Systems Secu-
rity, vol. 3, no. 4, 2000.

[64] R. Durst, T. Champion, B. Witten, E. Miller, and L. Spagnuolo, “Testing
and evaluating computer intrusion detection systems,” Commun. ACM,
vol. 42, no. 7, pp. 53–61, 1999.

[65] J. Sommers, V. Yegneswaran, and P. Barford, “Toward comprehensive
traffic generation for online ids evaluation,” University of Wisconsin,
Tech. Rep., August 2005.

[66] J. Sommers, H. Kim, and P. Barford, “Harpoon: a flow-level traffic gen-
erator for router and network tests,” SIGMETRICS Perform. Eval. Rev.,
vol. 32, no. 1, pp. 392–392, 2004.

[67] J. Sommers, V. Yegneswaran, and P. Barford, “Recent advances in net-
work intrusion detection systems tuning,” in CISS ’06: Proceedings of the
40th IEEE Conference on Information Sciences and Systesm, March 2006.

[68] M. S. Gadelrab, A. A. E. Kalam, and Y. Deswarte, “Defining categories to
select representative attack test-cases,” in QoP ’07: Proceedings of the 2007
ACM workshop on Quality of protection. New York, NY, USA: ACM, 2007,
pp. 40–42.

[69] R. A. Maxion and K. M. C. Tan, “Benchmarking anomaly-based detec-
tion systems,” in In International Conference on Dependable Systems and
Networks. IEEE Computer Society Press, 2000, pp. 623–630.

J. Corsini, MSc Advanced Networking, 2009 REFERENCES 68



[70] S. Peisert and M. Bishop, How to Design Computer Security Experiments.
Springer, 2007, ch. IFIP International Federation for Information Process-
ing, Volume 237. Fifth World Conference on Information Security Edu-
cation, p. 141Ű148.
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Appendix A
Training Window Diagram
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Appendix B
Scenario Diagram
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Appendix C
Experiment Systems Characteristics

C.1 Intrusion Detection Systems

Both IDSes run on an Intel Pentium 4, CPU 2.6GHz and 512MB of Random
Access Memory (RAM). The OS is FreeBSD 7.

C.2 Training Window exploit generator

MACE v0.3 runs on an Intel Pentium 4, CPU 2GHz and 512MB of RAM. The
OS on this machine is FreeBSD 5.4.

C.3 Scenario exploit generator

The machine running the attack on the FTP server is an Intel Pentium 4, CPU
2.6GHz and 512MB of RAM. The OS is Microsoft Windows XP Professional
version 2002 SP3.

C.4 FTP server

The FTP server runs on an Apple Mac OSX v10.4.11 laptop with the following
characteristics: PowerPC G4, CPU 1GHz and 512MB of RAM.
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Appendix D
Using TCPReplay- A practical tutorial

Disclaimer

The following text is as provided by Graves and Saliou [72].

D.1 Introduction

One of the most common questions we get asked, relates to how network
traffic can be generated. Although there are a number of tools available, we’ve
found the tcpreplay suite of tools to be one of the best suited for the task.
Tcpreplay allows the replay of a captured pcap file across a network. This can
be useful for a whole range of purposes, such as IDS rule verification, security
testing, firewall performance, and network performance testing. What makes
this tool excellent is its ability to edit layer 2-3 information within the packet.
The other traffic generation tools are based on logic, can reproduce spikes,
as the traffic is generated on the fly, and not from an original pcap file. Such
abilities enable one to use traffic from a different network, and craft it in a way
to fit in with a particular network configuration. For manipulation of layer 4

information and above, please refer to the excellent tool called Netdude.
This tutorial has been written in response to the lack of proper, docu-

mented examples on how to use tcpreplay. There is documentation available,
but it is often hard to decipher such resources, especially if one is new to a
specific field, or is unsure of the fundamental technologies utilised. This tuto-
rial provides the steps we went through in order to get this tool functioning in
an effective manner. Most importantly, this guide presents a ‘how to’ within
the practical context of our test and development network.

The initial steps, such as installation of the tool, will not be covered here.
They are covered by resources such as <BLAH>. We have been using this
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tool since version 2.x, and it has installed easily, and without any hassle on
a number of different systems. Primarily, we used OpenBSD <blah> and
FreeBSD <blah>, and latterly, for version 3.x onwards, we have been using a
Dapper install of Ubuntu. This guide specifically relates to TCPReplay version
3.0.beta7. If you’re reading this and you’re using a later version of 3.x, then
the fundamentals will be the same. Ensure that the version being used is not
2.x, as a lot of things have changed. In version 3.x, all of the layer information
rewriting takes place a-priori, and not on the fly.

D.2 Technical Considerations

Tcpreplay is part of a suite of tools developed to enable an individual to have
maximum control over the playback of network traffic. This suite of tools
includes tcpprep and tcprewrite. All of these are installed as default when
tcpreplay is installed on a machine. A full description of each of these tools
can be found at the website <BLAH>.

In this example, were going to be using some of the training traces from
the DARPA defence evaluation tests. These can be found here <BLAH> and
are a good source of ready to use pcap files. You can, of course capture
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your own network traces, but that’s becoming increasingly difficult to do,
mainly due to legal reasons. It is not advisable to use traces that contain
potentially private information. When data is captured in the wild, it will
contain a multitude of differing types of packet. From the ubiquitous http
traffic, to ftp traffic, routing information, such as OSPF information can be
found, to more exotic packets that float around. Therefore, your trace will
contain a mixture of packets from a wide range of devices, protocols and so
on. If your goal is to merely play network traffic over a LAN, without the
needs for routing, or addressing, then it’s possible to play this traffic without
having to manipulate it. If you need to route the traffic in order to simulate
a network boundary, or are intending on triggering firewall rules, then you
need to be able to manipulate the layer 2 & 3 information that governs these
processes. The tool tcprewrite is used to modify this information. Specifically,
when rewriting layer 2 information in anticipation of the need to route data
between subnets, we must consider how this information is utilised by the
routing infrastructure.

Tcpreplay is capable of replaying a pcap file out of one or two interfaces.
When playing the traffic out of two interfaces, tcpreplay simulates the clien-
t/server relationship normally seen in network traffic. In this manner, al-
though the file resides on one machine, the traffic can be played across a de-
vice, such as a router. Figure 2 highlights this principle. Therefore, each inter-
face on the device running tcpreplay can be thought of as either the client or
the server. As a result, tcpreplay needs to be told through which interface to
play the client stream, and the server stream. This can be achieved by using
the tcpprep utility. This scans the pcap file, and produces a small cache file.
These files are not large. The trace file we use is 250MB and the cache file
produced is about 155KB.

D.3 Implementation

The hardest part of figuring out how to use these tools relates to the theory
above. Each tool has a specific function, and relates to the manner in which
the test framework is configured, and needs to run. This section provides a
description of the traffic used in the rest of this tutorial, along with a require-
ments analysis of the traffic to be played on the network.
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Our test network has been configured for the purpose of testing a router.
The primary requirement determines that the device be capable of routing the
traffic played from one network to another. In order to do this, layer 2 infor-
mation must be rewritten, and a client/server relationship must be defined.
This will be taken care of by tcprewrite and tcpprep. A secondary require-
ment is that of testing the router’s ability to check traffic against Access Con-
trol Lists (ACLS). We therefore need to rewrite the layer 3 information. This
will also be taken care of by tcprewrite. Figure BLAH outlines the physical
network layout.

There are three distinct steps that must be followed in order for these
requirements to be fulfilled.

1. Divide the pcap file into the client server relationship with tcprep

tcpprep -a bridge -o <OUT.prep> -i <ORIGINAL.trace>

The switch –a (auto) has a number of different modes. Dependant on which
is selected, it divides the trace file into a client server relationship. In this in-
stance, we use bridge mode. The other available modes are; Router, Client and
Server. For more information on the logic involved in each of these options,
please refer to <BLAH>.

The switches –o and –i merely relate to the files being used. –o should be
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used to specify the name of the small cache file, and –i to specify the input
file.

2. Rewrite the layer 3 and 4 information with tcprewrite

sudo tcprewrite

--dmac 00:0c:ce:85:ab:61,00:0c:ce:85:ab:60

--smac 00:0c:ce:85:ab:60,00:0c:ce:85:ab:61

-e 10.0.10.64/26:10.0.20.64/26

-C

-c <OUT.prep>

-o <NEWFILE.trace> -i <ORIGINAL.trace>

The use of tcprewrite incorporates some fundamental routing knowledge. In
order to achieve a proper routing operation, we must establish which inter-
faces on the router face the particular network we are using. Figure BLAH
highlights this. Each of the machines possess a MAC address, but they are of
no interest to the router. The client is on a network which has, as its router
interface, the MAC address 11:11:11:11:11:11. If the packets from the client
were to be rewritten with this MAC address, when they reach the router, it
will discard them because as far as the router is concerned, they have already
reached their destination. In order to get the packet to traverse the device, the
opposite MAC address must be specified from that of the originating network.

The –dmac and –smac switches allow us to specify which MAC addresses
should be forged for the specific network. In this example, –dmac will take
two comma delimitated MAC addresses. The first will replace the destination
MAC address of the outbound packets for the server traffic. The second will
be used for the client traffic. The –smac switch

3. Play the newly rewritten file out of the appropriate interfaces
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sudo tcpreplay

-i eth2 -I eth1

-l 0 -M 2.0 -c

OUT.prep NEWFILE.trace

Interfaces must be up without an IP address to work properly.

tcpreplay 3.x notes

Unlike previous versions, 3.x onwards appears to have gone back to its
roots. It appears that tcpprep, and tcprewrite needs to be run before the
tcpreplay command in order to rewrite all the necessary layer 2 information.
If the process is not performed in this manner, all kinds of weird gnarly stuff
happens. Such as the MAC addresses of the packets being all set to the same,
thus making it look like there’s only one side of a conversation.

1) RUN tcpprep FIRST!!!

tcpprep -a bridge -o <OUT.prep> -i <ORIGINAL.trace>

2) Now run tcprewrite. Whenever one rewrites any of the layer information,
a tcprep file is needed in order to tell tcprewrite which conversation is which.

sudo tcprewrite
–dmac 00:0c:ce:85:ab:61,00:0c:ce:85:ab:60

–smac 00:0c:ce:85:ab:60,00:0c:ce:85:ab:61

-e 10.0.10.64/26:10.0.20.64/26

-C
-c <OUT.prep>
-o <NEWFILE.trace> -i <ORIGINAL.trace>

3) Finally, play the two files using tcpreplay

sudo tcpreplay -i eth2 -I eth1 -l 0 -M 2.0 -c OUT.trace NEWFILE.trace
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IMPORTANT 1: once again, very important, whichever MAC address is
the destination, needs to be the MAC address that the opposite interface is
connected to on the router. Very important. So, in this case:
eth1 is attached to router MAC 000cce85ab60

eth2 is attached to router MAC 000cce85ab61

So the destination of eth is """"61, which therefore needs to be FIRST in
the tcprewrite dmac field. Conversely, the smac field needs the opposite MAC
address to be specified as the destination hop. If you only get one of the right,
only half the traffic will be routed properly - if you get neither right, it won’t
work at all.

IMPORTANT 2: the first interface defined after the -i option will always
be the server - this must be factored into consideration about the design of
the network.

IMPORTANT 3: there appears to be a problem when rewriting the IP
address information with tcprewrite. If the IP address range is the same as
that of the network addressing scheme used, the ARP cache within the router
gets corrupted - thus stopping any meaningful communications between the
poisoned machines on the network.
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Appendix E
Router Configuration
Cisco 2811 Router

en

!

conf t

!

int fa0/0

ip address 192.168.1.1 255.255.255.0

no shut

!

int fa0/1

ip address 172.16.1.1 255.255.255.0

no shut

exit

!

router ospf 1

!

end
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Appendix F
Switch Configuration
Cisco Catalyst 3560 Switch

en

!

vlan database

vlan 2

vlan 3

exit

!

conf t

!

int fa0/2

switchport mode access

switchport access vlan 2

no shut

!

int fa0/4

switchport mode access

switchport access vlan 2

no shut

!

int fa0/3

switchport mode access

switchport access vlan 3

no shut

!

int fa0/5

switchport mode access

switchport access vlan 3

no shut

!

int fa0/6

switchport mode access

switchport access vlan 2
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no shut

!

int fa0/7

switchport mode access

switchport access vlan 2

no shut

!

monitor session 1 source int fa0/2 rx

monitor session 1 source int fa0/3 rx

monitor session 1 source int fa0/6 rx

monitor session 1 source int fa0/7 rx

monitor session 1 destination int fa0/1

!

end
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Appendix G
Initial Gantt Chart
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Appendix H
Final Gantt Chart
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Appendix I
Project Management

NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 1

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 19/08/2008 Last diary date: /

Objectives:

• Discuss plan ideas.
• Setup Turnitin and different hand-in dates.
• Gather more research papers for the literature review.

Progress:

• Material papers read, giving a better idea about the general topic and a
possible plan.

• Literature review plan ideas found.

Supervisor’s Comments:

• Will discuss with Hall Hazel the Turnit-in facilities and whether this
applies to MSc projects
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 2

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 05/09/2008 Last diary date: 19/08/2008

Objectives:

• Material research for literature review completed

Progress:

• 28 papers read so far but material research has not been completed on
time.

• Still 8 papers to read, and possibly another 12 to check.

Supervisor’s Comments:
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 3

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 17/09/2008 Last diary date: 05/09/2008

Objectives:

• Finish reading remaining papers
• Design experiment
• Identify elements required to build the experimental environment /

testbed
• Design evaluation methodology
• Establish availability of software applications
• Learn how to configure and deploy anomaly-detection IDS
• Deadlines for initial report and outline dissertation

Progress:

• Remaining + 10 papers read
• Experiment designed and elements identified
• Software applications availability established (THOR / MACE)
• Deadlines set
• Evaluation methodology designed
• The main issue will be to learn how to create an anomaly IDS

Supervisor’s Comments:

• Excellent idea to contact researchers who developed anomaly-based IDSes
• Email sent to MACE authors
• Authors replied to Prof. Bill Buchanan - hopefully, the required software

will be provided soon
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 4

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 01/10/2008 Last diary date: 17/09/2008

Objectives:

• Find anomaly-detection IDS
• Definition of different types of IDSes and what they respectively detect
• Write initial report
• Check GnuPlot tool

Progress:

• Open source anomaly-detection IDS found (NETAD/PHAD/SPADE)
• Definitions established
• Initial report written and reviewed
• GnuPlot installed only - Tutorials to do

Supervisor’s Comments:

• Feedback on Initial Report provided
• Update to be completed
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 5

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 16/10/2008 Last diary date: 01/10/2008

Objectives:

• Establish list of hardware/software requirements for MACE, for the
anomaly detection IDS and to replay DARPA evaluation set

• Update initial report and meet with Professor Bill Buchanan
• Define experiment in detail
• Write a section of literature review

Progress:

• List of requirements + experiment defined in experimentation paper
• Meeting with Professor Bill Buchanan done
• Section of literature still to be written: rough draft of threats section

established

Supervisor’s Comments:

• Create skeleton of the literature review with bullet points
• Use review of each paper as starting point of the core of the text
• Alternatively, start to write on a more favorable topic such as experiment

design and so on
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 6

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 31/10/2008 Last diary date: 16/10/2008

Objectives:

• Write "Threats" section + one other section from literature review
• Arrange hardware availability for experiment
• Start setting up the experiment testbed

Progress:

• All four sections of literature review written up (first draft, 20 pages,
introduction and conclusion left to do)

• Private access to 2 computers secured, thanks to Ricardo Lazzarini
• Testbed set up not started

Supervisor’s Comments:

Add topics:

• How to deal with IDS detection output
• Evaluation methods for IDSes
• Consider moving definition/theory to another chapter
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 7

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 13/11/2008 Last diary date: 31/10/2008

Objectives:

• Setup experiment testbed
• Refine experiment
• Address literature review comments

Progress:

• MACE setup successfully (Exploits generator)
• Snort setup successfully (Signature-detection IDS)
• SPADE setup successfully (Anomaly-detection IDS)

Supervisor’s Comments:

• Difficulties in setting up the test environment. This is mainly due to the
compatibility between the operating system (FreeBSD) and the required
software components, such as Harpoon.

• Anomaly based IDS SPADE has been successfully installed
• Student to investigate installing Harpoon using the package manager

instead of tar-balls.
• Student to revisit literature review and address comments.
• Student to refine the scenario of his evaluation.
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NAPIER UNIVERSITY
SCHOOL OF COMPUTING

PROJECT DIARY 8

Student: Julien Corsini Supervisor: Lionel Saliou
Date: 10/12/2008 Last diary date: 13/11/2008

Objectives:

• Setup experiment traffic generator
• Setup tools for scenario
• Carry out experiment part 1 and scenario
• Address literature review comments

Progress:

• DARPA + Tcpreplay set
• Hydra + Nmap + FTP server set
• Experiment part 1 done
• Scenario test-run done but results are not satisfying
• Still a few comments to address in literature review

Supervisor’s Comments:

• Consider creating your own FTP rules
• Watch out for active/passive FTP server
• Port 20 might be used for data transfer
• Consider building the configuration of both IDSes from the ground up,

such as focusing only on protecting the FTP server
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Acronyms

MACE Malicious trAffic Composition Environment

DoS Denial-of-Service

DDoS Distributed Denial-of-Service

IDS Intrusion Detection System

LARIAT Lincoln Adaptable Real-time Information Assurance Testbed

NIST National Institute of Standards and Technology

IT Information Technologies

TCP Transmission Control Protocol

IP Internet Protocol

ACL Access Control List

OSI Open Systems Interconnection

ICMP Internet Control Message Protocol

UDP User Datagram Protocol

DMZ DeMilitarized Zone

HIDS Host-based Intrusion Detection System

NIDS Network-based Intrusion Detection System

SPADE Statistical Packet Anomaly Detection Engine

EMERALD Event Monitoring Enabling Responses to Anomalous Live
Disturbances



CPU Central Processing Unit

DARPA Defense Advanced Research Projects Agency

MIT Massachusetts Institute of Technology

IDEVAL Intrusion Detection Evaluation

KDD Knowledge Discovery and Data mining

FTP File Transfer Protocol

HTTP HyperText Transfer Protocol

SSL Secure Sockets Layer

PBA Polymorphic Blending Attacks

DUT Device Under Test

RAM Random Access Memory

SSH Secure SHell

OS Operating System

MAC Media Access Control

PHAD Packet Header Anomaly Detector

NETAD NETwork Anomaly Detector

NIC Network Interface Card

OSSIM Open Source Security Information Management

VLAN Virtual Local Area Network

SPAN Switched Port ANalyser

ARP Address Resolution Protocol

IPS Intrusion Prevention System

IETF Internet Engineering Task Force



ISO International Organization for Standardization

CCITT International Telegraph and Telephone Consultative
Committee

ITU-T International Telecommunication Union - Telecommunication


