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Abstract — This paper describes an FPGA-based implementation of a real-time pedes-
trian detection and tracking system for infrared (IR) video streams. The system includes
hardware accelerators for adaptive background subtraction, morphological filtering and
connected component labelling (pedestrian detection). Extracted features are provided
to an embedded processor core for tracking analysis. The hardware/software co-design
is discussed. The implementation is based on the XUP V2P (XC2VP30 FPGA) develop-
ment board and uses the proprietary embedded design kit. The implementation features
a reduced bandwidth scheme, hence the total memory requirement can be handled by
the embedded memory blocks of a single FPGA chip.
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I Introduction

Thermal infrared imaging technology has advan-
tages over conventional visible imaging technolo-
gies in the detection of people under conditions
where there is little or no visible illumination. The
recent reduction in the cost of infrared sensor ar-
rays make thermal imaging commercially viable in
industrial safety and security systems [1].

Automated real-time monitoring of thermal in-
frared video of an external environment is of in-
terest where people detection and tracking is an
application requirement. The processing of ther-
mal image streams requires a different approach
to that of visible video data. Conventional vision
processing systems struggle to cope with variation
in lighting, shadows, reflections and other ambient
image conditions. Infrared images, although lower
resolution, represent thermally emitted radiation
which is more tolerant to changes in ambient con-
ditions. Infrared image processing does however
have to cope with other factors such as variation
in background temperature, clothing, and a much
lower signal-to-noise ratio.

For real-time people detection and tracking the
processing systems must operate at frame rate (24-

30 Hz). FPGAs allow the parallelism, pipelining
and concurrency necessary to reduce clock latency
and speed up the frame processing time. The facil-
ity of FPGAs to host on-chip processors which al-
low customisation of the processing architecture is
particularly advantageous for application specific
video processing.

A key aspect of developing an efficient imple-
mentation of a function on an FPGA with an on-
chip hardware processor is the partitioning of the
design into processor and logic functions and the
interfacing of the processor with the surrounding
reconfigurable logic. The way the processing tasks
are divided between the logic and the processor
affects the amount of FPGA resources that are
used. The performance of FPGA applications that
use an embedded processor is determined by the
mechanisms chosen to enable communication be-
tween the processor and its surrounding resources.
Partitioning can also significantly reduce develop-
ment time and allow for the implementation of
more complex algorithms. Once the interface be-
tween the processor and the FPGA fabric is de-
fined the implementation of algorithms can become
a software issue and the designer is no longer con-
cerned about the utilisation of hardware resources



although if too heavy a load is carried by the
processor the speed of operation will be compro-
mised. Partitioning the design and developing the
processor-logic interface is non-trivial. It requires
the use of specialist software tools and technical
knowledge of computer architecture and embed-
ded system development.

In this paper Hardware (HW) Software (SW)
co-design for pedestrian detection and tracking
from IR video streams is described. To aid devel-
opment, a simplified sample application was cre-
ated to emulate the representation of pedestrians
in an infrared video stream. The hardware sys-
tem was partitioned for optimum hardware ac-
celeration of computationally intensive tasks such
as background subtraction, morphological filtering
and connected component labelling. The proces-
sor software unit was used for the implementation
of tracking algorithms.

The remainder of this paper is organized as fol-
lows: Section II gives an introduction into the
field of real-time image processing using FPGAs,
for visual pedestrian detection, and for pedestrian
detection using infrared cameras. Section III de-
scribes the development platform for the HW/SW
co-design. Sections IV, V and VI introduce hard-
ware accelerators for adaptive background subtrac-
tion, morphological filtering and connected compo-
nent labelling respectively. The system architec-
ture for HW/SW implementation is discussed in
Section VII. The following section describes imple-
mentation details of the sample application devel-
oped for the purpose of this project. The last sec-
tion gives conclusions and plans for further work.

II Literature review

Real-time pedestrian detection is an active re-
search area. Though, many software attempts for
such implementations fail in practice due to heavy
computational load. Video processing applications
require high computing power and cannot be han-
dled by ordinary processing platforms. The early
stages of video processing are computationally in-
tensive and can benefit from the hardware accel-
eration provided by FPGAs. Examples of these,
depicted in Figure 1, include separating moving
objects from the background, removing video ac-
quisition noise and extracting features of interest.
However, tracking algorithms are complex, and are
best be handled by software in a CPU.

Different examples of such systems can be found
in the literature [2][3]. They feature soft and hard
processor cores respectively, either for housekeep-
ing tasks such as to control the general behaviour
of the system or for implementation of tracking al-
gorithms. Both systems refer to pedestrian detec-
tion in good lighting conditions, however recently
such applications are equipped with infrared im-

Fig. 1: Pedestrian detection and tracking system data flow

agers to become independent from lighting condi-
tions [4].

Implementation of a real-time video process-
ing system is non-trivial task. The system level
integration includes highly demanding processing
steps, depicted in Figure 1. The first step is to
separate regions of interest (ROIs) from the back-
ground. Over the years different background sepa-
rating algorithms have been proposed and com-
pared [5][6]. The subsequent processing step is
equally prevalent in the field of image processing
as the predecessor. The low-level noise removal
is based on the Mathematical Morphology (MM)
and by applying multiple MM features at the same
time, the architecture and memory requirement of
this unit can be kept to the minimum [7]. The
task that requires the heaviest resource is the Con-
nected Component Labelling (CCL). This is a pro-
cess where multiple features for each pedestrian
are extracted, then forwarded for further process-
ing (in this case tracking). In order to maintain
real-time performance, a fully pipelined architec-
ture based on the single pass CCL algorithm was
selected [8]. The extracted features of the labelled
objects are stored in the memory and shared with
PowerPC 405. The processor, used to determine
whether objects are connected (merged) and to
track their move, was integrated in order to effi-
ciently communicate with the FPGA [9].



III Development platform

This section gives detail of the development plat-
form chosen for the purpose of this project.

IR Video Source
A FLIR Systems Thermacam PM595 was used as
an infrared image source, equipped with 320×240
uncooled microbolometer focal plane array. The
temperature range of the IR imager -400C up to
5000C.

Video Decoder
The video source was digitized by the VDEC1
Video Decoder Board from Digilent Inc. This PCB
is equipped with the ADV7183B Video Decoder
chip from Analog Devices that can be freely con-
figured over the I2C protocol. The signal is con-
verted into the digital data stream at 54MHz fre-
quency by three 10-bit ADCs. The ITU-R BT.656
format defines output signal and provides informa-
tion about the colour space, the number of samples
and sampling format. The luminance (Y) colour
channel is decoded and gives an 8-bit depth digital
equivalent of the IR input signal.

FPGA Development Board
The XUP Virtex-II Pro FPGA Development Sys-
tem was chosen with the Xilinx XC2VP30 FPGA.
The chip features 30,816 Logic Cells, 18 x 18-bit
multiplier blocks, two PowerPC 405 hardware pro-
cessor cores and 2,448 K bits of embedded RAM.

PowerPC Embedded Processor Core
The PowerPC 405 architecture is a 64-bit archi-
tecture with a 32-bit subset. Its memory man-
agement is optimised for embedded software envi-
ronments. It has cache-management instructions
for optimising performance and memory control
in complex applications that are numerically in-
tensive like tracking. Furthermore the processor
contains thirty-two 32-bit general-purpose regis-
ters (GPR) which can be accessed by all software
as the GPRs are the means for getting data from
the FPGA to the processor.

Debug and Verification
For the purpose of debug and verification the
XSGA output port was interfaced. The real-time
video stream (25MHz pixel clock) is displayed on
the monitor connected through the standard DB15
connector. All the hardware accelerators operate
synchronously at a pixel clock rate.

IV Adaptive Background Subtraction

Less than ten years ago pedestrian detection sys-
tems were implemented as background separation
systems, whereas nowadays background subtrac-
tion techniques are used as one of the subsystems
in a processing platform. There is a number of
techniques suitable for such an implementation:

running Gaussian average, temporal median filter,
mixture of Gaussians (MoG), kernel density esti-
mation (KDE) and others [5][6]. The choice of
the right algorithm is crucial for the overall sys-
tem performance, it is the most memory demand-
ing processing step of all. According to the lit-
erature, algorithms such as the running Gaussian
average and the median filter offer acceptable accu-
racy while using less memory than MoG and KDE.

Since IR radiation gives limited information in
terms of colour spaces (luminance Y represents
the greyscale intensity), there is no particular ap-
plication for the technique based on the MoG.
For the purpose of pedestrian detection from in-
frared video streams, the running average algo-
rithm based on the single Gaussian was chosen
to model the background frame independently at
each (i, j ) pixel location.

An input pixel B at a time t can be classified
as a foreground object if it holds the following in-
equality:

|Bt − µt| > kσt, (1)

where both parameters, probability density
function (µt) and standard deviation (σt), are cal-
culated in a run time over the period of n frames.
Their values can be calculated in a similar fashion
according to the following equation:

µt = αBt + (1− α)µt−1, (2)

where the µt−1 is the average computed in the
previous image scan and the α is a an empirical
weight often chosen as a trade-off between stability
and quick response.

V Morphology Filtering

The morphology opening is an operation com-
monly used for filtering purposes in such applica-
tions [7]. It is based on erosion (ε) followed by
dilation (δ), hence all the MM set theory features
apply. Thanks to ε random image pixels will be re-
moved, whereas δ merges objects that split during
the preceding operation.

A popular approach for implementation of such
application is a raster scan based system with
a spatial filter mask where consecutive lines are
stored within line buffers. Depending on the op-
eration, logic and or or is applied on the neigh-
bouring pixels within the filter mask for ε and δ
respectively.

Thanks to MM set theory features, assuming
that the Structuring Element SE (spatial mask) is

reflection invariant (SE = ŜE) and decomposable
(SE = SE1 ⊕ SE2), it can be implemented in more
efficient way with only a single FIFO to store in-
termediate processing data [7]. For a binary input
image B, erosion can be split into two subsequent



Fig. 2: Block diagram of the decomposed dual system
architecture for erosion and dilation

tasks:

εSE(B) = B 	 (SE1 ⊕ SE2) = (B 	 SE1) 	 SE2 (3)

According to MM set theory, ε and δ are dual of
each other with respect to set complementation:

B ⊕ SE = (Bc 	 ŜE)c (4)

Therefore, dilation can be written as follows:

B ⊕ SE = (B ⊕ SE1) ⊕ SE2 = (Bc 	 SE1)c ⊕ SE2 =

= ((Bc 	 SE1)cc 	 SE2)c = ((Bc 	 SE1) 	 SE2)c

(5)

From the implementation point of view, accord-
ing to Equation (5), an architecture for morpho-
logical operations can be significantly optimized.
By splitting SE, the results of one processing
stage can be processed by the subsequent unit in a
pipelined fashion. Moreover, the same architecture
can perform both ε and δ by inverting input and
output pixels. Such an architecture, depicted in
Figure 2 is small and capable of processing stream-
ing data with minimal latency and low number of
comparisons.

VI Connected Component Labelling

Object detection algorithms, often referred to
as Connected Component Labelling (CCL) algo-
rithms, can be categorised according to whether
they scan the entire image to locate components,
or trace their contour or process a number of pix-
els at a time in parallel. They differ in execution
time as well as in memory requirement. A suc-
cessful implementation of a single-pass CCL algo-
rithm described in [10] requires only a single scan
through the image frame in order to label all the
objects and extract their features of interest such
as location, coordinates of the bounding box, size
or Centre of Gravity (CoG).

VII System Integration

In this section the integration of custom logic into
the embedded system is described. This section
details how the wrapper for hardware/software
(HW/SW) implementation of the pedestrian de-
tection application has been created. For this im-
plementation, an early design decision was to im-
plement the FPGA logic functions as a subsystem

Fig. 3: Block diagram of the processor’s bus connection

of the embedded processor. A further design deci-
sion was the choice of bus system for the processor-
logic interface. This involves the optimisation of
the number, width and usage mode of the software
addressable registers. The register values can be
updated by the processor in software and read by
the logic or updated by the logic and read by the
processor. Proprietary tools are used to generate
a system where the processor is connected to the
program memory blocks and a digital clock man-
ager. These modules are represented as periph-
eral cores. The important implementation param-
eters are the processor internal clock speed, the
bus speed and program memory size. Any periph-
eral core must be connected to either the proces-
sor local bus (PLB) or the on-chip peripheral bus
(OPB) to communicate with the processor core.
When connected to the OPB, the peripheral core
becomes part of the memory map accessible to the
processor. The peripheral core will have a base
address and a high address signifying where in the
memory map it resides, and how much memory it
occupies. The processor thus interacts with the
peripheral cores as if they were part of the mem-
ory. Bus connected peripheral cores are assigned
with a unique address. In order to use the periph-
erals, appropriate driver files and libraries have to
be included.

The HDL-based modules which make up the
application are joined together to form a custom
core.The main steps for integrating the custom
core are as follows:

• Interfacing the IP via PLB bus in slave mode.
According to [9], the OPB bus is dedicated for
slower peripherals such as an UART. More-
over, in order to communicate with the pro-
cessor, the data needs to be transferred over
additional OPB to PLB bridge. This can be
seen in Figure 3.

• Selecting software accessible registers.
This determines the contents of the wrapper
for HDL files responsible for communicating
with the bus.

• Selecting the number of registers and their
width.
For the purpose of this implementation, three



Fig. 4: Register level interface

32-bit registers have been chosen. Figure 4
shows how this design is interfaced with the
processor using system registers. This is fur-
ther discussed in the subsequent section.

For integration of the peripherals within the sys-
tem, the peripheral has to be given an address
by the address generator after it has been man-
ually connected to the PLB. The I/O signals had
to be changed to external to be able to interact
with external peripherals (VGA display, buttons,
switches). The steps above are crucial for the cus-
tomisation that enables communication between
FPGA logic and processor. A key part of this
operation is the generation of the macros which
define the read and write routines of the software
addressable registers. Every time a read or write is
issued in software on any of the registers the cus-
tom cores base address is used as a parameter for
those routines.

VIII Implementation

The purpose of the pedestrian detection applica-
tion was to emulate random pedestrian movement
without the need to integrate the video processing
platform. Different movement speed and direction
can be controlled separately by making use of the
manual input peripherals (switches and buttons)
on the FPGA development board. Depending on
the current movement direction, addresses for the
pedestrian objects are generated by the FPGA.
With reference to Figure 4, these addresses, one
horizontal (x) coordinate and one vertical (y) co-
ordinate, are written into the Block RAM (Dual
Port RAM1). After reading and storing these val-
ues the processor creates object sized rectangles
around the objects and checks if they overlap. If
there is an overlap, then a rectangle with size that
contains both objects is created by the processor to
illustrate that there has been a merge. A second
function is to provide binary data at coordinate
addresses making up all the rectangles. With this
implementation the constant flow trail of the ob-
jects is handled by the FIFO buffer. In Figure 4,
the address decoder and PLB handler are part of
the application wrapper, whereas gray boxes refer
to the user logic. The object- coordinates are up-
dated at 60Hz rate leaving plenty of time for the
processor to generate data. A memory element,

Fig. 5: Pedestrians merging. (a) Before merge.
(b) During merge. (c) After merge.

also depicted, has been added to the system to
store the different objects’ coordinates in different
addresses. REG0 holds the ID of the object, REG1
holds the issued objects position. Since REG0 and
REG2 are controlled by the processor they are set
to write mode in the bus setup. REG1 is set to
read mode.

The video processing works in the way that once
an object is labelled it is represented by two sets
of coordinates, namely the top-left and bottom-
right corner coordinates. This data is then written
into a block RAM so that every labelled object’s
data goes into a different address. The proces-
sor gets the data from that memory block via reg-
isters. From this data the processor creates the
bounding boxes and provides data for the FIFO
in order to leave flow trails of the objects’ move-
ments. A problem occurs when objects that are
heading in opposite directions merge as depicted
in Figure 5. At that moment the two objects are
labelled as one, therefore only one set of coordi-
nates is available for the processor. For this prob-
lem an interesting approach has been suggested
in [11] for multiple object tracking. In order to
keep the bounding boxes around the object during
the merge event, the processor has to constantly
preserve the height and width of each object even
when only two sets of coordinates are received, be-
cause of merge.

IX Conclusions

In this paper the HW/SW co-design for real-time
pedestrian detection and tracking from IR video
streams is described. The system was partitioned
for logic hardware acceleration, to perform video
processing tasks, and the software unit, hosted on
the embedded hard processor core forthe imple-
mentation of tracking algorithm.

Using the architecture proposed, the memory re-
quirement is minimised. Hence, for the 320 × 240
pixels video stream and up to 127 objects detected
per image frame the overall system occupies 129
out of the 136 on-chip memory blocks. Moreover,
such an implementation requires only 9% of flip-
flops and 12% of 4-input LUTs of the XC2VP30
FPGA.

The system was integrated, verified and tested
with both emulated pedestrian movement as well



as with real-time video data. Currently, the al-
gorithm implemented in software handles simple
merges and splits (object partially occluded) us-
ing coordinates of two corner points of the bound-
ing boxes. However, in order to cover more com-
plex scenarios, we are working on multiple object
tracking based on the Kalman filtering where other
extracted features such as size or CoG would be
employed.
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