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Abstract

There are a variety of guidelines and methods available to measure and assess survey quality. Most of these are based on qualitative descriptions. In practice, they are not easy to implement and it is very difficult to make comparisons between surveys. Hence there is a theoretical and pragmatic demand to develop a mainly quantitative based survey assessment tool. This research aimed to meet this need and make contributions to the evaluation and improvement of survey quality. 
Acknowledging the critical importance of measurement issues in survey research, this thesis starts with a comprehensive introduction to measurement theory and identifies the types of measurement errors associated with measurement procedures through three experiments. Then it moves on to describe concepts, guidelines and methods available for measuring and assessing survey quality. Combining these with measurement principles leads to the development of a quantitative based statistical holistic tool to measure and assess survey quality. The criteria, weights and subweights for the assessment tool are determined using Multi-Criteria Decision-Making (MCDM) and a survey questionnaire based on the Delphi method. Finally the model is applied to a database of surveys which was constructed to develop methods of classification, assessment and improvement of survey quality.
The model developed in this thesis enables survey researchers and/or commissioners to make a holistic assessment of the value of the particular survey(s). This model is an Excel based audit which takes a holistic approach, following all stages of the survey from inception, to design, construction, execution, analysis and dissemination. At each stage a set of criteria are applied to assess quality. Scores attained against these assessments are weighted by the importance of the criteria and summed to give an overall assessment of the stage. The total score for a survey can be obtained by a combination of the scores for every stage weighted again by the importance of each stage. The advantage of this is to construct a means of survey assessment which can be used in a diagnostic manner to assess and improve survey quality.
Acknowledgements
In researching and writing up this PhD, like most research students, I have experienced great challenges, enormous frustration but also lots of enjoyment and satisfaction. I know that this is the work of a collaborative effort rather than just mine alone. Although my name sits on the front cover, many others have contributed to bringing this study to its conclusion. Here, in this section I would like to thank you all.

I would like to take this opportunity to sincerely thank my dissertation supervisory team consisting of Prof Robert Raeside, Dr Kay Penny and Dr Jesus Canduela for their advice, direction and guidance which were provided throughout this dissertation. I am most grateful to my PhD director of studies — Prof Raeside, whose support, motivation, feedback, patience and enthusiasm made this thesis work possible. He has been actively interested in my work and has always been available to advise me. I would like to express by special thanks to Dr Penny for her invaluable feedback and comments on this thesis. 

I would like to express my thanks to all the staff in statistical group at Edinburgh Napier University, in particular, Dr Judy Goldfinch, Dr Sandra Bonellie, Mr Phil Darby and Dr David White, who attended my pilot study of the Survey quality assessment questionnaire and provided valuable comments for improvement. In addition, I am really thankful to all the staff who took part in the expert panel to assess quality of the surveys in my collected database as their contribution was greatly appreciated.

I also wish to thank the general community of research students within Edinburgh Napier University for sharing best practice ideas and for keeping me motivated throughout my research. In particular, I wish to thank Mr Zakaria Aribi, Mr Bassam Rajab, Ms Laura Iosif, Mr Rahat Muhammad, Mr Li Sun, Mr Li He, Ms Xiao Jun Cui, all the other fellow PhD students at Edinburgh Napier University Business School who attended my experiment of the shape measurement, and Mr Cormac Cosgrove, a PhD student at School of Life Sciences, who allowed me to use his experimental data of anthropometric measurement for my research.

I would like to express great acknowledgement to School of Accounting, Economics and Statistics at Edinburgh Napier University for providing funding for this doctoral research and the support and help especially from the School Secretaries Ms Laura Peers, Mrs Kate Houston, and Mrs Myra Blair during my study.

I would like to acknowledge all the members of the European Survey Research Association who responded to my online survey on quality assessment questionnaire. I also would like to thank Dr John Sinclair and Dr Jesus Canduela for distributing and collecting the three questionnaires about attitudes towards assessment methods and all the postgraduate students studying the "Research methods" module at Edinburgh Napier University Business School who responded to my questionnaires.
Finally I would like to thank all my family members for their love and support and for their unshakeable belief that no matter what difficulties emerged, that I would overcome them and eventually get my study finished. 

Table of Contents

IAbstract

Acknowledgements
II
Table of Contents
IV
List of Tables
X
List of Figures
XI
Chapter 1: Introduction
1
1.1 The background and motivation
1
1.2 Measurement issues in survey research
3
1.2.1 Importance of measurement in social statistics
3
1.2.2 Measurement problems in social sciences
5
1.2.3 Measurement and survey design
7
1.2.4 Measurement errors affecting survey quality
9
1.3 Aim and objectives
10
1.4 Research methodology
11
1.5 Organisation of the thesis
12
Chapter 2: An Introduction of Measurement Theory
14
2.1 An overview
14
2.1.1 Definitions of measurement
14
2.1.2 Four levels of measurement
16
2.1.3 Importance of measurement
18
2.1.4 Types of measurements
20
2.1.4.1 Representational measurement and pragmatic measurement
20
2.1.4.2 Direct measurement and indirect measurement
21
2.1.5 Measurement errors
21
2.1.5.1 Random error and systematic error
22
2.1.5.1.1 Random error
22
2.1.5.1.2 Systematic error
23
2.1.5.2 Reducing and correcting measurement errors
23
2.1.5.3 Repeatability and reproducibility
26
2.1.6 Difficulties of measurement
28
2.2 Accuracy and precision of measurement
29
2.2.1 Introduction
29
2.2.2 Reliability
31
2.2.3 Validity
32
2.2.4 Generalisability and standardisability
34
2.3 Summary
34
Chapter 3: Three Experimental Measurement Studies
36
3.1 Introduction
36
3.2 A study of experimental error about shape measurement
37
3.2.1 The methods of data collection
37
3.2.2 The analysis of the data
38
3.2.2.1 Gauge Repeatability and Reproducibility (GR&R)
38
3.2.2.2 Exploratory analysis
41
3.2.2.2.1 Individual factors’ influences on the shape size measures
41
3.2.2.2.2 Interactions between time, gender and grid
44
3.2.2.3 GR&R studies
44
3.2.3 Conclusion
47
3.3 A study of experimental error about the “skinfold” (body fat) measurement
48
3.3.1 The methods of data collection
48
3.3.2 The analysis of the data
48
3.3.2.1 Exploratory analysis
48
3.3.2.2 GR&R studies
49
3.3.3 Conclusion
52
3.4 A study of attitudes towards assessment methods and a comparison of social measuring scales
52
3.4.1 The methods of data collection
53
3.4.2 The analysis of the data
54
3.4.2.1 Introduction of the four popular scaling methods
54
3.4.2.2 Analysis of the data
57
3.4.2.2.1 Likert scale and its comparison with Semantic Differential Scale
57
3.4.2.2.2 Guttman scale and its comparison with Semantic Differential Scale
58
3.4.2.2.3 Thurstone scale and its comparison with Semantic Differential Scale
59
3.4.2.2.4. Comparisons between the different scaling methods
60
3.4.3 Conclusion
61
3.5 Summary and conclusions
61
Chapter 4: An Introduction of Survey Methodology
64
4.1 Introduction
64
4.2 The Concept of a Survey
64
4.2.1 The definition of a survey
64
4.2.2 The characteristics of a survey
65
4.2.3 The definition of survey methodology
68
4.2.4 Important survey sources
69
4.3 Types of Surveys
70
4.3.1 Categorised by method of data collection
70
4.3.2 Categorised by conducting organisation
76
4.3.3 Categorised by the time dimension
78
4.3.4 Categorised by other features
80
4.4 Brief History of Survey Methodology
82
4.4.1 The purpose of surveys
82
4.4.2 The development of sampling method
84
4.4.3 The improvement of survey question design
85
4.4.4 The expansion of data collection method
87
4.5 An overview of survey processes
89
4.6 Survey sampling
94
4.7 Summary
96
Chapter 5: Measurement and Assessment of Survey Quality
98
5.1 Introduction
98
5.2 Defining survey quality
98
5.2.1 An impossible perfect survey — the origin of survey errors
98
5.2.2 The concept of quality
100
5.2.3 The concept of survey quality
101
5.3 Measuring sources of errors in surveys
109
5.3.1 Sources of errors overview
109
5.3.2 The classification of sources of errors in surveys
111
5.4 Sampling error
113
5.4.1 Introduction
113
5.4.2 Measuring sampling error
114
5.4.3 Variance estimation methods
115
5.4.4 Computer software for variance estimation
116
5.4.5 Approaches to reporting sampling error
116
5.4.5.1 Direct estimates of sampling errors
116
5.4.5.2 Indirect estimates of sampling errors
117
5.5 Measurement error
117
5.5.1 Introduction
117
5.5.2 Sources of measurement error
120
5.5.2.1 Questionnaire effects
120
5.5.2.2 Data collection mode effects
123
5.5.2.3 Interviewer effects
124
5.5.2.4 Respondent effects
125
5.5.3 Approaches of quantifying measurement error
126
5.5.3.1 Randomised experiments
126
5.5.3.2 Cognitive research methods
126
5.5.3.3 Re-interview studies
127
5.5.3.4 Behaviour coding
127
5.5.3.5 Interviewer variance studies
127
5.5.3.6 Record check studies
128
5.6 Total survey error
128
5.6.1 Introduction
128
5.6.2 Measuring total survey error
129
5.6.2.1 Comparisons to independent sources
129
5.6.2.2 Quality profiles
130
5.6.2.3 Error models
130
5.6.2.4 The problems and obstacles
131
5.7 Summary
133
Chapter 6: Developing a Survey Quality Assessment Tool
134
6.1 Introduction
134
6.2 The problems with traditional measures of survey quality
135
6.3 The process approach
136
6.4 The survey process and its link to quality dimensions
137
6.4.1 The survey process redefined
137
6.4.2 Link survey processes to quality dimensions
139
6.5 Construction of quality criteria for the survey processes
140
6.5.1 Formulation
140
6.5.2 Sample frame
141
6.5.3 Instrument
142
6.5.4 Administration
143
6.5.5 Data entry and validity
144
6.5.6 Quality assurance
145
6.5.7 Report
145
6.5.8 Dissemination
146
6.6 Weighting the dimensions of surveys
146
6.6.1 The Delphi Method
147
6.6.2 Multiple Criteria Decision Making (MCDM) and the survey score tree model
148
6.6.3 Assigning weights to the survey quality dimensions
149
6.7 Implementing and improving survey quality
154
6.7.1 Investigation of the assessment tool
154
6.7.2 Rating the types of surveys
157
6.7.3 Future usage trends of survey methods
158
6.7.4 Six Sigma approach
160
6.8 Summary
162
Chapter 7: A Taxonomy for the Classification of Surveys
164
7.1 Introduction
164
7.2 Data Collection
164
7.3 Data Analyses
165
7.3.1 Database characteristics
166
7.3.2 Classification analysis
177
7.3.2.1 A radar plot of the dimensions
177
7.3.2.2 Cluster and factor analysis
178
7.3.2.2.1 Cluster analysis
178
7.3.2.2.2 Factor analysis
181
7.3.2.2.3 Combination of the cluster analysis and factor analysis
183
7.4 Summary
185
Chapter 8: Discussion and Conclusion
187
8.1 Introduction
187
8.2 Aims and achievements — the main findings of the study
187
8.3 How the survey assessment model may be used
191
8.4 Limitations of research
192
8.5 The contributions of the research
193
8.6 Future recommendations
194
8.6.1 Research recommendations
194
8.6.2 Recommendations for practitioners
195
References
196
Appendices
228
Appendix 3.1 The cover letter for the shape measurement
228
Appendix 3.2 The shapes with grids
229
Appendix 3.3 The shapes without grids
230
Appendix 3.4 Likert scale and Semantic Differential Scale test questionnaire
231
Appendix 3.5 Guttman scale and Semantic Differential Scale test questionnaire
232
Appendix 3.6 Thurstone scale and Semantic Differential Scale test questionnaire
233
Appendix 6.1 The cover letter for the survey quality assessment questionnaire
234
Appendix 6.2 Survey quality assessment questionnaire
235


List of Tables

[image: image1.emf]Table 3.1 Interactions between time, gender and grid ................................ ........... 44   Table 4.1 Dalenius’s prerequisites  for a  survey ................................ ..................... 67   Table 4.2 A comparison of survey data collection methods ................................ ... 75   Table 5.1 Summary of quality dimensions used by official statistics .................... 103   Table 5.2 Dimensions of survey quality ................................ ............................... 108   Table 6.1 Dimensions and subcategories used to assess surveys ...................... 152   Table 6.2 The assessment score choices for formulation ................................ .... 155   Table 6.3 The assessment score choices for instrument ................................ ..... 155   Table 6.4 Type of survey ranking in cost effectiveness ................................ ....... 157   Table 6.5 Type of survey ranking in reliability   and validity ................................ ... 158   Table 6.6 Future usage trends of survey methods ................................ ............... 158   Table 6.7 Future and dominant platform for the types of survey .......................... 159   Table 7.1 The information collected in the survey database ................................ 165   Table 7.2 The categorical variables by survey organisations .............................. 167   Table 7.3 Descriptive statistics of continuous variables by survey organisations 171   Table 7.4 Survey quality over the categorical variables ................................ ....... 174   Table 7.5 Correlation matrix for the continuous variables ................................ .... 177   Table 7.6 Eigenvalues and t otal variance explained  for two factors .................... 182   Table 7.7 Rotated component matrix for three factors ................................ ......... 183    



List of Figures

[image: image2.emf]  Figure 1.1 The flowchart of the organisation of the thesis ................................ ..... 12   Figure 2.1 Summary recommendations  for correcting measurement errors .......... 25   Figure 2.2 The relationship between reliabili ty and validity ................................ .... 31   Figure 3.1  Comparisons of standardised errors for shape ................................ ..... 42   Figure 3.2 GR&R study for shape measurement errors ................................ ......... 45   Figure 3.3 Comparisons of "skinfol d" mean body fat levels ................................ ... 49   Figure 3.4 Gauge R&R for body fat ................................ ................................ ....... 50   Figure 3.5 An example of a Thurstone Scale ................................ ......................... 54   Figure 3.6 An example of a Semantic Differential Scale ................................ ........ 56   Figure 3.7 An example of Likert Scale ................................ ................................ ... 57   Figure 4.1 Survey  process flow chart from Rasoft ................................ ................. 92   Figure 4.2 The six stages of a survey ................................ ................................ .... 93   Figure 5.1 The hierarchy of total survey error ................................ ...................... 113   Figure 6.1 Survey  process flow chart (self - drawn) ................................ ............... 139   Figure 6.2 Links between survey processes and quality dimensions ................... 140   Figure 6.3 Flow chart for Delphi method ................................ .............................. 147   Figure 6.4 Scoring tree of assessing survey quality ................................ ............. 149   Figure 6.5 Overall scores for the surveys examined ................................ ............ 156   Fig ure 6.6 Comparison of the component scores ................................ ................ 156   Figure 6.7 Deming Cycle ................................ ................................ ..................... 161   Figure 7.1 The quality of eight survey processes by survey organisations .......... 170   Figure 7.2 A r adar plot of the quality dimensions ................................ ................. 178   Figure 7.3 The response rate and number of questions for the clusters .............. 179   Figure 7.4 The level of cost and number of people involved for the clusters ....... 180   Figure 7.5 The administration of survey for the clusters ................................ ...... 181   Figure 7.6 Screeplot of factor analysis ................................ ................................ . 182   Figure 7.7 The boxplots of three factors versus the three clust ers ...................... 184   Figure 7.8 The survey quality over the three clusters ................................ .......... 185    



Chapter 1: Introduction 

1.1 The background and motivation 

As an important branch of applied statistics, survey research is a booming industry worldwide. Council of American Survey Research Organisations (CASRO) (2009) estimated the gross income of the industry in 2008 as follows:

· Global Survey Research: $18.9 billion 

· Europe : $8.3 billion 

From which, European Union (EU-27): $7.6 billion and UK: $2 billion

· North America : $7.4 billion 

From which, US: $6.7 billion 

· Asia/Pacific : $2.6 billion 

· Central/South America : $0.4 billion 

· Middle East/Africa : $0.2 billion 

The global market for survey work has continued to grow on a large scale in the last two decades and according to Biemer and Lyberg (2003) will keep on rising dramatically in the future. The application of survey methods has been expanded into almost every research area involving human activities such as social science, social work, psychology, education, political polling, public health, public administration, business administration, marketing, commerce, and industry administration etc. Furthermore in some of these areas especially public opinion, official statistics and marketing research, surveys have been become the dominant means to be employed in collecting statistical information. 

However, there are a number of problems from surveys which have been documented in the literatures as follows:
· There is often no clear purpose and scope (Groves, 1987; Van der Stede et al., 2005; Dillman and Smyth, 2007). In such cases the theory to test sometimes has not sufficiently been established; sometimes though the theory does have been constructed to test but it has not been fully formulated.

· Surveys such as student questionnaires are often considered unique, yet many could, if suitably coordinated, be part of a process which could collect large volumes of data (Johnston and O’Malley, 1985).
· Many surveys provide limited access and have no or little thought to other potential users. This is a particular constraint to the analysis and full exploitation of the surveys (Grudin, 1988; Sax et al., 2003).
· There are many examples of where work is compromised by needs to meet deadlines or by budgetary constraints (Groves, 2004a; Bamberger et al., 2006).
· In many cases there has been insufficient learning as often surveys are perceived as a means to an end and not a process (Livingstone, 2000).
· Often the questions and design do not allow precise enough measurement to answer the initial questions (Bradburn et al., 1979; Fowler, 1995).

Conducting a survey either at an international, national or regional level, even for a single research project, involves every stage of survey process from inception, to design, construction, execution, analysis and dissemination. This is a complex and comprehensive process which usually costs a large amount of money, needs a long period of time and involves a number of people (mainly interviewers and interviewees). Therefore ensuring survey quality is of paramount importance. A good quality survey can result in high quality data, an appropriate analysis and a good report; whereas a bad quality survey may lead to low quality data, an inappropriate analysis and a poor report, hence resources such as money, manpower, and time are wasted. 
For example, the Scottish Household Survey in 2005 (Scottish Executive, 2007) annually cost  about £1.5 million, employed around 150 people, face-to-face interviewed about 15,000 households, and cost £100 approximately per respondent. Even a survey for a PhD such as the Bangladesh Rural Fertility Survey (Gayen, 2004) expended in excess of £25,000, to conduct  face-to-face interviews of 725 households, with a cost of approximately £35 per respondent.

Ensuring survey quality is mainly about collecting good quality data, which plays a vital role in supplying objective information for the problems under study so that some analytical understanding of the problems and thus solutions can be obtained. Making decisions about policy or strategy on the basis of poor quality data is risky and may lead to disastrous results, as the situation may be distorted and hence all subsequent analyses and decision making will rest on unreliable data. 
There are a variety of guidelines and methods available for measuring and assessing survey quality around the world; but they are all based on qualitative description, are not easy to implement and follow in practice and it is very difficult to make comparisons between survey to survey. Hence there is a theoretical and pragmatic demand to develop a mainly quantitative based survey assessment tool. The proposed research attempts to meet this need and make contributions to the assessment and improvement of survey quality. 
1.2 Measurement issues in survey research

Survey research can be considered as the application of the measurement theory in social sciences. Designing a survey is actually devising a social measurement instrument, and the survey information collection process is essentially a measurement procedure in nature. Measurement errors contribute proportions to a major part of survey total error. Therefore measurement theory is of enormous importance to survey research methods; studying and understanding the measurement principles should lead to substantial contributions to the improvement of survey quality.

1.2.1 Importance of measurement in social statistics 

The importance of measurement in social statistics cannot be overstated. The measuring instrument that is being used in social research should reliably measure the construct of interest. How well a construct is measured is essential in so many different ways. If the measures used in a study that is being carried out are problematic, as a result the findings will be unreliable; the research paper is not going to be published in a scientific journal. Measurement is an integral part of the research process. Knowledge about measurement — how to correctly assess constructs, how to critically examine others’ use of measures, and how to be a smart consumer of published tests — is an important skill of a social scientist. 

Measurement theory deals with the link and gap between the measurements obtained and the construct being measured. The mathematical theory of measurement is elaborated by a number of researchers from the seventies to eighties in the last century (Krantz et al., 1971; Suppes et al., 1989; Luce et al., 1990). It was popularised in psychology by Stevens, who originated the idea of levels of measurement (Stevens, 1946; 1951; 1959; 1968). In these articles he claimed that all measurement in science was conducted using four different types of scales that he called "nominal", "ordinal", "interval" and "ratio".

The reason for the review of this topic is that the appropriate statistical procedure to use in any data set depends on the level of measurement used. This topic can create a great deal of confusion in social research. The different levels of measurement have different degrees of usefulness in social statistics. Ratio measurements have both a meaningful zero value and the distances between different measurements defined; they provide the greatest flexibility in statistical methods that can be used for analysing the data. Interval measurements have meaningful distances between measurements defined, but the zero value is arbitrary. Ordinal measurements have imprecise differences between consecutive values, but have a meaningful order to those values. Nominal measurements have no meaningful rank order among values.

Since variables conforming only to nominal or ordinal measurements cannot be reasonably measured numerically, sometimes they are collectively called as qualitative or categorical variables, whereas ratio and interval measurements are grouped together as quantitative or continuous variables due to their numerical nature. Corresponding to this, interval and ratio data are often referred to as parametric (given the sample size is large enough and the data follows a normal distribution) and nominal and ordinal data are referred to as nonparametric. 
There are many assessment devices within the social sciences (for example, intelligence scales) as well as Likert-type scales which represent ordinal data but are often treated as if they are interval data. For example, the "average" amount of pain that a person reports on a Likert-type scale over the course of a day would be computed by adding the reported pain levels taken over the course of the day and dividing by the number of times the question was answered. Theoretically, these should represent ordinal data. However, practically, they are usually regarded as if they represent parametric (interval or ratio) data. This opens up the possibility for use of parametric statistical techniques with these data and the benefits associated with the use of techniques.

1.2.2 Measurement problems in social sciences
Those researchers in the social sciences are often envious of the precision with which physical scientists are able to measure their constructs. There is little debate about measurement of the temperature, speed, height and weight. The instruments that have been designed to measure such constructs have been built to be reliable and are usually calibrated on a regular basis to ensure the accuracy of the values that they produce. The primary standards of units to be used in the measurement have been set up and globally acceptable. As long as the individual using the instrument knows how to use it and knows how to interpret the values, there are very few problems in measurement. However, there is no such accurate instrument available and very few international and/or national standards for the measurement are established in social sciences (Duncan, 1984).
Social scientists often cope with vague constructs such as leadership, intelligence, personality, creativity, depression, anxiety, and so forth. There are two problems in the measurement process for these kinds of social constructs. One is that there is no universally accepted conceptual definition for the construct to be measured; another is that there is no generally agreed measuring instrument and standard to be used to measure it. Therefore defining the target construct to be measured on one hand and precise describing of how that construct can be measured and accurately represented on the other, are the two hurdles must be confronted by social scientists. There are two stages need apply to this — creating items and obtaining responses to those items. Thus, Schwartz (1997) stated that “measurement in the social sciences is in a rocky road from questions to answers”.

The measurement of social constructs is usually complex, multidimensional and/or directly unobservable, such as quality of life, gross national happiness, people’s general wellbeing etc. It is often difficult to achieve consensus on their conceptualisation from a variety of disciplines and researchers. These make it complicated and difficult to operationalise the definition accordingly. Sometimes multiple operational processes and indirect latent and multiple indicator approaches are required even for a single concept. However in practice, it is very hard to design this kind of device or instrument and even if it could be devised but often criticised vaguely and/or invalidly (Campbell and Overman, 1988).

In addition, social instrument (such as the door-to-door interview or multiple-item attitude tests) is often given to measure a large number of theoretically independent variables. In this situation, where two measures are drawn from the same instrument, part of the observed relationship is probably compounded with something irrelevant. These are regarded as some of the great weaknesses in social definitional operationism (Campbell and Overman, 1988). 
Relatively few of those who have approached thoughtfully the issue of social measurement subscribe to classical measurement theory. A great deal of social measurement is non-metric, and uses the assignment of numbers to qualities of an object of study. In terms of Stevens's four levels of measurement (Stevens, 1946), “much social measurement is of a nominal or ordinal kind, lacking the properties of interval and ratio measurement”. This creates difficulties for the more advanced statistical techniques to be used in analysing the data collected.
In order to address the problems in social measurement, the classification of measurement in social research needs to be improved. What is needed is more systematic attention to the processes involved in social classification in order to tackle some of the inconsistencies and inadequacies that result from the plethora of social measures in use, and to reduce the gap between the theoretical and empirical planes in empirical social inquiry. A great deal of evidence about these issues is present in social survey design.
1.2.3 Measurement and survey design

Survey or questionnaire design defines the fixed properties of the data collection over all possible implementations within a fixed measurement environment. The most important decision to be made concerns what information needs to be collected and why. This process can be initiated by asking a few simple questions: "What opinions or likely behaviours do you want to know about?" In social science jargon this is called the dependent variable. "What do you think are the causes?" These are the independent variables. The answers will provide some important foundations for the survey's content.

A "conceptual framework", therefore, is created that should act as the blueprint for the entire project. At any point in the project, one should be able to gauge whether what is being done is helping to measure an element identified in this framework. In this stage, survey design should be perceived as a series of processes. In the process of operationalisation, the goal is to begin formulating a structured questionnaire by designing specific questions to measure the "real world" existence of the phenomena or attitude in the conceptual framework. 

Ideally, several questions should be considered to measure each key concept. One single question can often be an unreliable indicator of people's attitudes in that area. The ultimate purpose is to be able to average the responses to all the questions about a concept to provide a valid and reliable aggregate measure or index of the concept. The series of questions should not simply measure the same exact thing, but tap various dimensions or elements of the measured concept. Converting concepts into valid, reliable questions that measure exactly what they are intended to measure requires much thought and careful phrasing. The primary aim of survey design is to minimise the gap between the theoretical concept and observable measure and maximise the link between the constructs and their measurable data.
Conclusions drawn from analysing survey data are only acceptable to the degree to which they are determined to be valid.  Researchers often use their own definition when it comes to what is considered valid. Validity and reliability make the difference between “good” and “bad” research reports. Quality research depends on a commitment to testing and increasing the validity as well as the reliability of the research results.

One form of validity is called "Face Validity". This is concerned with whether the question wording says what it is intended to say. Another form is called "Construct Validity". This is when responses to the question, or series of questions, seem to correlate internally with one another, or with other questions that measure things that one would expect to be related to the construct to be measured. In addition, all types of research have to deal with problems of both internal and external validity. Internal validity is the ability of the research design to provide support for claims about the presence of a relationship between the independent and dependent variable. External validity is the generalisability of the results to non-research or “real world” settings.

"Reliability" refers to the extent that the questions would yield the same responses from one sample to the next, at any given point in time under the identical conditions. Various types of statistical tests exist to help assess the extent of construct validity and reliability.

A defining property of social surveys is that answers to questions are used as measures. Designing a question for a survey instrument is actually designing a measure. Therefore the principles in measurement theory are all applicable in the entire process of survey design in order to obtain accurate and precise data. Understanding of the nature and process of measurement in considerable depth can lead to better construction of questionnaire items, measures, and methods. Reducing measurement error through better design of questions is the one of the most effective and the least costly ways to improve survey estimates.

1.2.4 Measurement errors affecting survey quality

Since an accurate measurement is crucial in many fields and all measurements are necessarily approximations, a great deal of effort must be taken to make measurements as precise as possible. By using a survey instrument to measure a social domain, it is impossible to have any completely error-free estimates. A survey inevitably introduces some types of errors in the process of the data collection, mainly because the majority of social realms are difficult to measure due to the complex, multidimensional and directly unobservable features in this research area. For this reason making accurate measurements in social surveys has to go that extra mile in comparison to many other fields in the natural world.
Measurements in surveys are a means of gathering information and data about the theoretical concepts or constructs. The measurement process is the most complex and major source of non-sampling error in surveys. Measurement error is often characterised as the difference between the observed value of a variable and the true, but unobserved, value of that variable or the observational gap between the ideal measurement and the response obtained. Measurement error refers to both variance and bias, where variance is the random variation in measurements due to unreliability or imprecision, and bias is a systematic error which affects all measurements in the same direction as a result of invalidity or inaccuracy. Therefore every measured value in a survey equals the actual value plus chance error and bias.
Measurement error comes from four primary sources in survey data collection and the interactions between them: the questionnaire, as the official presentation or request for information; the data collection method, as the way in which the request for information is made; the interviewer, as the deliverer of the questions; and the respondent, as the recipient of the request for information. These sources comprise the entirety of data collection, and each source can introduce error into the measurement process. For example, measurement error may occur in respondents’ answers to survey questions, including misunderstanding the meaning of the question, failing to recall the information accurately, and failing to construct the response correctly (e.g., by summing the components of an amount incorrectly). Measurement errors are often hidden in the data and are only revealed when the measurement process is repeated or responses are compared to a gold standard (i.e., error-free measurements). As a result of the compounded interrelationships among the components of measurement error, the effect on the response of a particular error source can be quite unpredictable and make measurement errors the most difficult errors to enumerate and control. This usually requires special, expensive studies since interactions of an error source with other sources of error can alter its influence on the response process and make measurement error one of the largest potential sources of error in survey. By studying the nature and process of measurement, the measurement error in surveys can definitely be better understood, quantified and minimised.
1.3 Aim and objectives

The aim of the proposed research is to develop a mainly quantitative based statistical tool to measure and assess the quality of a survey, which can be used in a diagnostic manner to improve survey quality.

In order to address the research problem in an organised and systematic manner, the following research objectives have been formulated:
· Understand measurement theory and  know what measurement is and how things are measured; 

· Investigate the types of measurement errors associated with statistical measurement procedures through experiments;
· Identify concepts, guidelines and methods available of measuring and assessing survey quality;
· Assemble a quantitative based statistical holistic tool to measure and assess survey quality;
· Determine weights and subweights for the assessment tool using Multi-Criteria Decision-Making (MCDM) and survey questionnaire methods;
· Develop methodology for survey quality improvement using the assessment tool through a classification of surveys based on the collected survey database.

1.4 Research methodology 

According to Cooper and Schindler (2003), a research methodology consists of a set of methods for acquiring, defining, classifying and verifying knowledge. Four research methods were used in this study: 
· Literature review: A critical analysis of literatures was conducted. The results of this critical literature analysis are reported throughout the thesis. However, the comprehensive introductions about measurement theory, survey methodology and methods of measuring and assessing survey quality are in chapters 2, 4 and 5 respectively.
· Experimental studies: In order to identify the sources of measurement errors and assess the measurement rating scales, three experimental error studies were carried out (Chapter 3).
· Empirical research: A questionnaire was sent out to the members of European Survey Research Association to construct the weights and subweights and achieve consensus amongst them for hierarchic criteria in the survey quality assessment tool. The development, implementation and results of the questionnaire are outlined in Chapter 6. In addition, Deming Cycle (PDCA), Multi-Criteria Decision-Making (MCDM) and Delphi methods are applied in the process of developing, refining and implementing the survey quality assessment tool. 
· The database collection and analysis: A database was constructed to include various measures of a survey such as survey population, method of data collection, response rate, average question length, number of questions and respondents, cost and frequency of the survey, then analyse the data using the assessment tool (Chapter 7). 
1.5 Organisation of the thesis 

The thesis is organised as follows (see Figure 1.1). This chapter provides a brief introduction about the background information and motivation of the research topic, measurement issues in surveys, research aims and objectives, the research methods to be used and an outline structure of the dissertation.
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Figure 1.1 The flowchart of the organisation of the thesis

The second chapter is a literature review of the measurement theory. This chapter introduces the main issues for the theory of measurement: the concept, level, importance, types, difficulties and accuracy of measurement. 

In Chapter 3, three experimental measurement studies are carried out to investigate how things are measured and where the measurement errors happen. The first experiment is about physical shape measurement; the second experiment is about skinfold (body fat) measurement and the final is about attitude measurement using four popular social measuring scales. 
The fourth chapter is an overview of survey methods. The chapter begins with the definition of a survey; followed by describing some types of surveys typically encountered in practice today; then the treatment of surveys concludes with a short history of the evolution of survey methodology and a brief explanation of the processes of a survey, and finally it is introduced that the survey sampling strategies most widely used by the survey practitioners.

The measurement and assessment of survey quality is outlined in Chapter 5. This includes the concepts and dimensions of survey quality, different criteria used and various approaches to measure and assess survey quality. 

Introduced in the sixth chapter is the construction and development of the survey quality assessment tool. A mainly quantitative based statistical hierarchical model to effectively measure and holistically assess the quality of a survey is proposed. It is also included with a discussion as to how the approach of Six Sigma can be used in the implementation of the developed assessment tool to improve survey quality.
The seventh chapter is devoted to analysing a self-collected survey database using the established assessment model. Recommendations are made as to how a systematic approach can be taken to improve survey quality and effectiveness.

Presented in the final chapter is the discussion and conclusion. As well as presenting a summary of the findings from the analyses, the conclusions, the main contributions to knowledge and limitations of the study are discussed and recommendations for the future research are given.
Chapter 2: An Introduction of Measurement Theory

2.1 An overview

The fundamental idea of measurement theory is that measurements are not the same as the attribute being measured. Hence, the nature of the correspondence between the attribute and the measurements must be taken into account when drawing conclusions about the attribute (Krantz et al., 1971; Suppes et al., 1989; Luce et al., 1990; Sarle, 1995). There is no clear boundary between measurement theory and statistical theory; for example, a Rasch model is both a measurement model and a statistical model (Godin, 2005). Measurement theory shows that strong assumptions are required for certain statistics to provide meaningful information about reality. Measurement theory encourages people to think about the meaning of their data. It encourages critical assessment of the assumptions behind the analysis. It encourages responsible real-world data analysis. It seems though in social sciences all too often this is not recognised and results from, for example, a survey are taken as valid measurements. 
2.1.1 Definitions of measurement

Measurement is the determination of the size or magnitude of something. It was primarily developed in physical sciences to count number of units in real-world objects such as weight, height, length, time, volume etc, through direct observation with a physical instrument, for instance, a ruler, balance and watch etc. It was later expanded to virtually all domains of human knowledge and discourse in social sciences to quantify almost anything imaginable and/or intangible. For example, people’s attitudes, opinions, abstract ideas and something more complicated such as quality of life, degree of uncertainty, Index of consumer confidence and index of human development etc can be measured using carefully designed survey questionnaires or other statistical instruments (Barry, 1993). 

Measurement of a particular attribute of a set of items is the process of assigning numbers or other symbols to the objects in such a way that relationships of the numbers or symbols reflect relationships of the attribute being measured. A particular way of assigning numbers or symbols to measure something is called a scale of measurement (Stevens, 1946). There are a number of definitions for measurement as follows.

· Newton mentioned that “by number we understand not so much a multitude of unities, as the abstracted ratio of any quantity to another quantity of the same kind, which we take for unity” (Woelfel and Stoyanoff, 2006).

· Stevens (1946) defines measurement as a set of consistent rules for assigning numbers to things.
· The Nobel Prize winner Shockley (1956) famously stated that  "A measurement is a comparison to a standard". 

· Ellis (1960) regards measurement as the means by which mathematics is applied to the study of physical phenomena.

· Piotrowski (1992) describes measurement as "quantitative observation". 
· In the Macmillan English Dictionary, measurement is defined as the exact size, degree, strength etc of something, usually expressed in numbers of standard units (Rundell and Fox, 2002). 
· According to Hand (2004a), measurement is the quantification process of assigning numbers to represent the magnitude of attributes of a system under study or to be described.       
Ferris (2004) reviews existing definitions for the concept of measurement presented by many scholars in metrology (Campbell, 1957; Kavalerov et al., 1962; Feinstein, 1971; 1975a; 1975b; Sydenham, 1976; Finkelstein, 1982; Finkelstein and Leaning, 1984; Finkelstein, 2003) and proposes a new definition of measurement — "measurement is an empirical process, using an instrument, effecting a rigorous and objective mapping of an observation into a category in a model of the observable that meaningfully distinguishes the manifestation from other possible and distinguishable manifestations". 
This definition is synthesised in the light of the more recent developments in the conceptualisation of measurement. Differing from the majority of definitions listed earlier, it considers measurement from the perspective of the descriptive power of measurement in relation to the matter observed, emphasising in particular that measurement results locate the observed in relation to the observer’s understanding of the observed. This contrasts with the majority of the above definitions of measurement that regard measurement in a narrower way as the instrumented mapping of a reality onto a scale.

2.1.2 Four levels of measurement

The levels of measurement or scales of measure refer to the relationship among the values that are assigned to the attributes for a variable (Borgatta and Bohrnstedt, 1980). Knowing the level of measurement helps deciding how to interpret the data from that variable and what statistical analysis is appropriate on the values that were assigned (Zumbo and Zimmerman, 1993). For more than 50 years, science has used the Stevens (1946; 1951; 1959; 1968) typology of measurement levels. There are three things to remember about this typology: (1) anything that can be measured falls into one of the four types; (2) the higher the type, the more precision in measurement; and (3) every level up contains all the properties of the previous level. The four levels of measurement, from highest to lowest, are:
· Ratio  

· Interval 

· Ordinal 

· Nominal

The nominal level of measurement describes variables that are categorical in nature. At this level symbols (e.g. words, letters and numbers etc) are assigned to a set of categories for the purpose of naming, labelling, or simply classifying the observations. Variables assessed on a nominal scale are called categorical variables and therefore the data produced are categorical data. If there are a limited number of distinct categories (usually only two), then it is a discrete variable. Nominal scales embody the lowest level of measurement. 
Gender, race, handedness and religion are examples of variables measured on a nominal scale. The essential point about nominal scales is that they do not imply any ordering among the responses. For example, when classifying people according to their genders, the numbers 1 and 2 or 1 and 0 can be used with 1 representing females and 2 or 0 representing males or vice versa. The numbers are used only for convenience, letters “F” or “f” and “M” or “m”, or the words "females" and "males" could be equally used. Though numbers are often preferred because text takes longer to type out and takes up more space, but they do not imply anything about the magnitude or quantitative difference between the categories. The central tendency of a nominal attribute is given by its mode; neither the mean nor the median can be defined in this level.
   

The ordinal level of measurement describes variables that can be ordered or ranked in some order of importance. It describes most judgments about things, such as big or small, strong or weak. Most opinion and attitude scales or indexes in the social sciences are ordinal in nature. A problem with this level of measurement is that there is usually a great deal of subjectivity involved in the process of scaling. A classic example of an ordinal scale is the scale of hardness of minerals. Other instances are found among scales of intelligence, grade or quality of leather, grades for academic performance, blood sedimentation rate as a measure of intensity of pathology etc.
    

The interval level of measurement describes variables that have more or less equal intervals, or meaningful distances between their ranks. This is a scale which represents quantity and has equal units but for which zero represents simply an additional point of measurement. The Fahrenheit scale is a clear example of the interval scale of measurement. Thus, 60 degree Fahrenheit or -10 degrees Fahrenheit are interval data. Measurement of sea level is another example of an interval scale. With each of these scales there is a direct, measurable quantity with equality of units. In addition, zero does not represent the absolute lowest value. Rather, it is a point on the scale with numbers both above and below it (for example, ±10 degrees Fahrenheit).    

The ratio level of measurement describes variables that have equal intervals and a fixed zero (or reference) point. It is possible to have zero income, zero education, and no involvement in crime, but rarely can it be seen that ratio level variables in social science since it's almost impossible to have zero attitudes on things, although "not at all", "seldom", and "often" might qualify as ratio level measurement.

    

Advanced statistics require at least interval level measurement, so most researchers always strive for this level, accepting ordinal level (which is the most common) only when they have to. Variables should be conceptually and operationally defined with levels of measurement in mind since it's going to affect how well data can be analysed.

2.1.3 Importance of measurement

Measurement is in central position to the modern world of life. Nowadays people live in the world full of measurement — weight, length, speed, temperature, intelligence, income, GDP, quality of life, etc… they reflect and define a reality around everybody.
· Food and raw materials are bought by weight or size.
· Water, electricity and heat are metered. 

· Health care relies upon medicine dosages or samples analysed.
· Law and order have measured tolerances from speed of vehicles to finger print recognition.
· One’s safety relies upon setting smoke alarms at the appropriate level or being able to see or read a safety sign. 

· The environment is constantly monitored from air quality to weather conditions.
It is almost impossible to describe anything accurately or spend a day without the use of measurement. Measurements range from huge, an astronomer measuring the distance of stars to tiny, a nanotechnology scientist detecting particles. They range from the oldest measurement of length and weight, used to build the pyramids, to the latest measurement of a single photon that may revolutionise computer technology in the future.

Lord Kelvin (1824–1907) the famous British scientist who developed the temperature scale, named in his honour, once said:
"To measure is to know." and "In physical science the first essential step in the direction of learning any subject is to find principles of numerical reckoning and practicable methods for measuring some quality connected with it. I often say that when you can measure what you are speaking about, and express it in numbers, you know something about it; but when you cannot measure it, when you cannot express it in numbers, your knowledge is of a meagre and unsatisfactory kind; it may be the beginning of knowledge, but you have scarcely in your thoughts advanced to the state of science, whatever the matter may be." (Kelvin, 1883)
“It is a capital mistake to theorise before one has data. Insensibly one begins to twist facts to suit theories, instead of theories to suit facts.” (Doyle et al., 2000)
Measurement is essential in scientific research. It includes the process of collecting data which can be used to make claims about learning. Measurement is also used to evaluate the effectiveness of a program or product.  “You can’t manage what you can’t measure” (Drucker, 1993). Without measurement there is no control. Exact and reliable measurement plays an important role in the foundation of science. Perception and reality sometimes may be miles apart. Ensuring accurate measurements at each milepost can help to shorten the distance and keep the project and results on the right track. Science is all about observing and experimenting; a way is needed to add relevance to those observations and experiments so that measurements can be used to collect and express research results, without which it would not be possible to make any conclusions about almost anything. Given its enormous importance, not enough attention has been notified to it in social sciences.

2.1.4 Types of measurements 

2.1.4.1 Representational measurement and pragmatic measurement

“Representational” and “pragmatic” are two fundamental aspects of measurement procedures. Their difference depends on the degree of representation of the empirical reality of the world. The representational aspect places constraints on the number which can be used, based on relationships within the empirical system being studied.  Although the pragmatic aspect also places constraints on the number which can be used, these constraints are chosen for reasons of convenience or practicality (Krantz et al., 1971; Suppes et al., 1989; Luce et al., 1990; Niederée, 1994). 

The representational approach to measurement seeks to establish a mapping from the objects, via the equivalence classes to which they belong, to a number system in such a way that the relationships between objects are matched by relationships between numbers. These numbers form the values of a variable. In order to establish such a mapping the properties need to be described which the empirical system must satisfy (Hand, 2004).

The pragmatic aspect of measurement refers to choices which must be made by the person who is making the measurement (or developing the measuring system or instrument) which are not dictated by the empirical system being represented. It defines the variable being measured. Instead of beginning with the empirical system, and noting relationships between objects which must be preserved by the relationships between the representing numbers, pragmatic measurement identifies which aspects of the empirical system one wishes to contribute to a high measured value. The essence of a pragmatic model is that the definition is chosen to have some practical purpose (Hand, 2004).
2.1.4.2 Direct measurement and indirect measurement

Direct measurement involves the assignment of numbers to objects so that the relationships between the numbers represent the relationships between the objects in terms of a single attribute (the representational case) or so that the numbers define the scale on which the attribute is to be measured (the pragmatic case) (Ellis, 1960; Suppes and Zinnes, 1962; Krantz et al., 1971; Hand, 2004).
Indirect measurement determines which numbers to assign on the basis of the postulated relationships between the variable to be measured and others which can be observed directly. In indirect models the variables which are measured, and which are combined in some way to yield the measure of the target concept, are called observable or manifest variables (Zemel'man, 1976; Rabinovich, 1999).
Generally speaking, direct measurement corresponds to simple models and indirect measurement to more complicated models. It is important to note that the notions of direct and indirect measurement relate to the measurement scales to be used and not to the concepts to be measured.
2.1.5 Measurement errors


Measurement error is the variation between measurements of the same quantity on the same individual. Any measurement made with a measuring device is approximate.  If the same object is measured at two different times, the two measurements may not be exactly the same.  The difference between two measurements is called a variation in the measurements. Another word for this variation — or uncertainty in measurement — is "error."  This "error" is not the same as a "mistake."  It does not mean that the answer is wrong.  The error in measurement is a mathematical way to show the uncertainty or variation in the measurement (Bland and Altman, 1996a; Dunn, 1997; Atkinson and Nevill, 1998; Rabinovich, 1999; Viswanathan, 2005). 

The simplest statistical model for a series of measurements of physical attributes such as weights or densities has the following form:

                                Xij = ti + eij
In this model, Xij represents the jth measurement on ith object (i = 1, 2, …, n; j = 1, 2, …, p), ti is the true value for object i, and eij is the measure error associated with Xij.
Since normally the true value of the quantity is unknown, the validity and reliability of the obtained measurements have to be estimated in some way. That is, some measures of the error or uncertainty in the measurements are required to assess the accuracy and precision, or the quality of measurements. Therefore, understanding and quantifying measurement error is very important. 
2.1.5.1 Random error and systematic error

The true score theory described above is a good simple model for measurement, but it may not always be an accurate reflection of reality. In particular, it assumes that any observation is composed of the true value plus some random error value. But is that reasonable? What if all error is not random? Is it possible that some errors are systematic, that they hold across most or all of the members of a group? One way to deal with this notion is to revise the simple true score model by dividing the error component into two subcomponents, random error and systematic error. Hence, the differences between these two types of errors can be viewed to diagnose their effects on research (Fornell and Larcker, 1981; Phillips, 1981; Houston, 1983; Atkinson and Nevill, 1998; Wolf et al., 2005).

2.1.5.1.1 Random error

Random error is caused by any factors that randomly affect measurement of the variable across the sample. For instance, each person's mood can inflate or deflate their performance on any occasion. If mood affects their performance on the measurement, it may artificially inflate the observed scores for some of them and artificially deflate them for others. The important thing about random error is that it does not have any consistent effects across the entire sample. Instead, it pushes observed scores up or down randomly. This means that all of the random errors in a distribution would have approximately to sum to 0 — there would be roughly on average as many negative errors as positive ones. The important property of random error is that it adds variability to the data but does not affect average performance for the group. Because of this, random error is sometimes considered as the “noise” in the data (Atkinson and Nevill, 1998; Wolf et al., 2005).
2.1.5.1.2 Systematic error

 

Systematic error is caused by any factors that systematically affect measurement of the variable across the sample. For example, if there is loud traffic going by just outside of a classroom where students are taking a test, this noise is liable to affect all of the children's scores — in this case, systematically lowering them. Unlike random error, systematic errors tend to be consistently either positive or negative — because of this, systematic error is sometimes considered to be bias in measurement (Atkinson and Nevill, 1998; Wolf et al., 2005). 

2.1.5.2 Reducing and correcting measurement errors
Hunter and Schmidt (2004) argue that there are no “perfect” studies; in practice, all primary studies suffer from both sampling error and unreliable measures. In addition to sampling and measurement error, many studies also include restricted ranges on measures due to biased design, problems with construct validity, and errors in recording data. They provide the most comprehensive treatment of methods for correcting error and bias using meta-analysis. Meta-analysis is a statistical technique in which the results of numerous studies are mathematically combined in order to improve the reliable of the results (Cooper et al., 2009). According to Hunter and Schmidt (2004), a meta-analysis in their tradition consists of three broad steps: (a) identifying and gathering information about the artifacts that attenuate the effect sizes in the set of studies under review, (b) correcting studies either individually or collectively for the errors and biases, and (c) obtaining an estimate from all the studies that represent the true relationships among important constructs measured without error.

According to Schmidt and Hunter (1996), it becomes more important to eliminate biases in data caused by measurement error. Both failure to correct for biases induced by measurement error and improper corrections can lead to erroneous conclusions that retard progress toward cumulative knowledge. Corrections for attenuation due to measurement error are common in the literature today and are becoming more common, yet errors are frequently made in this process. They use realistic research scenarios (cases) to illustrate and explain appropriate and inappropriate instances of correction for measurement error in commonly occurring research situations. 

Accurate empirical tests of theories and hypotheses are not possible unless the inevitable biases induced into data by measurement error are controlled for. Yet despite 90 years of recommendations from measurement theory and methodology, some still do not control for these biases in their research. Schmidt and Hunter (1999) present simple and direct demonstrations showing why basic measurement principles require that biases in data created by measurement error can be removed and refutes commonly heard objections to the corrections for these biases. They also show how different types of reliability estimates assess and calibrate different error processes and types of measurement error, leading directly to conclusions about which types of reliability estimates are appropriate for measurement error corrections in different research settings. Failure to control for biases induced by measurement error has retarded the development of cumulative research knowledge. 

Viswanathan (2005) gives the most comprehensive recommendations for correcting measurement error including random and systematic error at five different levels: item, measure, administration, data analysis and construct as it showed in Figure 2.1.
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Figure 2.1 Summary recommendations for correcting measurement errors
To summarise the guidelines proposed by a number of researchers (Stefanski, 1989; Burdorf, 1995; Viswanathan, 2005) for reducing and correcting measurement errors, the first important thing to do is the pilot testing the instruments, getting feedback from the respondents regarding how easy or hard the measure was and information about how the testing environment affected their performance. Second, if gathering measures involves people in the data collection (as interviewers or observers), they should be trained thoroughly so that they aren't inadvertently introducing error. Third, the data being collected should be double-checked thoroughly. This means that the data should be entered twice, the second time having the data entry machine check that the exact same data are typed as it was done the first time. Fourth, statistical procedures can be used to adjust for measurement error. These range from rather simple formulas applied directly to the data to very complex modelling procedures for modelling the error and its effects. Finally, one of the best things that can be done to deal with measurement errors, especially systematic errors, is to use multiple measures of the same construct. Especially if the different measures don't share the same systematic errors, triangulation across the multiple measures can be conducted and a more accurate sense of what's going on can be figured out. 

2.1.5.3 Repeatability and reproducibility

According to Montgomery (2005), it is possible to design measurement system capability studies to investigate two components of measurement error, commonly called the "repeatability" and the "reproducibility" of the gauge. Reproducibility can be defined as the variability due to different operators using the gauge (or different time periods, or different environments, or in general, different conditions) and repeatability as reflecting the basic inherent precision of the gauge itself i.e. same operator, environment or conditions etc. That is, 
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Repeatability, or more precisely, repeatability standard deviation, is the square root of the variance of the measurement errors. It is regarded as the index of precision when the replications of the measurements are made under as near as possible identical conditions.

Reproducibility, or more accurately expressed, reproducibility standard deviation (or, equivalently, the reproducibility variance or reproducibility coefficient of variation), is defined as the index of precision under the conditions where test results are obtained with the same method on the identical test items in different labs, with different operators using different equipment etc.

Repeatability and reproducibility studies are often used in the assessment of many measurement systems, such as experiments in physics, engineering, chemistry, medical sciences usually clinical trials and process quality control (called Gage R&R studies) at manufacturing environment etc (Burdick et al., 1987; Montgomery and Runger, 1993; Holli et al., 1999; Tilt and Hamilton, 1999; KarinTrollsås and Angmar-Månsson, 2002; Barrentine, 2003; Billis et al., 2003; De Mast and Trip, 2005). Social researchers believe that they have more difficult measurement problems because of the conceptual issues and there are more similarities between the measurement problems of the social and physical settings than differences (Bailar, 1985; Kidder et al., 1986; Payne and Jones, 1987).  Therefore a substantial amount of social research has been carried out to apply repeatability and reproducibility method to assess the retest reliability of the measurement instruments in their survey questionnaires (Brunekreef et al., 1992; Livneh, 1994; Brogger et al., 2002; Ikin et al., 2002; Powell et al., 2002; Strippoli et al., 2007) 

The commonly used methods for computing repeatability and reproducibility in social investigations are Cohen’s kappa (k) coefficients for categorical dichotomous variables and intra-class correlation coefficients (ICC) for ordinal and quantitative numerical variables (Bruton et al., 2000; Plant, 2007). To assess repeatability, the agreement should be observed between two assessments made on two different occasions with the same respondents using the same survey questions; and to assess reproducibility, the agreement should be obtained between two assessments made on two different occasions with the different participants (interviewees) and/or conductors (interviewers) using the same survey questions.

Cohen’s kappa (k) coefficients introduced by a US statistician and psychologist Jacob Cohen (1960), are statistical measures of inter-rater agreement for qualitative (categorical) items. It is generally thought to be a more robust measure than a simple percentage agreement calculation since k takes into account the agreement occurring by chance. For this reason, it is today the standard tool for the analysis of agreement on a binary outcome between two observers or two methods of measurement (Vach, 2005). Landis and Koch (1977) suggest that k coefficients < 0.4 indicate poor agreement, values of 0.40–0.60 moderate agreement, 0.61–0.80 good agreement and > 0.8 excellent agreement.

The intra-class correlation coefficient (ICC) originally proposed by Ronald Fisher (1954) and developed by Donner and Koval (1980), Stanish and Taylor (1983), is a descriptive statistic that can be used when quantitative measurements are made on units that are organised into groups. It describes how strongly units in the same group resemble each other. It is a single index calculated using variance estimates obtained through the partitioning of total variance into between and within subject variance (known as analysis of variance or ANOVA) (Davies and Fleiss, 1982). It thus reflects both degree of consistency and agreement among ratings. As with other reliability coefficients, there is no standard acceptable level of reliability using the ICC. It will range from 0 to 1, with values closer to one representing the higher reliability. Chinn (1991) recommends that any measure should have an intra-class correlation coefficient of at least 0.6 to be useful.

2.1.6 Difficulties of measurement
Measurement of many quantities is very difficult and prone to large error. Part of the difficulty is due to uncertainty, and part of it is due to the limited time and budget available in which to make the measurement. 
Examples of things that are very difficult to measure in some respects and for some purposes include social related items such as a person's knowledge, feelings and emotions, or beliefs and senses etc.  A major problem in social science is that the research interacts with the subject and this may well cause distortions.

Even for physical quantities gaining accurate measurement can be difficult. It is not possible to be exact; instead, repeated measurements will vary due to various factors affecting the quantity such as temperature, time, electromagnetic fields, and especially measurement method. As an example in the measurement of the speed of light, the quantity is now known to a high degree of precision due to modern methods, but even with those methods there is some variability in the measurement. Statistical techniques are applied to the measurement samples to estimate the speed. In earlier sets of measurements, the variability was greater, and comparing the results shows that the variability and bias in the measurement methods was not properly taken into account. Proof of this is that when various group's measurements are plotted with the estimated speed and error bars showing the expected variability of the estimated speed from the actual number, the error bars from each of the experiments did not all overlap. This means a number of groups incorrectly accounted for the true sources of error and overestimated the accuracy of their methods. 

2.2 Accuracy and precision of measurement

2.2.1 Introduction 

Measurement is at the core of doing research. In almost all research, everything has to be reduced to numbers eventually. Precision and accuracy in measurement are vitally important. The measures are what are actually used to test the hypotheses. A researcher needs good measures for both independent and dependent variables (Jardine, 1999). 

Accuracy, for individual measurement, is the measure of how close the measurement is to the truth. It is the sum of the biases and random errors, i.e. simply the difference between the measurement and the standard. For the general scales, it is a characteristic of a given instrument or procedure, and can be defined as the mean squared error (MSE) — with the error here being the difference between the standard and the observed measurement (that is, the sum of the bias and the random error). The MSE, therefore, is the average of the squared deviations of the measurements from their appropriate standards. Alternatively, accuracy might be defined as the squared root of the MSE, or root mean squared error (RMSE). Once the safety of a true or standard value is lost, the concept of accuracy becomes equivalent to the precision (Thompson and Bernard, 1985).

Precision refers to the ability of a measurement to be consistently reproduced or the degree to which repeated measurements under unchanged conditions show the same results. It (the behaviour of the random components of error) can also be defined as the ratio of the squared regression coefficient to the error variance. Sometimes the precision of the measurement process can be measured by the square root of the variance of the measurement errors. This is called repeatability or reproducibility standard deviation, or more simply, repeatability or reproducibility as discussed in the previous section. A relative precision could be the coefficient of reliability, or the coefficient of the variation (c.v.). The sample c.v. is simply obtained by dividing the standard deviation of the measurements by the corresponding arithmetic mean (Taylor, 1997). 

The two most important aspects of precision and accuracy are reliability and validity. These related research issues whether the research is studying what is intended to study and whether the measures are consistent over repetitions (Carmines and Zeller, 1979). Reliability refers to the reproducibility of a measurement. The reliability can be simply quantified by taking several measurements on the same subjects. Poor reliability degrades the accuracy of a single measurement and reduces the ability to track changes in measurements in the clinic or in experimental studies (Barlow and Proschan, 1975; Spitzer et al., 1978; Meeker and Escobar, 1998). Validity refers to the agreement between the value of a measurement and its true value. The validity can be quantified by comparing the measurements with values that are as close to the true values as possible. Poor validity also degrades the accuracy of a single measurement, and it reduces the ability to characterise relationships between variables in descriptive studies (Campbell and Fiske, 1959; Kirk and Miller, 1986; Litwin, 1995).

The concepts of reliability and validity are related. For example, Figure 2.2 shows that measurements can be reliable but not valid, valid not reliable, neither valid nor reliable and both reliable and valid. But these two concepts are usually dealt with separately, either because most researchers study them separately, or because bringing the two concepts together is mathematically difficult. 
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                                                                                   (William, 2006)
Figure 2.2 The relationship between reliability and validity 
2.2.2 Reliability 

The reliability of a measurement procedure is the extent to which the procedure yields reproducible and consistent results if the measurement procedure under effectively identical conditions (Wittenborn, 1972; Dunn, 1997; McDowell, 2006). There are four good methods of measuring reliability:
· test-retest 

· multiple forms 

· inter-rater 

· split-half 

The test-retest technique (Guttman, 1945; Heise, 1969; Birkman, 2001) is to administer the test, instrument, survey, or measure to the same group of people at different points in time. Most researchers administer what is called a pretest for this, and to troubleshoot bugs at the same time. All reliability estimates are usually in the form of a correlation coefficient, so here, all what need to be doing is to calculate the correlation coefficient between the two scores on the same group and report it as the reliability coefficient.

The multiple forms technique (Carmines and Zeller, 1979; Lord, 1983) has other names, such as parallel forms and disguised test-retest, but it's simply the scrambling or mixing up of questions on a survey, for example, and giving it to the same group twice. The idea is that it is a more rigorous test of reliability.

Inter-rater reliability (Cicchetti, 1976; Wing et al., 2002) is most appropriate when assistants are employed to do interviewing or content analysis for the researchers. To calculate this kind of reliability, one reports and assesses the percentage of agreement on the same subject between the raters, or assistants.

    

Split-half reliability (Callender and Osburn, 1977; Golden et al., 1981) is estimated by taking half of the test, instrument, or survey, and analysing that half as if it were the whole thing. Then, the analysed results are compared with the overall analysis. The techniques of the split-half method are similar to the Kuder-Richardson coefficient, or KR-20 (Feldt, 1965) using hold-out samples (Barber and Lyon, 1997). 

2.2.3 Validity

Systematic errors or invalid measurements can arise in many ways. In general there are four good methods of assessing and estimating validity (Carmines and Zeller, 1979; Litwin, 1995):
· face 

· content 

· criterion 

· construct 

Face validity is the least statistical estimate (validity overall is not as easily quantified as reliability) as it's simply an assertion on the researcher's part claiming that they've reasonably measured what they intended to measure. It's essentially a "take my word for it" kind of validity. Usually, a researcher asks a colleague or expert in the field to vouch for the items measuring what they were intended to measure. In order to have a valid measure of a social construct, one should never stop at obtaining only face validity, as this is not sufficient. However one should never skip establishing face validity, because without it, any other components of validity cannot be achieved.

If the researcher has focused in too closely on only one type or narrow dimension of a construct or concept, then it's conceivable that other indicators were overlooked. In such a case, the study lacks content validity. Content validity is making sure that all the conceptual space has been covered. There are different ways to estimate it, but one of the most common is a reliability approach which correlates scores on one domain or dimension of a concept on pre-test with scores on that domain or dimension with the actual test (Lynn, 1986). 

    

Criterion validity is using some standard or benchmark that is known to be a good indicator. There are different forms of criterion validity: concurrent validity is how well something estimates actual day-by-day behaviour; predictive validity is how well something estimates some future event or manifestation that hasn't happened yet (Morisky et al., 1986). As an example, when an attitude is to be measured, if someone scores low, indicating that he/she has a negative attitude, are low attitude scores concurrent with (happening at the same time as) negative remarks from that person? If an attitude survey conducted to someone who is cheerful and smiling a lot, but he/she rates low, indicating a negative attitude, the survey may not have concurrent validity; if someone scores high, indicating that he/she has a positive attitude, can high attitude scores also be predictive of job promotion? In an attitude survey, if someone rates high, indicating a positive attitude, then after that week he/she is fired from his/her job, then a predictive validity may not hold. Criterion validity concerns with how well the measurement items are determining the dependent variables.

   

Construct validity is the extent to which the items are tapping into the underlying theory or model of behaviour (Peter, 1981; Bagozzi et al., 1991). For example, a researcher inventing a new IQ test might spend a great deal of time attempting to "define" intelligence in order to reach an acceptable level of construct validity. Construct validity is how well the items hang together (convergent validity) or distinguish different people on certain traits or behaviours (discriminant validity). It's the most difficult validity to achieve. Convergent validity examines the degree to which the operationalisation is similar to (converges on) other operationalisations that it theoretically should be similar to. Discriminant validity concerns the degree to which the operationalisation is not similar to (diverges from) other operationalisations that it theoretically should be not be similar to. To understand whether a piece of research has construct validity, three steps should be followed. First, the theoretical relationships must be specified. Second, the empirical relationships between the measures of the concepts must be examined. Third, the empirical evidence must be interpreted in terms of how it clarifies the construct validity of the particular measure being tested (Netemeyer et al., 1991).

2.2.4 Generalisability and standardisability

There are other two concepts, generalisability and standardisability, which are closely related to reliability and validity. If a measurement is both reliable and valid, it is more likely to be generalisable and standardisable. In testing theory, generalisability infers from "the score on a sample of behaviours to the average of all the observations that could be in the domain" (Cronbach et al., 1972). Generalisability is a theoretical alternative to a true-score concept of error of measurement. "True-score theory speaks as if error variance were all of one kind. Generalisability theory recognises that there are several kinds of errors and alternative universes of generalisation" (Cronbach et al., 1963). Standardisability  refers to the extent to which a measurement can be performed using a set of consistent and repeatable, standardised processes (Görög, 2000; Gericke et al., 2003; Gericke et al., 2004; Gerbl et al., 2009) .
2.3 Summary 

The basic idea of any measurement theory is that a quantitative scale is a map between some empirical objects and associated numerical values to meet some requirements in nature. This chapter provides an overview of measurement theory such as definitions, levels, importance, types, difficulties of measurement and measurement errors in the first part, and describes the accuracy and precision, mainly about reliability and validity of measurement in the second part. The next chapter will investigate the nature of measurement and associated measurement errors through three experimental measurement studies. 
Chapter 3: Three Experimental Measurement Studies 
3.1 Introduction 

The whole structure, application and advancement of sciences in almost every discipline critically depend on the design, implementation and analysis of measurements. Therefore the ability to identify and evaluate the uncertainties or errors associated with measurements and keep them to a minimum is crucially important.  All measurements, however careful and scientific, are subject to some errors. Error analysis is the study and evaluation of these uncertainties in order to estimate how large they are and to find possible ways of reducing them when necessary. Hence the analysis of errors is a vital part of any scientific experiment (Taylor, 1997). 

Nevertheless, the uncertainties in different areas of research application vary significantly. Physical measures are normally straightforward one-dimensional and directly observable with well defined and agreed standards worldwide. In addition, the measuring instruments are usually available with a reasonable level of reliability and precision. Therefore measurements in this area are judged as being the most reliable data collected where the errors can be completely observed, identified and assessed. However, social measurements such as survey questionnaires are very difficult to conduct and often cause controversy due to the lack of agreed standards, as they are usually multidimensional and directly unobservable, and also are subject to the complexities of conceptualisation, operationalisation and implementation.

Although the measurement errors in physical experiments are very different from those in social surveys, the nature, process and accuracy principles are very similar in both of these areas. They all involve people using some type of instrument to quantify something and the aim is to generate data which are as reliable and valid as possible. Experiments in physics or any of the other natural sciences deal with non-human activities; the researcher is usually the machine operator and does not need to design the experimental instruments (they are usually available and ready to be used). While social surveys cope with human attitudes and behaviours, the researcher often has to devise the instrument — the survey questionnaire and also conduct the data collection process. 
The previous chapter introduced the main issues relating to the theory of measurement: the concept, levels, types and accuracy of measurement etc. In this chapter, three experimental measurement studies will be carried out to investigate how things are measured and where the measurement errors happen. The first of which is to find out where the measurement errors are located in a self designed simple experimental shape measurement. Then it moves on to research on a more complicated experimental error about the “skinfold” (body fat) measurements from a study based in the School of Life Sciences at Edinburgh Napier University. Finally the study of experimental errors on measurement in social realm becomes even more difficult. This study investigates the attitudes towards assessment methods using three self designed questionnaires. These questionnaires are distributed to the students studying the "Research methods" module in their classes at Edinburgh Napier University Business School. Four well-developed popular social measuring scales namely Likert Scales, Guttman Scales, Thurstone Scales and Semantic Differential Scales are employed and compared to see whether there are any advantages of one over and above the others. 
3.2 A study of experimental error about shape measurement

This experimental study explores and estimates errors with a physical measurement, the size of a shape. The aim is to discover whether there are any differences in the measures taken under different conditions such as from different subjects, for different shapes and over different time points etc.

3.2.1 The methods of data collection

In order to collect the experimental data, a letter (the details of which is in Appendix 3.1) was written and sent to the respondents (the fellow PhD students at Edinburgh Napier University Business School) inviting them to attend the experiment with a detailed explanation of the aim, the task and the procedure of the study. Twelve of the twenty six students agreed to participate, giving a response rate of 46%. In the meantime, the researcher devised six irregular and difficult-to-measure shapes with and without grids labelling the scale in units of centimetres (illustrated in appendices 3.2 and 3.3) to be used in the experiment.
The actual experiment of shape measurement was arranged and carried out by the experimenter face-to-face with each of the twelve study participants including six males and six females. This was replicated three times within the period of one month and the time spent with each individual for conducting the experiment was limited to 10 minutes. The physical sizes of the six shapes with grids and without grids were measured in this experiment. Each of the shapes was estimated by each participant in the units of squared centimetres.

3.2.2 The analysis of the data

3.2.2.1 Gauge Repeatability and Reproducibility (GR&R)

Gauge Repeatability and Reproducibility, or GR&R, is a measurement systems analysis technique which uses an analysis of variance (ANOVA) random effects model to assess a measurement system. It is a measure of the capability of a gauge or gage to obtain the same measurement reading every time the measurement process is undertaken for the same characteristic or parameter. In other words, GR&R indicates the consistency and stability of measuring equipment. The ability of a measuring device to provide consistent measurement data is important in the control of any process. The evaluation of a measurement system is not limited to gauges but to all types of measuring instruments, test methods, and other measurement systems (Tsai, 1988; Dasgupta and Murthy, 2001; Mason et al., 2003; Smith et al., 2007). 

Repeatability is the ability of the same gauge to give consistent measurement readings no matter how many times the same operator of the gauge repeats the measurement process. Reproducibility, on the other hand, is the ability of the same gauge to give consistent measurement readings regardless of who performs the measurements. The evaluation of a gauge's reproducibility, therefore, requires measurement readings to be acquired by different operators under the same conditions.

GR&R measures the amount of variability induced in measurements by the measurement system itself, and compares it to the total variability observed to determine the viability of the measurement system. There are several factors affecting a measurement system, including:
· Measuring instruments, the gauge or instrument itself and all mounting blocks, supports, fixtures, load cells, etc. The machine's ease of use, manufacture inherent difference and faulty calibration are examples of sources of variation in the measurement system. In systems making electrical measurements, sources of variation include electrical noise and analog-to-digital converter resolution. There is no measuring instrument involved in this shape experiment study.

· Operators (people), the ability and/or discipline of a person to follow the written or verbal instructions. In the shape experiment, this relates to the subjects who were asked to measure the sizes of the shapes.

· Test methods, i.e. how the devices are set up, the test fixtures, how the data are recorded, etc. Since no device is used in the proposed experiment, this does not apply in the shape measurement. 

· Specification, the measurement reference value, is what the gauge performance must be compared against. The specified value range or the engineering tolerance does not affect the measurement itself, but is an important factor in evaluating the viability of the measurement system. This does not apply in the shape experiment.

· Parts or specimens (what is being measured), some items are easier to be measured than others. A measurement system may be good for measuring steel block length but not for measuring rubber pieces, for example. These are the six shapes to be measured in the experiment.

All of these factors affect the measurement reading acquired during each measurement cycle, although to varying degrees. Measurement errors, therefore, can only be minimised if the errors or variations contributed individually by each of these factors can also be minimised. Still, the gauge is at the centre of any measurement process, so its proper design and usage must be ensured to optimise its repeatability and reproducibility (R&R).
  
There are various ways by which the R&R of an instrument may be assessed, one of which is outlined below. This method, which is based on the method recommended by the Automotive Industry Action Group (AIAG), first computes for variations due to the measuring equipment and its operators. The overall GR&R is then computed from these component variations (Jayaram et al., 1999; AIAG, 2002).
Equipment Variation, or EV, represents the repeatability of the measurement process. It is calculated from measurement data obtained by the same operator from several cycles of measurements, or trials, using the same equipment. Appraiser Variation or AV, represents the reproducibility of the measurement process. It is calculated from measurement data obtained by different operators or appraisers using the same equipment under the same conditions. The R&R measure is the combined effect of EV and AV.
It should be noted that measurement variations are caused not just by EV and AV, but by Part Variation as well, or PV. PV represents the effect of the variation of parts being measured on the measurement process, and is calculated from measurement data obtained from several parts.
Thus, the Total Variation (TV), or the overall variation exhibited by the measurement system, consists of the effects of both R&R and PV. TV is equal to the square root of the sum of (R&R)2 and (PV)2, i.e., 
TV=
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In a GR&R report from software such as MINITAB 16.0, the final results are often expressed as %EV, %AV, %R&R, and %PV, which are simply the ratios of EV, AV, R&R, and PV to TV expressed in %.  
Thus, 
%EV = (EV/TV) x100%; 
%AV = (AV/TV) x100%;
%R&R = (R&R/TV) x100%; and 
%PV = (PV/TV) x100%. 
The gauge is judged good if its %R&R is less than 10%. A %R&R from 10% to 30% may also be acceptable. A %R&R of more than 30%, however, should prompt the process owner to investigate how the R&R of the gauge can be further improved.
3.2.2.2 Exploratory analysis 

3.2.2.2.1 Individual factors’ influences on the shape size measures

The data were entered into the statistical software package, MINITAB, and then analysed. The "size" is the target variable to be measured. In order to estimate the errors associated with size, the researcher used a scaled ruler and carefully calculated the precise size values in squared centimetres for each of the shapes and these can be acted as reference values, then created a variable "error" representing the standardised measurement errors using the following formula: 
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Since the design is balanced, the standardised measurement error data in the size can be analysed by the factors in this experiment such as shape, gender, time, grid and operator (see Figure 3.1). 
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Figure 3.1 Comparisons of standardised errors for shape
It can be observed from Figure 3.1, there were generally large variations in the process of the measurement for every factor in measuring the sizes of the shapes. In comparison, the operator, shape and grid mostly contributed to the measurement errors. Operators two and three were the best estimators, whereas operators five and seven were the worst (the largest variations happened with them, but the reasons behind this remain unknown), and all the other operators were in between. Shape four was the most difficult to be measured because the largest error is discovered for it, followed by shapes three and six. Shapes one, two and five were relatively easier to be measured because they had the relatively smaller errors. The measurement errors for the shapes without grids were much greater than those with grids. There were moderate effects with the other two factors, time and gender. No relatively big differences were noticed between the different time points at which the measures were taken, and from different genders. The second time was slightly better than the first with the third in the middle. Females were slightly better at estimating the shape areas than males.

In order to investigate whether there are significant differences between the factors affecting the measurement errors, independent samples t-tests and one way analysis of variances were carried out and the results are consistent with Figure 3.1 as follows:
· There is no significant difference in the shape measurements between males and females.

· There are no significant differences between the different times of taking the shape measurements.

· There is a significant difference between the shape measurements with and without grids.

· There are significant differences between different operators of the shape measurements. With the tests putting operators five and seven in one group and all the other operators in another group, there are significant differences between different groups of operators, but not within group members of operators.

· There are significant differences between the measurements for the different shape numbers. In the experiment, the measurements of shape four are significantly less accurate than every other shape. If shape number four were to be excluded, there are no significant differences in the measurements between different shapes.

3.2.2.2.2 Interactions between time, gender and grid

A univariate general linear model analysis of variance was conducted and the results indicate that no two and three level interactions between time, gender and grid are significant (see Table 3.1). These mean that only grid has a significant effect on the errors; while gender, time and any interactions between these three factors do not contribute to the errors significantly.

Table 3.1 Interactions between time, gender and grid

	Tests of Between-Subjects Effects

	Dependent Variable: Standardised error
	
	
	

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Model
	426557.050a
	12
	35546.421
	15.326
	.000

	grid
	90200.447
	1
	90200.447
	38.891
	.000

	sex
	2502.295
	1
	2502.295
	1.079
	.300

	time
	2214.023
	2
	1107.011
	.477
	.621

	grid * sex
	275.534
	1
	275.534
	.119
	.731

	grid * time
	5682.014
	2
	2841.007
	1.225
	.296

	sex * time
	5767.557
	2
	2883.779
	1.243
	.291

	grid * sex * time
	2578.511
	2
	1289.255
	.556
	.574

	Error
	473144.123
	204
	2319.334
	
	

	Total
	899701.173
	216
	
	
	

	a. R Squared = .474 (Adjusted R Squared = .443)
	
	


3.2.2.3 GR&R studies

Gauge R&R study was carried out in the statistical software package Minitab. The resulting output is as follows (see Figure 3.2).
Gauge repeatability and reproducibility studies determine how much of the observed process variation is due to measurement system. Here the method ANOVA is chosen for "Gauge R&R Crossed”.  This method goes one step further and breaks down reproducibility into its operator, and operator by shape number components. 
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Note: "name" is used in the analysis as the operator.
Two-Way ANOVA Table With Interaction 

Source           DF      SS       MS        F      P

shapeno           5  148279  29655.8  6.41944  0.000

name             11  314959  28632.6  6.19796  0.000

shapeno * name   55  254083   4619.7  7.98747  0.000

Repeatability   144   83285    578.4

Total           215  800605

Gauge R&R 

                            %Contribution

Source             VarComp   (of VarComp)

Total Gauge R&R     3259.52         82.42

  Repeatability     578.37          14.62

  Reproducibility  2681.16          67.79

    name           1334.05          33.73

    name*shapeno   1347.11          34.06

Part-To-Part        695.45          17.58

Total Variation    3954.97         100.00

Figure 3.2 GR&R study for shape measurement errors
The p-values for the shape number, operator (name) and their interaction in the ANOVA table are all significant. This indicates that they all have significant effects on the errors.

According to the results of ”Gauge R&R” in Figure 3.2, total gauge R&R, repeatability and reproducibility account for 82.42%, 14.62% and 67.79% of the total variation respectively. Therefore the main variation happened with the reproducibility, and it can be broken down into the operator and the operator by shape number. Both of them account for roughly by 50 percent of the reproducibility.

In the “Components of Variation” graph in Figure 3.2, the percentage contribution from “Total Gauge R&R” is larger than that of “Part-to-Part”, indicating that most of the variation is due to the measurement system primarily reproducibility; little is due to differences between parts.

In the "error by shapeno” graph in Figure 3.2, there are significant differences between shape four and all the others, as shown by the non-level line. 
In gage R&R studies, an R chart is used to check the reproducibility variation. In the graphs of "R Chart by name” in Figure 3.2, there are quite a few points that are outside the control limits, indicating parts were measured inconsistently between different operators, i.e. the reproducibility variation in this study is large.
In gage R&R studies, the Xbar chart is a specialised version of an Xbar control chart. The chart plots the averages of the multiple readings by each operator on each part, and the control limits are calculated using the repeatability variation. The repeatability variation from an acceptable gage should be much less than the part-to-part variation, which is reflected by the variation of the plotted points on the chart. Therefore, with an acceptable gage, most plotted points should fall outside the control limits.  However, in the ”Xbar Chart by name” in Figure 3.2,  most of the points are inside the control limits, indicating the observed variation is mainly due to the measurement system, i.e. the repeatability variation, and only a small proportion of the variation is due to part-to-part.

In the “error by name” graph in Figure 3.2, there are differences between operators five, seven and all the other operators, as shown by the non-level line.

The “name*shapeno interaction” graph in Figure 3.2 is a visualisation of the significant p-value (<0.001) in this case indicating a significant interaction between each shape number and operator. 

3.2.3 Conclusion

Generally speaking there are large variations in the process of the measurement for measuring the sizes of the shapes. In comparison, the operator, shape and grid mostly contributed to the measurement errors.
According to the results from the independent samples t-tests and one way analysis of variances, the shapes are significantly better measured with grids than that without grids. The operator five and seven are significantly worse measurers than all the other operators. The measurements of shape four are significantly less accurate than every other shape in the experiment. There are no significant differences between the different times that the shapes were measured and from different genders. There are not any significant two and three level interactions between time, gender and grid. 
In terms of GR&R studies, the shape number, operator and their interaction are all significant. This indicates that they all have significant effects on the errors. Total gauge R&R, repeatability and reproducibility account for 82.42%, 14.62% and 67.79% of the total variation respectively. Thus the main variation in this study was primarily due to reproducibility, i.e. the operator and the operator by shape number, and they each account for roughly half of reproducibility.
However, in this study, the information about the subject discipline of the participants should be included but was not designed to collect in the experiment; therefore its influence on the shape measurement remains unknown.
3.3 A study of experimental error about the “skinfold” (body fat) measurement 

3.3.1 The methods of data collection

An experiment of anthropometric measurement was carried out by a PhD student at School of Life Sciences at Edinburgh Napier University from 20th March to 26th September in the year of 2006. There were 15 subjects involved and the body fat levels measured using a ten-point “skinfold” callipers (including triceps, subscapular, biceps, lliaccrest, supraspinal, abdominal, frontthigh, medialcalf, midaxilla and nipple) in three times in the experiment. The original data of the “skinfold”  measurements were obtained from the PhD student, transformed and standardised by using absolute value of the data subtracting the means and then divided by the standard deviations of the individuals times 100 for analysis, i.e.  
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3.3.2 The analysis of the data
3.3.2.1 Exploratory analysis

It can be seen from the results in Figure 3.3 that there are very few differences for body fat levels across different factors such as time, subject and “skinfold” except time one which stands out of all the rest.

In order to investigate whether there are significant differences between the factors affecting the “skinfold” (body fat) measurement, one way analysis of variances were carried out and the results are consistent with previous illustration in Figure 3.3. These indicate that there are no significant differences between the three factors in the measurements except time one being significantly different with all the other times. For results such as these, it is not necessary to test any significant interactions between the factors.
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 Note: the scale used is the standardised level of body fat
Figure 3.3 Comparisons of "skinfold" mean body fat levels 

3.3.2.2 GR&R studies 

According to the indications of the above results, the only possible factor which can be considered in an R&R study is the times of the measurements.  The resulting output is displayed  in Figure 3.4.
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Two-Way ANOVA Table Without Interaction 

Source         DF      SS       MS        F      P

subject        14   28406   2029.0   1.6539  0.085

time            2  124134  62067.2  50.5926  0.000

Repeatability  73   89557   1226.8

Total          89  242097

Gage R&R 

                            %Contribution

Source             VarComp   (of VarComp)

Total Gage R&R     3254.82          96.05

  Repeatability    1226.80          36.20

  Reproducibility  2028.01          59.85

    time           2028.01          59.85

Part-To-Part        133.70           3.95

Total Variation    3388.51         100.00

Figure 3.4 Gauge R&R for body fat 

The results in Figure 3.4 are consistent with Figure 3.3. The p-value for subject is not significant; but the p-value for time is highly significant. This indicates that the time of the measurements does have a significant effect on the level of body fat recorded.
Gauge repeatability and reproducibility studies determine how the observed process vary due to the measurement system. Here the ANOVA is used for assessment of significance in the Gauge R&R study. 

According to the results in Figure 3.4, the total gauge R&R is only derived by repeatability and it accounts for 96.05% of the total variation. Therefore the main variation is due to a lack of Reproducibility (59.85%), i.e. the time of the measurement in the experiment.

In the “Components of Variation” graph in Figure 3.4, the percent contribution from “Gauge R&R” is much larger than that of "Part-to-Part”, indicating that most of the variation is due to the measurement system, primarily Reproducibility; and little is due to differences between different parts of the bodies (such as triceps, subscapular, biceps, lliaccrest, supraspinal, abdominal, frontthigh, medialcalf, midaxilla and nipple).

In the "bodyfat by subject” graph in Figure 3.4, there are no significant differences between the different subjects, as shown by the nearly level line.  However, the "bodyfat by time" graph indicates that there are significant differences between the different time points of the measurement, as shown by the non-level line.  

In the graphs of "R Chart by time” in Figure 3.4, there are a couple of points that are outside the control limits, indicating parts were measured inconsistently between the different time points of the measurement, i.e. the reproducibility variation in this study is big.

In the ”Xbar Chart by name” in Figure 3.4,  most of the points are inside the control limits, indicating the observed variation is mainly due to the measurement system, i.e. the repeatability variation, and only a small proportion of the variation is due to part-to-part (outside points).
3.3.3 Conclusion

There are very few differences for body fat levels across different factors such as time, subject and "skinfold" except time one is significantly different from all the other times as shown in the one way analysis of variance.

Consistent to the results in the one way analysis of variance, GR&R studies indicate that the time of measurement does have a significant effect on the level of body fat.  Total gauge R&R is mostly derived by Reproducibility and it accounts for 59.85% of the total variation. Therefore the main variation happened with the Reproducibility, i.e. the time of the measurement in the experiment.

3.4 A study of attitudes towards assessment methods and a comparison of social measuring scales 

The concept of measuring attitude is found in many areas including social psychology and the social sciences. The concept of attitude can be complex and difficult to measure and there are a number of different measuring instruments that have been developed to assess attitude as stated below.
“Scaling is the science of determining measuring instruments for human judgment” (McIver and Carmines, 1981). One needs to make use of appropriate scaling methods to aid in improving the accuracy of subjective estimation and voting procedures (Turoff and Hiltz, 1995). Torgerson (1958) pointed out that scaling, as a science of measuring human judgment, is as fundamental as collecting data on well-developed natural sciences. Nobody would refute the fact that all science advances by the development of its measurement instruments. Researchers are constantly attempting to obtain more effective scaling methods that could be applied to the less well developed, yet more complicated social sciences. Scaling models can be distinguished according to whether they are intended to scale persons, stimuli, or both (McIver and Carmines, 1981). For example, a Likert scale is a subject-centred approach since only subjects receive scale scores. Thurstone scaling is considered a method to evaluate the stimuli with respect to some designated attributes. It is the stimuli rather than the persons that are scaled (Torgerson, 1958). Guttman scaling is an approach in which both subjects and stimuli can be assigned scale values (McIver and Carmines, 1981; Li et al., 2001).
The purpose of this study is to explore and make comparisons of the popular methods of measuring attitudes known as Likert Scales (Likert, 1932), Guttman Scales (Guttman, 1950), Thurstone Scales (Thurstone, 1927a;1927b;1928) and Semantic Differential Scales (Snider and Osgood, 1969); and also to determine their effectiveness and value in researching attitudes, using an example of collecting students’ views towards assessment methods. 
3.4.1 The methods of data collection

The three questionnaires (for details see appendices 3.4, 3.5 and 3.6 respectively) all consist of five questions, but only the first question is different from one another and all the other four questions are the same. The first question asks the students’ attitudes towards the different assessment forms using the different scaling methods. The assessment forms include seminar presentation, closed-book mid-semester test, open-book mid-semester test, problem-based assignment, multiple-choice question test, closed-book final examination, open-book final examination, mixture of courseworks and exams and all exams. The scaling methods are Likert Scales, Guttman Scales and Thurstone Scales used by the three questionnaires respectively. 

The second question invites students’ opinion on open and closed book, and from none to all examination assessments employing Semantic Differential Scales. The third question lets the student’s rate how well they think that question one and two were assessed giving a score out of ten. This provides comparisons between the scaling methods of Likert Scales, Guttman Scales, and Thurstone Scales (in the first question for the three different questionnaires respectively) with Semantic Differential Scales (in the second question) respectively. Questions four and five ask whether the students are female or male, and where they come from such as Europe, Asia, Africa and other continents.
The three questionnaires were distributed and collected by lecturers to the postgraduate students in their "Research Methods" classes at Edinburgh Napier University Business School from 20th March to 2nd April 2010. There were 25 students who returned the Likert scale test questionnaire, 10 for the Guttman scale test questionnaire, and 12 for the Thurstone scale test questionnaire.

3.4.2 The analysis of the data
3.4.2.1 Introduction of the four popular scaling methods

There are four types of scales that have been developed to measure attitude. They are Likert Scales, Guttman Scales, Thurstone Scales and Semantic Differential Scale. These are introduced respectively as follows:
Thurstone Scales
	ATTITUDE TOWARD WAR

An individual is asked to check those items which represent his views (agree, ‘(’;disagree, ’x’)

1. A country cannot amount to much without a national honour, and war is the only means of preserving it. 
2. When war is declared, we must enlist. 
3. Wars are justifiable only when waged in defence of weaker nations. 
4. Peace and war are both essential to progress. 
5. The most that we can hope to accomplish is the partial elimination of war. 
6. The disrespect for human life and rights involved in a war is a cause of crime waves. 
7. All nations should disarm immediately.

(Droba, 1930) 


Figure 3.5 An example of a Thurstone Scale
This is described by Thurstone & Chave (1929b) as a method of equal-appearing intervals. Thurstone scaling is "based on the law of comparative judgment" (Neuman, 1994). It requires the individual to either agree or disagree with a large number of statements about an issue or object. Thurstone scales typically present the reader with a number of statements to which they have to respond, usually by ticking a true/false box, or agree/disagree, i.e. a choice of two possible responses. Although one of the first scaling methods to be developed, the questionnaires are mostly generated by face-to-face interviews and rarely used in determining attitude measurement today, see an example in Figure 3.5. 

Guttman Scales (Cumulative scales)

Guttman developed this scale in the 1940s in order to determine if a relationship existed within a group of items. The items of which can be arranged in a hierarchical order such that agreement with any particular item implies probable agreement with all those with lower rank-order. This means that to approve or correctly answer a particular item implies approval or success of all prior ones (e.g. self-efficacy scale). The respondent selects an item that best applies. The list contains items that are cumulative, so the respondent either agrees or disagrees, if he/she agrees to one, he/she probably agrees to all the previous statements. 

An example of a Guttman Scale likes the question below: 

	Please indicate what you think about new information technology (IT) by ticking ONE box to identify the statement that most closely matches your opinion (Wilson, 1997)
	Agree

	IT has no place in the office.
	 

	IT needs experts to use it in the office.
	 

	IT can be used in the office by those with training.
	 

	I'd be happy to have someone use IT to do things for me in the office.
	 

	I'd be happy to use IT if I was trained.
	 

	I'd be happy to teach myself to use IT.
	 


Semantic Differential Scale

This is concerned with the "measurement of meaning", the idea or association that individuals attach to words or objects. The respondent is required to mark on a scale between two opposing opinions (bipolar adjectives) the position they feel the object holds on that scale for them. It is often used in market research to determine how consumers feel about certain products.

Three main factors emerge from the ratings (Osgood et al., 1957); these are:
· the evaluative factor (good-bad, pleasant-unpleasant, kind-cruel); 
· the potency factor (strong-weak, thick-thin, hard-soft);
· the activity factor (active-passive, slow-fast, hot-cold).
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Figure 3.6 An example of a Semantic Differential Scale

Likert Scale 

This was developed by Rensis Likert in 1932. It requires the individuals to make a decision on their level of agreement, generally on a five-point scale (i.e. Strongly Agree, Agree, Neutral, Disagree and Strongly Disagree) with a statement. The number beside each response becomes the value for that response and the total score is obtained by adding the values for each response, hence the reason why they are also called "summated scales" (the respondents score is found by summing the number of responses). Dumas (1998) suggested, "this is the most commonly used question format for assessing participants' opinions of usability".
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                                                                (Page-Bucci, 2003)
Figure 3.7 An example of Likert Scale 
3.4.2.2 Analysis of the data

3.4.2.2.1 Likert scale and its comparison with Semantic Differential Scale

Among the 25 students who responded to the questionnaire, there were 16 males, 9 females; and 18 of them were from Europe and 7 from Asia. For the first three questions, the independent samples t-test statistics show that females prefer the multiple-choice question test significantly more than the males (p-value of 0.004), and the European students like the exam test assessments more than those from Asia (p-value of 0.021).  There are no other significantly different views from different genders or the students coming from continents.   
Since the scale answer choices range from 1 ”very dislike” to 5 “very like”, the average scale value should be 3 for the Likert scale (first) question,  therefore from the descriptive statistics, the students are in favour of the assessment methods of seminar presentation, open-book mid-semester test, problem-based assignment, multiple-choice question test, open-book final examination and mixture of coursework and exams because their mean scores are above the average; while they are against the other methods including closed-book mid-semester test, closed-book final examination and all exams because their mean scores are below the average. These results are supported by their answers to the second question; they gave a score of 3.84 out of 10 to the exam assessment methods, and scored 7.20 out of 10 to the openness of book assessments. They regard question one (a mean score of 6.76) as more effective than question two (a mean score of 5.84); though the results from the independent samples t-test indicate the difference is not statistically significant (giving a p-value of 0.165). 
3.4.2.2.2 Guttman scale and its comparison with Semantic Differential Scale

Among the 10 students who responded to the questionnaire, there were 6 males, 6 females; and 6 of them were from Europe, and 4 from Asia. For the first three questions, the independent samples t-test statistics show that the females prefer the open-book final examination significantly (p-value of 0.003) more than the males. The females think the question two is more effective than the males do (p-value of 0.021). There are no other significantly different views between genders. The t-tests also indicate that Asian students prefer to be assessed by seminar presentation, closed-book mid-semester test, open-book mid-semester test and problem-based assignment than those from Europe; there are no other significantly different views for the students from different continents.
Since the scale answer choices are ranked from 1 to 9, the average rank value should be 5 for the Guttman scale (first) question, therefore from the descriptive statistics, ignoring gender and geographical origin, the students are in favour of the assessment methods of seminar presentation, open-book mid-semester test, problem-based assignment, multiple-choice question test, open-book final examination and mixture of courseworks and exams because their mean ranks are above the average; while they are against the other methods including closed-book mid-semester test, closed-book final examination and all exams because their mean ranks are below the average. These results are supported by their answers to the second question; they gave a score of 4.32 out of 10 to the exam assessment methods, and scored 8.40 out of 10 to the openness of book assessments. They regard question one (a mean score of 7.40) to be more effective than question two (a mean score of 5.6); and the results from the independent samples t-test indicate the difference is statistically significant (giving a p-value of 0.048). 
3.4.2.2.3 Thurstone scale and its comparison with Semantic Differential Scale

Among the 12 students who responded to the questionnaire, there were 5 males, 7 females; and 5 of them were from Europe, 7 from Asia. For the first question, according to the nature of the question and the small number of respondents, it is impossible to find any statistical method to test the different views between the student genders and locations. For the second and the third question, the independent samples t-test statistics show no significantly different views for different genders and the students from different continents.
Since the scale answer choices are simply 1 "like" and 2 "dislike", there is no average value for the Thurstone scale (first) question,  therefore the useful information can only be obtained from the relevant frequency table. There are more students who like to be assessed by the methods of seminar presentation, open-book mid-semester test, problem-based assignment, multiple-choice question test and mixture of courseworks and exams than those who dislike them; while there are more students who dislike to be assessed by the methods of closed-book mid-semester test and all exams than those who like these assessment methods. There are an equal number (6) of students who like and dislike the assessment methods of both closed-book final examination and open-book final examination. These results are supported by their answers to the second question; they gave a score of 4.33 out of 10 to the exam assessment methods, and scored 6.58 out of 10 to the openness of book assessments. They regard question one (a mean score of 5.50) as more effective than question two (a mean score of 4.92); though the results from the independent samples t-test indicate the difference is not statistically significant (giving a p-value of 0.456).
3.4.2.2.4. Comparisons between the different scaling methods

The data produced by Likert and Guttman Scales are very similar, are all ordinal, and can sometimes be treated as numerical data, therefore they give more information than the Thurstone Scales; which only provide nominal data, and these make statistical analyses more problematic/difficult to perform.

In terms of student’s gender and location effects, generally speaking, different groups of students have slightly variable attitudes towards the assessment methods. Taking into account the scaling methods, the Guttman scale results provided the most differential views amongst the students, followed by the Likert scale, while Thurtome scale gave very similar opinions.

Compared with the Semantic Differential methods, which is the second question in all the three questionnaires (giving a score out of ten from one extreme to another opposite extreme), the students all agree with each other to different extents (only the students who participated in the Guttman scale questionnaire gave a significant result) that Likert, Guttman and Thurstone Scales are all more effective than Semantic Differential scale. Actually Semantic differential rating scale produces the ordinal data and is very similar to Likert and Guttman scales, as it can be easily analysed as a numerical value. 
3.4.3 Conclusion

In conclusion, by comparing the four well developed and popularly used scales in measuring opinions, despite some small differences which existed; they are very similar to each other. Generally speaking, Likert, Semantic Differential and Guttman scales produced data which are alike, they give more information and are easier analysed than Thurstone Scale data. Thurstone Scale only produces nominal data, and causes problems for the statistical analysis. In the process of conducting the questionnaires, since Guttman Scales require the participants to rank the question choices in order, this makes it more difficult and takes more time to respond than Likert Scales and Semantic Differential Scales, especially if there are many question choices to select from and they are very comparable in nature. Likert Scales and Semantic Differential Scales are essentially the same scaling method, but Likert Scales is more precise and easier to follow than Semantic Differential Scales because it usually gives exact descriptions and/ or limited ordered numbers generally on a five-point scale of the opinions to choose from. This is why Likert Scales is the best and most commonly used question format for assessing attitudes and opinions worldwide today (Dumas, 1998).
Regarding student’s gender and location effects, there was no big difference between the attitudes towards the assessment methods from the different groups of students.  When the scaling methods were taken into consideration, there were the most differential views among the students for the Guttman scale, followed by the Likert scale and Semantic Differential Scale, and the students provided the most similar opinions on Thurstone scale.

3.5 Summary and conclusions
Three experimental measurement studies were carried out in this chapter. Starting with a simple experimental shape measurement, followed by the more complicated experimental error associated with the “skinfold” (body fat) measurement and finally moved on to an even more difficult measurement in social realm — attitudes towards assessment methods using the four well-developed popular social measuring scales such as Likert Scales, Guttman Scales, Thurstone Scales and Semantic Differential Scales. The factors identified in the experiments affecting a measurement system include the measuring objects or subjects, operators (people), test methods, i.e. using different scales, and the objects to be measured. Whether these factors have significant effects or not, really depends on the nature and the processes of measurement. For instance, for the shape size measurement, what is measured (shapes) and who conducts the measures (operator) contributed to most of the errors; while in the measures of body fat level, time was the only significant factor. In the assessment attitude measurement, although four different scaling methods were used and Likert Scales is widely regarded as the best and most commonly employed scaling method, the data produced are generally very similar. Therefore the measurement system is very complex and it is difficult to predict which factors affect the measures in different situations. The measurement errors can be mainly minimised through better designing and performing the measures.

The three experimental studies in this chapter may shed some light on the estimation and evaluation of survey errors. As can be seen from the above results, even though the well defined standard scales and instruments are used, and the measuring processes are very simple and straightforward, the uncertainties in the data are very complex — sometimes due to the operators, sometimes the measuring objects, sometimes the measuring instruments and sometimes interactions between them etc. The process of social survey measurement is more complicated and problematic because of a number of issues associated with it. The major problem in survey measurement is the lack of agreed standards and unified concepts in the research area. In addition, there are no calibrated and stable tools or devices available for the measurement in social surveys. Furthermore, in this process, usually people are employed to measure people's response, more than one measured construct and operation are involved in one survey investigation, and there are more interactions between these types of factors etc. However, using the principles of measurement theory and what has been learned from the experimental studies to overcome these obstacles, an attempt to quantify survey errors in this thesis will definitely lead to a number of approaches to assess and improve survey quality. The next chapter will provide an overview of survey research methods.
Chapter 4: An Introduction of Survey Methodology

4.1 Introduction 
This thesis deals with the branch of statistics formally called survey methodology. To act as a foundation for the thesis, an overview of a survey methodology is given in this chapter. The chapter begins with the definition of a survey in Section 4.2; this is followed by a description of some types of surveys typically encountered in practice today in Section 4.3; then the treatment of surveys concludes with a short history of the evolution of survey methodology in social—economic research (Section 4.4); after that Section 4.5 explains briefly the processes of a survey, and finally an introduction to the survey sampling strategies most widely used by the survey practitioners is presented in Section 4.6.
4.2 The concept of a survey
4.2.1 The definition of a survey
Any observation or investigation of the facts about a situation may be called a survey. But today the term of "survey" is mostly used to describe a method of collecting data from a number of individuals. A survey is often referred to a system of gathering information from a sample of the target population; it is a set of questions to ask a group of people who are as representative as possible of the target population about their opinions, attitudes and behaviours. The purpose is usually to make some decisions or obtain some knowledge in a specific area, and/or simply gather some information about something for a particular purpose such as polling, evaluating existing legislation or drafting new legislation etc (Babbie, 1973; Moser and Kalton, 1979; Rossi et al., 1983; Alreck and Settle, 1995; Rea and Parker, 2005; Fowler, 2009). 

According to Groves et al. (2009), “a survey is a systematic method for gathering information from (a sample of) entities for the purposes of constructing quantitative descriptors of the attributes of the larger population of which the entities are members.” The word "systematic” is deliberate and meaningfully distinguishes surveys from other ways of gathering information. The phrase "a sample of” appears in the definition because sometimes surveys attempt to measure everyone in the population (this is called census, not very commonly named as surveys any more nowadays) and sometimes just a sample (normally this is the case for vast majority of the surveys carried out throughout the world to date). 

The process of a survey involves defining the research aims and objectives, designing the sampling strategy, preparing a reliable and valid measurement instrument, administering and scoring the instrument, analysing the collected data, and finally presenting and reporting the results (Backstrom and Hursh-Cesar, 1981; Gunn, 2002; Czaja and Blair, 2004; Rea and Parker, 2005).

The American Statistical Association’s Section on Survey Research Methods has produced two editions of short pamphlets under the rubric “What Is a Survey?” (Ferber et al., 1980; Scheuren, 2004). These cover the major survey steps and high-light specific issues for conducting surveys. They are written for the general public and their overall goal is to improve survey literacy among people who participate in surveys, use survey results, or are simply interested in knowing what the field is all about. 
4.2.2 The characteristics of a survey

Surveys not only come in many different forms and have a wide variety of purposes, but they can also be conducted in many different ways (one way only or a combination of more than one way) — for example, survey information may be collected face-to-face, over the telephone, by mail (post or email), through the Internet, using a television equipped with a voting facility etc and/or any combination of them (Dillman, 1978; De Leeuw and Collins, 1997; Dillman, 2000; 2006). However, these data collection methods do have certain characteristics in common. Unlike a census, a sample survey gathers information from a sample of people (or farms, businesses or other units, depending on the purpose of the study). But a sample is scientifically chosen so that each individual in the population has an equal or known probabilistic chance of selection. In this way, the results can be reliably projected to the target population (Dalenius, 1985; Lyberg and Cassel, 2001). 

Information is usually collected by means of standardised questions so that every individual surveyed responds to exactly the same question (Converse and Presser, 1993b; Krosnick and Berent, 1993; Tourangeau and Smith, 1996). The survey's intent is not to describe the particular individuals who by chance are part of the sample, but to obtain a statistical profile of the population. Individual respondents are not identified and the survey's results are presented in the form of summaries, such as statistical tables and charts (Crosswaite and Curtice, 1994; Nelson et al., 2004). 

The sample size required for a survey will depend on the reliability and precision needed which, in turn, depends on how the results will be used. Consequently, there is no simple rule for sample size that can be used for all surveys. However, analysts usually find that a moderate sample size is sufficient for most needs (Heck Jr et al., 1975; Bartlett et al., 2001). For example, the well-known national polls in the USA generally use samples of about 1,500 persons to reflect national attitudes and opinions. A sample of this size produces accurate estimates even for a country as large as the United States with a population of over 200 million. 

This also is a misunderstanding of statistics in regards to sample size required for a survey. The number of observations required for a particular degree of precision does not depend on the total population. For example, opinion polls in the UK typically use around 1,000 respondents, but ones in the United States use the similar number as mentioned above —1500 even though the US population is more than four times as large as that of UK. Similarly, when surveying opinions in a small town of just 5,000 people it would not be adequate just to ask a handful of people — 1,000 individuals still would be required to yield the same precision as a nationwide opinion poll of that size. In brief, it's the size of the sample that matters, not the size of the total population surveyed (Seaman et al., 1999; Lenth, 2001; Leberg, 2002).

Table 4.1 Dalenius’s prerequisites for a survey 
	Criterion 
	Remark

	1. A survey concerns a set of objects comprising a population. 
	Defining the target population is critical both for inferential purposes and to establish the sampling frame.

	2. The population under study has one or more measurable properties. 
	Those properties that best achieve the specific goal of the project should be selected. 

	3. The goal of the project is to describe the population by one or more parameters defined in terms of the measurable properties. 
	Given a set of properties, different parameters are possible, such as averages, percentiles, and totals, often broken down for population subgroups. 

	4. To gain observational access to the population a frame is needed. 
	It is often difficult to develop a frame that covers the target population completely. 

	5. A sample of units is selected from the frame in accordance with a sampling design specifying a probability mechanism and a sample size.
	The sampling design always depends on the actual circumstances associated with the survey. 


	6. Observations are made on the sample in accordance with a measurement process. 
	Data collection can be administered in many different ways. Often, more than one mode must be used. 

	7. Based on the measurements an estimation process is applied to compute estimates of the 
parameters with the purpose of making inferences from the sample to the population. 
	The error caused by a sample being observed instead of the entire population can be calculated by means of variance estimators. The resulting estimates can be used to calculate confidence intervals. 


                                                                                                         (Dalenius, 1985) 

When it is realised that a properly selected sample of only 1,000 individuals can reflect various characteristics of the total population in the UK within a very small margin of error, it is easy to understand the value of surveys in the modern complex society. They provide a speedy and economical means of determining facts about economy and people's knowledge, attitudes, beliefs, expectations, and behaviour etc. 

Groves et al. (2009) narrow down surveys to have the following characteristics: 
· Information is gathered by asking people questions;

· Information is collected either by interviewers asking questions and recording answers or by having people read or hear questions and record their own answers;

· Information is collected from only a subset of the population to be described as a sample rather than from all the population members.

Dalenius (1985) provided a more detailed and comprehensive list of characteristics of a survey. According to Dalenius, a research project is a survey only if the list of criteria or prerequisites in Table 4.1 is satisfied. Associated with each criterion is a short remark from him. These seven criteria define the concept of a survey. If one or more of them are not fulfilled, the study cannot be classified as a survey, and consequently, sound inference to the target population cannot be made from the sample selected. It is not uncommon, however, to find studies that are labelled as surveys but which have serious shortcomings and whose inferential value should be questioned. 
4.2.3 The definition of survey methodology
Some of violations of the basic criteria or prerequisites for the concept of a survey should not be confused with survey errors that stem from imperfections in the design and execution of a well-planned scientific survey. This thesis mainly deals with the latter i.e., error sources, error structures, how to prevent or minimise errors, and how to estimate error sizes, with a view to assessing and improving survey quality. 

The term error here refers to how the observations or measures depart from the true value or desired outcome. In the context of surveys, error is used to describe deviations of the survey estimates from the actual values applicable to the underlying population. During recent decades the term quality has become widely used because it encompasses all features of the survey product that users of the data believe to be important. 

Survey research is a research method involving the use of questionnaires and/or statistical surveys to collect participant responses on facts, opinions, and attitudes. The growing popularity of survey research methods has thrown light on many different technical problems and has led to more and more research on survey methodology to resolve these problems. Survey methodology is therefore the study of survey methods to identify the sources of error in surveys and make the measurement produced by surveys as reliable and valid as possible. It seeks to identify principles about the design, collection, processing, and analysis of surveys in order to improve survey quality within cost constraints (Groves, 2004).
4.2.4 Important survey sources 

There are a number of supporting organisations that aim to help improve and promote survey work. Some of the large ones are the Section on Survey Research Methods (SRM) of the American Statistical Association (ASA), the International Association of Survey Statisticians (lASS) of the International Statistical Institute (ISI), The European Survey Research Association (ESRA), Council of American Survey Research Organisations (CASRO), and the American Association for Public Opinion Research (AAPOR). Many other countries have their own statistical societies with subsections on survey-related matters. Many universities worldwide conduct survey research. This research is by no means confined to statistical departments, but takes place in departments of sociology, psychology, education, communication, and business etc as well. Over the years, the field of survey research has witnessed an increased collaboration across disciplines that are due to a growing realisation that survey methodology is truly a multidisciplinary science. 

Since a critical role of the survey industry is to provide input to world leaders for decision making, it is imperative that the data generated be of such quality that they can serve as a basis for informed decisions. The methods available to assure good quality should be known and accessible to all serious survey organisations (Hwang and Yoon, 1981). 

There are four main journals worth mentioning in connection to survey methodology research. These are Public Opinion Quarterly, Journal of Official Statistics, Survey Methodology and Survey Research Methods. Surveys today are an international research topic, and journal papers are published worldwide. The first journal listed above is produced in the USA, the second in Sweden, the third in Canada and finally the last in Europe (available online).
4.3 Types of surveys 

There are many types of surveys and survey populations (Lyberg and Cassel, 2001). Surveys can be classified in a number of ways — by method of data collection, conducting organisation, form of survey distribution, time dimension, size and type of sample, sampling strategy and their content etc, sometimes they are parallel (carried out separately), but sometimes they are more likely to be overlapped or combined. 

4.3.1 Categorised by method of data collection

A common way to break down types of survey research is by considering the way that the survey is conducted. Surveys come in a wide range of forms and can be distributed using a variety of media. There are several methods available for collecting data from people, sometimes the survey researchers utilise a particular method, and sometimes they employ two or multiple modes. The common or typical ones include the following:

Face-to-face interviews. These are the traditional methods most widely used in the research of any topic and based on a direct meeting between interviewer and interviewee with the answers usually recorded by pen on paper questionnaires. According to the location for interviews, it can be further divided into two categories: personal in-home interview (respondents are interviewed in person, in their homes or at the front door; for example majority of Scottish Household Surveys are carried out by this method) and personal mall intercept interviews (travellers in streets or shoppers at malls are intercepted — they are interviewed on the spot or taken to a room and interviewed, a number of market research and sport research surveys are conducted this way). 

Personal communication by means of face-to-face interviewing enables more information to be obtained, and also the use of visual materials (e.g. cards, pictures, packages, logos, etc.) can help to encourage response. It is the most costly in terms of time and money and often leads to bias due to the interaction between interviewers and interviewees (Suchman and Jordan, 1990). Interviewer bias refers to the distortion of response to a personal interview which results from differential reactions to the social style and personality of interviewers or to their presentation of particular questions. There are three major sources of such bias: the interviewer (who may, for example, have prejudices or ask leading questions); the respondent (who may wish to lie or evade questions); and the actual interview situation itself (especially the physical and social setting) (Williams Jr, 1964; Todorov and Kirchner, 2000). However, the interviewers can explain complex issues and explore unanticipated responses. Another advantage is the interviewers' ability to personally observe the respondents and the surrounding environment. This is particularly useful for, say, surveys about work conditions or workplace interaction, for example, Workplace Employment Relations Survey 2004 in the UK. Since this type of survey is more flexible, more information can be acquired and is more likely to lead to responses than any of other methods, therefore it is often regarded as a gold standard method for data collection (De Leeuw, 2005). 

Computer Assisted (Aided) Personal Interviewing (CAPI) is a computer assisted data collection method for replacing Paper-And-Pen Interviewing (PAPI) methods of survey data collection and usually conducted at the home or business of the respondent using a portable personal computer such as a notebook (Nicholls et al., 1997). As the technology advances to provide lighter computers with longer battery life and user friendly software, CAPI will be used more often, especially for quick turnaround surveys (Newman et al., 2002). With a portable computer (generally a notebook), CAPI allows interviewers to conduct face-to-face interviews using the computer. After the interviews, the interviewers send the data to a central computer, either by data communication or by sending a data disk using regular mail. CAPI can also include ACASI (Audio Computer-Assisted Self-Interview) or CASI (Computer Assisted Self-Interview) session where the interviewer hands over the computer to the respondent for a short period to operate the computer answering the survey questions and also tape recorded if needed, but he/she remains available for instructions and assistance. The Australian Bureau of Statistics (ABS) has utilised CAPI for a number of their surveys. The surveys include two waves of the longitudinal Survey of Employment and Unemployment Pattern, the Survey of Mental Health and Well-being and the Survey of Disability, Aging and Cares and their national Housing Survey (ABS, 2010).

Telephone interviews. These are cheaper and quicker than face-to-face interviews (Frey, 1983). They also allow the interviewer to explain questions and react to responses. Telephone interviewing is an efficient method of collecting some types of data and is being increasingly used. However, personal observation is not possible. Furthermore some respondents may feel that the survey call, like a telemarketer's call, is an invasion of personal time. This would inhibit honest, thoughtful answers. It has advantages over manual interviews — easier to protect confidentiality (Bloor et al., 1998). Computers can be involved in phone interviews as well. It called a CATI (Computer-Assisted or Aided Telephone Interview) or CACI (Computer-Assisted Cell-Phone Interview). For example, The General Household Survey 2005 in the UK used both CAPI and CATI methods.

Mail (postal) surveys. This type of survey is the inexpensive way to reach a large number of people. It also allows respondents to remain anonymous. This is probably the postal questionnaire's strongest advantage. However, response rates are often low and this can lead to biased results (Filion, 1975; Sheikh and Mattingly, 1981; Asch et al., 1997; Harzing, 1997). This is why mail surveys have been criticised because of non-response problems. If the people who respond differ substantially from those who do not, the surveying results from the sample can not be generalised to the target population with confidence (Armstrong and Overton, 1977). Furthermore, poorly constructed questions can lead to inaccurate results. Mail surveys are seldom used to collect information from the general public because names and addresses are not often available, but the method may be highly effective with members of particular groups; for example, subscribers to a specialised magazine or members of a professional association. Survey of Postgraduates Funded by the Research Councils 1997 was carried out only by mails inviting the students registered with funding body ESRC (Economic and Social Research Council).  

Electronic (Internet, web or online surveys and email) surveys. These surveys are compiled online and distributed through the Internet with the aid of a surveying software provider such as Survey Monkey, QuestionPro, Survey Methods etc or an Internet-equipped TV set and mobile network (sometimes only sending emails). With the power of the internet thousands of respondents can be contacted instantly rather than weeks and months it used to take to conduct interviews through telecommunication such as telephone and mobile (Mehta and Sivadas, 1995; Bachmann et al., 1996). By conducting research online, a research company can reach out to individuals with particular demographics they may not have had access to when using other methods (Manfreda et al., 2008). However, it usually leads to very low response rates and it is often difficult to determine/control selection probabilities, which in turn may jeopardise the quality and quantitative analysis of data (Weible and Wallace, 1998; Lozar Manfreda, 2001; Sheehan, 2001; Manfreda and Vehovar, 2002; Shannon and Bradshaw, 2002; Fleming and Bowden, 2009).  For example, The University of Wales conducted a purely web based survey with the Lord of the Rings International Audience Research Project in 2003-2004.

Diary surveys. Diary is not a very commonly used survey method nowadays. They are usually conducted for topics that require detailed behaviour reporting over a period of time (e.g., expenditures, time use, travel patterns and television viewing). The respondent uses the diary to enter information about events soon after they occur to avoid recall errors. Interviewers are usually needed to contact the respondent to deliver the diary, gain the respondent’s cooperation and explain the data recording procedures, and then again to collect the diary and, if it is not completed, to assist the respondent in completing the diary. Diaries are especially prone to errors arising from respondent conditioning, incomplete recording of information and under-reporting, inadequate recall, insufficient cooperation and sample selection bias (Silberstein and Scott, 1991). Because of the need for a high level of commitment, diary reporting periods are fairly short normally varying in length from 1 day to 2 weeks (this sometimes causes problems because the data collected may not be a typical period of the individual’s longer term experience) (Corti, 1993; Prior, 2003; Alaszewski, 2006). For example, The Office of Population Censuses and Surveys (OPCS) in the USA National Travel Survey (1972–1986) and the Adult Dietary Survey (1986) use seven day diaries, while the UK Family Expenditure Survey (1990) uses a fourteen day recording period.

Mixed-mode (multiple mode, multi-mode or hybrid) surveys. Surveys conducted by using more than one data collection mode i.e. any combination of the above for a single research project are classified in this category (Morris and Adler, 2003). Each basic survey method has certain inherent limitations, therefore mixed mode surveys are designed and implemented more and more frequently in the USA and Western Europe in order to mitigate, if not overcome, the certain confines of individual methods (De Leeuw, 2005; Dillman et al., 2009). The goal of mixed mode surveys is to obtain data sets of better quality at lower costs than can be produced by any single method (McCabe et al., 2006; Dillman, 2007). The Scottish Crime Survey (2000), British Social Attitudes Survey (2003) and Scottish Social Attitudes Survey (2006) all used a mixed method of data collection with combination of face-to-face interviews and self-completion questionnaires.

	Some people just simply divide surveys into two broad categories: the (written) questionnaire either on paper or online and the (oral) interview either in person or through phones. Questionnaires are usually paper-and-pencil or online instruments that the respondent completes. Interviews are completed by the interviewer based on what the respondent says.

Table 4.2 A comparison of survey data collection methods


	Variable
	Mail
	Phone
	Face-to-face 
	Web

	Cost
	Cheap
	Moderate
	Costly
	Cheapest

	Speed
	Moderate
	Fast
	Slow
	Fastest

	Response rate
	Low to moderate
(up to 50%)
	Moderate
(around 50%)
	High

(more than 70%)
	Lowest 
(less then 30%)

	Response bias
	Medium/high 
	Low 
	Low 
	Medium/high

	Sampling need
	Address
	Telephone number
	Address
	Email address

	Burden on respondent
	High
	Moderate
	Low
	Lowest

	Length of time period needed
	Long (10 weeks)
	Short (2-4 weeks)
	Medium/long (4-12 weeks)
	Very short (1-3 weeks)

	Length of 

Questionnaire
	Short/medium
	Moderate
	Long
	Short

	Sensitive questions
	Best 
	Moderate
	Poor
	Poor/fair

	Nonthreatening questions
	Good
	Good 
	Very good
	Good 

	Lengthy answer choices
	Poor
	Moderate
	Best
	Poor

	Open-ended responses
	Poor
	Moderate
	Best
	Fair/good

	Use of visual aid
	Good 
	Usually impossible
	Very good
	Very good

	Use of household/personal record
	Very good
	Fair
	Good 
	Very good

	Rapport 
	Fair 
	Good 
	Very good
	Poor/fair

	Complexity of 

Questionnaire
	Must be simple
	May be complex
	May be complex
	May be complex

	Complexity of 

Questions
	Simple/moderate
	Simple and short
	May be complex
	Simple/moderate

	Control of question order 
	Poor
	Very good 
	best
	Poor/fair

	Control of response situation  
	Poor
	Fair 
	Best 
	Poor

	Geographic distribution of sample 
	May be wide
	May be wide
	Must be clustered
	May be wide

	Knowledge about refusals and noncontacts
	Fair 
	Poor 
	Fair 
	Fair 

	Possibility of interviewer bias
	None
	Moderate
	High
	None

	Sampling frame bias
	Usually low
	Low 
	Low 
	Medium/high

	Quality of recorded response
	Fair/good
	Very good
	Best 
	Fair/good


Note: the table was constructed from the literatures.
Table 4.2 breaks survey data collection methods into 4 major categories: mail, phone, face-to-face and web, and lists a number of survey aspects to make a comprehensive comparison between  them according to some previous research (Hochstim, 1967; Dillman, 1978; Waterton and Duffy, 1984; De Leeuw, 1992; De Leeuw et al., 1996; Dillman, 2000; Boyer et al., 2002; McDonald and Adam, 2003; Czaja and Blair, 2004; Fowler, 2009). 
4.3.2 Categorised by conducting organisation

Surveys can also be categorised by conducting organisation (Biemer and Lyberg, 2003) as follows:

Official (public) surveys. Examples of continuing survey programmes include official statistics produced by government agencies and covering populations of individuals, businesses, organisations, and agricultural entities. For instance, most countries have survey programs on the measurement of unemployment, population counts, retail trade, livestock, crop yields, and transportation etc. Almost every country in the world has one or more government agencies (usually national statistical institutes) such as the U.S. Census Bureau and the Office for National Statistics in the UK that supply decision makers and other users with a continuing flow of information on these and other topics. This bulk of data produced is generally called official (public) statistics and the surveys they conducted can be named as official (public) surveys accordingly.
Academic (research) surveys. These are the surveys carried out by the staff and students at universities and colleges and the researchers in research institutions for research purposes only. There are more and more surveys carried out in academia; sometimes these surveys are not properly designed and implemented because of the need to meet tight deadlines and budgetary constraints or a shortage and inaccessibility of methodological expertise available in these organisations. This is especially the case for student surveys conducted as part of a research dissertation to obtain a university undergraduate or postgraduate MSc degree.

Commercial (private or social) surveys.  Private firms are usually contracted by private organisations to take on surveys covering topics such as market research, opinion polls, attitudes, and characteristics of special populations. Market research surveys are considered to be the main component in this category. For their commercial trade business, market research companies can be involved in gathering any type of market information. The aim of this kind of investigation is to collect data from a small sample of a market in order to be able to predict what the whole market wants. These surveys can be divided in two — quantitative research and qualitative research (a third category is observation studies, but these are less common). Quantitative research is about getting hard measures of a market — market share, how many people think a product or service is of good quality, how many people saw advertising, how many people would buy a product or service etc. Qualitative research is about the softer issues exploring people’s opinions/perceptions for example, why people do things or think the way they do. Qualitative surveys are usually complementary to quantitative ones.
The other surveys. According to Iriye (2002), there are some large international organisations that have survey data collection or analysis of survey data as part of their duties, for example, the International Monetary Fund (IMF), the United Nations (UN) and its numerous sub-organisations, e.g. the Food and Agricultural Organisation (FAO) and the International Labour Office (ILO) and all central banks. Some organisations have as their function coordination and supervision of data collection efforts, such as Eurostat, the central office for all national statistical institutes within the European Union (EU), its counterpart in Africa, Afristat, and the Office for Management and Budget (OMB), overseeing and giving clearance for many data collection activities in the United States. These can be categorised as the other surveys. The World Values Surveys belong to this category.
4.3.3 Categorised by the time dimension 

From the time dimension point of view, there are one off and continuous surveys.  The continuous surveys can be further divided into something like once or twice a year, once every two or three years, and/or once every 4 years or more. These are called serial surveys.

A large number of surveys are considered to be unique one-time surveys that aim at measuring population characteristics, behaviours, and attitudes. However, there are some continuous surveys, thereby allowing estimation of change over time. Often, a survey that was once planned to be a one-time endeavour is repeated and then turned gradually into a continuous survey because of an enhanced interest among users to find out what happens with the population over time. 


Serial surveys are those which repeat the same questions at different points in time, producing repeated measures data. There are three basic designs for a study with more than one measurement occasion: repeated cross-sectional design, longitudinal design, and time-series design.

Cross-sectional surveys are used to gather information on a population at a single point in time or over a short period of time using different units (respondents) at each of the measurement occasions, by drawing a new sample each time. The time intervals may be different between measurement occasions, but they are the same for all units (respondents). A study in which a survey is administered once is also considered to be cross-sectional. An example of a cross sectional survey would be a questionnaire that collects data on how parents feel about Internet filtering, as of March of 2009. The Hospital Anxiety and Depression (HAD) questionnaire was carried out as a cross-sectional survey in the UK (Kadam et al., 2001), and examples of repeated cross-sectional social surveys are: the UK’s General Household Survey and Family Expenditure Survey, and the EU’s Eurobarometer Surveys. 
Longitudinal surveys concerns the collection and analysis of data over time. Longitudinal data are essential if the research purpose is to measure social change: they allow a diachronic analysis of the incidence of conditions and events (Rindfleisch et al., 2008). The main types of longitudinal surveys are trend studies, cohort studies and panel studies (Hagenaars, 1990).
· Trend studies focus on a particular population, which is sampled and scrutinised repeatedly. While samples are of the same population, they are typically not composed of the same people (Glenn and Frisbie, 1977). Trend studies, since they may be conducted over a long period of time, do not have to be conducted by just one researcher or research project. A researcher may combine data from several studies of the same population in order to show a trend. An example of a trend study would be a yearly survey of librarians asking about the percentage of reference questions answered using the Internet.

· Cohort studies focus on a particular population sampled and studied more than once. A cohort can be defined as a group or organisation, which belong to a similar time period or location and tend to have similar experiences. Often cohort studies involve those born at or around the same time. But cohort studies have a different focus (Eldredge, 2002). For example, a sample of students graduated in 1999 from a university in the UK could be questioned regarding their attitudes toward paraprofessionals in libraries. Five years later, the researcher could question another sample of same year graduates, and study any changes in attitude. A cohort study would sample the same class but not the same group of people, every time. If the researcher studied the class in 2004 — five years later, it would be a trend study, not a cohort study. 
· Panel studies allow the researcher to find out why changes in the population are occurring, since they use the same sample of people every time (Fitzgerald et al., 1998). That sample is called a panel. A researcher could, for example, select a sample of university graduate students, and ask them questions on their library usage. Every year thereafter, the researcher would contact the same people, and ask them similar questions, and ask them the reasons for any changes in their habits. Panel studies, while they can yield extremely specific and useful explanations, can be difficult to conduct. They tend to be expensive, take a lot of time, and suffer from high attrition rates. Attrition is what occurs when people drop out of the study. Among the best known prospective panel studies are the US Panel Study of Income Dynamics (PSID), the British Household Panel Study (BHPS) and the German Socio-Economic Panel(SOEP) (Parent, 2000).
Time-series surveys also use the same units (respondents) at each of the measurement occasions, but the difference with longitudinal study designs is that in time-series designs both the number of measurement occasions and the time intervals between occasions may be different between units (respondents) (Liao, 2005). This means that although the same sample is used in every survey occasion, some of sample members may be surveyed every year, for example, some of them may be surveyed every two or three years. For those surveyed every year, some of them may be surveyed only once, some of them twice or more (Scott and Smith, 1974). The European Physical Activity Surveillance System (EUPASS) time series survey is an example of this (Rütten et al., 2007).
4.3.4 Categorised by other features

For the administration of surveys, when the questions are administered by a researcher or interviewer, the survey is called a structured interview or a researcher-administered survey; and when the questions are administered by the respondent, the survey is referred to as a questionnaire or a self-administered survey. Besides those, there is also a semi-structured interview method, which often used in the research in the social sciences. A semi-structured interview is flexible, allowing new questions to be brought up during the interview as a result of what the interviewee says. The interviewer in a semi-structured interview generally has a framework of themes to be explored.

Another dimension is by size and type of sample. Many surveys study the total adult population, but others might focus on special population groups: physicians, community leaders, the unemployed, or users of a particular product or service. Surveys may be conducted on a national, regional or local basis, and may seek to obtain data from a few hundred or many thousand people. 

One can further classify surveys by their content. Some surveys focus on opinions and attitudes (such as a pre-election survey of voters), while others are concerned with factual characteristics or behaviour (such as a survey of people's health, housing or transportation habits). Many surveys combine questions of both types. Thus, a respondent will be asked if he/she has heard or read about an issue, what he/she knows about it, his /her opinion, how strongly he/she feels and why, interest in the issue, past experience with it, and also certain factual information which will help the survey analyst classify the responses such as age, sex, marital status, occupation, and place of residence. 

For the format and the length of surveys, the questions may be open-ended ("Why do you feel that way?") or closed ("Do you approve or disapprove?"); they may ask the respondent to rate a political candidate or a product on some kind of scale; they may ask for a ranking of various alternatives. The questionnaire may be very brief with only a few questions taking five minutes or less, or it may be quite long, requiring an hour or more of the respondent's time. 

There are also different surveys according to their specific nature and design.  Since it is inefficient to identify and approach a large national sample for only a few items of information, there are "omnibus" surveys which combine the interests of several clients in a single interview. In such surveys, the respondent will be asked a dozen questions on one subject, half a dozen more on another subject, and so on. Because changes in attitude or behaviour cannot be reliably ascertained from a single interview, some surveys employ a "panel design," in which the same respondents are interviewed two or more times. Such surveys are often used during election campaigns, or to chart a family's health or purchasing pattern over a period of time. They are also used to trace changes in behaviour over time, as with the social experiments that study changes by low-income families in work behaviour in response to an income maintenance plan. 
4.4 Brief history of survey methodology 

Originating from censuses, the survey method has been utilised for more than 2000 years in the world, while social sample survey research is very young comparatively, only about 100 years old or so. Moser and Kalton (1979) and Converse (1987) provide a summary of the historical development of survey research in the UK and USA respectively, which gives a route to follow to recount the brief history of survey methodology.  It is worth describing in four perspectives: the purposes for which surveys were used, the development of sampling methods, the improvement of survey question design and the expansion of data collection methods.

4.4.1 The purpose of surveys 
The survey has very long history and its ancestors can be traced back at least 2000 years to Biblical times and probably much further. Perhaps the earliest type of survey is the census; and generally conducted by governments. Madansky (1986) provides an account of the major censuses recorded in the Old Testament. It also reviews the Biblical origins and ramifications of the superstition against being counted in a census, which can be referred to as “Biblical censuses.” It was very important for a country to know approximately how many people it had for war effort, taxation and political representation purposes. Censuses were therefore carried out in ancient Egypt, Rome, China, Greece and Persia. These give the statistics from a census great political importance. Because of this, they are often politically contentious (Anderson, 1990). In the 7th century, Dál Riata (parts of what is now Scotland and Northern Ireland) was the first territory in what is presently the UK to conduct a census;  England took its first Census when the Domesday Book was compiled in 1086 for tax purposes; the UK government has conducted the census every ten years since 1801 and most recently in 2001 (Alterman, 1969). The first U.S. Census was conducted in 1790, and since then a census conducted in every ten years in the United States (Boorstin, 1985; Anderson, 1990).

Over a century ago, sample survey methods were first used to gain understanding of social problems by Charles Booth (1840-1916).  This is thought to be the first social sample survey in history (Gillie, 1996). He produced a landmark study of social conditions and wrote seventeen books about it, "Life and labour of the people in London (1889-1903)", the first English social survey of huge proportions, which is regarded widely by survey methodologists as the origins of modern social survey research (Groves et al., 2009). As part of his studies, Booth sponsored himself to a project to gather information on the poor and the reasons why they were poor. He did not employ the principles used today i.e. standardised question design and well-defined sampling techniques. The majority of the information was produced by interviewer direct inquisition, observation and inference. However, he attempted for the first time to collect and summarise the quantitative information from systematic measurements to study a fundamental social problem. After that, survey methods have been used more and more in every discipline of social sciences around the world.

In contrast to studies of social problems, the political polling and market research emerged in the early 20th century. Public opinion polling was initially developed to meet the public interests to the political leaders and preferences especially in the period of upcoming elections.  In a related way, market research aimed to obtain knowledge about people’s reactions to existing or planned products or services. These surveys at the start were done by asking people on the street, later, methods evolved to include postal letters and telephones, and the resulting messages were delivered popularly to the general public through radios, newspapers and televisions. They often sampled from available lists, such as registered telephone user, driving license holder, registered voter, and newspaper/magazine subscriber listings. They collected their data by normally asking a fixed set of questions or by direct observation. The quantification of attitudes and opinions led to the development of modern management philosophies that place much weight on customer satisfaction, and measurement of the happiness and quality of life for the people in some area such as a country, region or continent.

4.4.2 The development of sampling method

Although survey sampling had been used intuitively for centuries (Stephan, 1948), no specific theory of sampling started to develop until about 1900. For instance, Booth tried to gather information on the predefined entire population to avoid problems of errors arising from measuring just a subset of the population, but it was clearly impractical and sometimes not financially or timely feasible for very large populations. 

As a result of this, the early researchers such as a Norwegian named Kiear first attempted to investigate a representative sample from a population in the year around 1900 borrowing the sampling technique from the scientists who did research on agriculture (Stephan, 1948; Seng, 1951; Sampford, 1962; Godambe, 1970; Krishnaiah and Rao, 1988). 

A decade later, Bowley (1913) published a number of papers to connect statistical probability and sampling theory to survey design.  He discussed random sampling and the need for sample frames, outlined a theory for purposive selection and also provided guidelines for sample survey design.  However neither Kiear nor Bowley advocated randomisation in all survey stages, but first developed a mixed method of random and purposive selection. 

In the subsequent decade, the sample survey theory was developed at a significant pace. Neyman (1934) delivered a landmark paper to stress the importance of random sampling. In this paper, he proposed the idea of optimum stratified sampling, cluster sampling, the approximate normality of linear estimators for large samples, and a model of purposive selection. This is widely considered by many survey researchers as a major breakthrough on random sampling survey methodology. 

In the 1930s and 1940s most of the basic survey sampling methods used today were developed. Fisher developed randomisation principles on experimental design (Fisher and Wishart, 1930; Fisher, 1935),  which were of great importance for survey design. The concepts of sampling theory were developed and refined further by classical statisticians such as Cochran, Yates, Hansen, and others (Cochran, 1939; Hansen and Hurwitz, 1943; Hansen and Hauser, 1945; Hansen and Hurwitz, 1946; Yates, 1946; Hansen, 1953; Yates and Grundy, 1953; Cochran et al., 1954; Yates, 1960; Hansen et al., 1962; Cochran, 1963).

It was widely known by the 1940s, that sampling error was not synonymous with total survey error, which emphasised the interactions among multiple error sources arising from the measurement process, nonresponse, the sampling frame, the sampling process and data processing.  For example, Mahalanobis (1944; 1946) discovered errors introduced by field-workers. 

In the 1940s, Hansen and his colleagues at the U.S. Bureau of the Census presented a model for total survey error (Hansen and Hurwitz 1943; Hansen and Hauser 1945; Hansen and Hurwitz 1946). In the model, which is usually called the U.S. Census Bureau survey model, the total error of an estimate is measured as the mean squared error of that estimate. Their model provides a means for estimating variance and bias components of the mean squared error using various experimental designs and study schemes. This model showed explicitly that sampling variance is just one type of error and that survey error estimates based on the sampling error alone will lead to underestimates of the total error. The model is described in a paper by Hansen et al. (1964) and the study schemes in Bailar and Dalenius (1969).  
4.4.3 The improvement of survey question design
Survey design covers the definition of all aspects of a survey from the establishment of a need for data to the production of final outputs. Every survey questionnaire should be carefully designed to include elements which make the survey pertinent and relevant to the population to be sampled, thereby maximising response rates and minimising error or bias.

Fowler (1998) pointed out that the design and evaluation of survey questions are the most productive area for improving survey research. Poor question design is invasive, and improving survey question design is one of the easiest, cost-effective ways to improve the quality of survey data. However, because of timely and/or budgetary constraints, too often from the very beginning in history to the present, surveys are conducted on the basis of inadequate design and planning or sometimes on the basis of no design at all. Mostly, the weaknesses in the survey design are often not realised until the results need to be properly analysed and reasonably interpreted (Oppenheim, 2001).     

Early survey statisticians had not been aware that question design effects such as wording, formatting and layout of the questions would greatly affect data quality, because they normally gathered factual or demographic information on objective measures, something like age, occupation, education, gender and so on.  

However, when the complex subjective phenomena (for example, people’s attitudes, beliefs, opinions, happiness, intelligence and quality of life etc) need to be measured, researchers have to pay more attention to rating scales, response dimensions (the dimensions of the target that should be reported, see detailed description and explanation in Loach et al (2008)), and response categories of survey questions in order to obtain reliable and valid answers. There are, for instance, some very early writings on the effects of question wording, such as Muscio (1915) and Thurstone and Chave (1929a). Formal attitude rating scales were developed by Likert (1932) and others and therefore it is often named after him as "Likert scales". Today Likert scales play a central role in empirical studies by psychologists, sociologists, political scientists, economists, and many other social scientists.  

In the 1940s and 1950s, extensive academic research was conducted on survey instruments when numerous experiments were carried out to identify the strengths and weaknesses of various questionnaire designs (Katz, 1940; Sletto, 1940; Cantril and Fried, 1944; Rugg and Cantril, 1944; Stouffer et al., 1950; Payne, 1951; Cannell and Kahn, 1953).  In 1951, Stanley Payne wrote the landmark survey design book, "The Art of Asking Questions," which advocated for brevity, simplicity, and relevance when designing survey questions.

As the alternatives to Likert scales, Thurstone scales were developed by Thurstone and Chave in 1929, Guttman scales  were devised by Guttman (1941; 1944), and Coombs scales were designed by Coombs (1950; 1960). Subsequently a number of researchers attempted to seek an optimal number of alternatives for Likert scales (Jacoby and Matell, 1971; Matell and Jacoby, 1971; Cox III, 1980),  and more recently, with a particular emphasis on multidimensionality and coarse response categories, a new measurement method called "phrase completions", was proposed to circumvent the problems inherent in Likert scales (Hodge and Gillespie, 2003). 

4.4.4 The expansion of data collection method
The early survey researchers used only the oldest recorded traditional data collection methods — face-to-face interviews and mail questionnaires. They simply compiled a set of questions about some specified topic, and asked/talked or sent to as many individuals as possible to gather the information they need. Sooner or later more and more survey method choices became available making it quicker and cheaper to collect systematic data.

As mentioned earlier Booth undertook his study partly by interview and partly by direct observation. Around 1900, Rowntree started work on a survey research project on the poverty issue in the city of York. He went further than Booth to conduct the first face-to-face interview survey solely (Moser and Kalton, 1979). 

Although a lot of researchers (De Heer et al., 1999) consider that the first scientific face-to-face survey took place about a decade later in 1912, when Sir Arthur Bowley started a study of working-class conditions in five British cities in which samples of citizens were interviewed using a structured interview schedule. Karl Marx carried out a mail questionnaire in 1880, which is a first recorded survey of this kind and predated face-to-face interview (De Leeuw and Collins, 1997).  

However, De Heer et al (1999) thought that the first documented mail survey dates from 1788 even two years earlier when Sir John Sinclair sent out a questionnaire to the ministers of all parishes of the Church of Scotland and let them to complete the questionnaire in order to measure the quantum of happiness that existed in the nation and find ways of improving this. 
Whilst the face-to-face interview was widely regarded as the gold standard in the fifties and sixties of the 20th century, the telephone survey quickly became popular during the seventies and soon became the predominant mode in the USA (Nathan 2001). About a decade later along with the rapid growth of computer technology, Computer-assisted equivalents (CATI, CACI, CAPI, CASI, ACASI and/or CAPI-CASI mixes etc) were developed for all major data collection methods (De Leeuw and Collins 1997; Couper and Nicholls 1998) with a generally positive effect on data quality and a potential for new applications (De Leeuw 2002). 

The latest development is the web (Internet) or email survey. Internet or email surveys are much more cost and time efficient than the other modes (Dillman, 2000; Couper, 2000), and this together with the novelty value have made them very popular in a very short time. Electronic surveys provide the ability to conduct large-scale data collection by individuals and organisations than those at the centres of power in society (Couper, 2000). Technology provides an inexpensive mechanism for conducting surveys online instead of through the postal mail (Sheehan & Hoy, 1999; Weible and Wallace, 1998) and one in which costs per response decrease instead of increase significantly as sample size increases (Watt, 1999). Electronic surveys are becoming increasingly common (Lazar and Preece, 1999), and research comparing electronic vs. postal surveys is starting to confirm that electronic survey content results may be no different than postal survey content results, yet provide strong advantages of speedy distribution and response cycles (Swoboda et al., 1997; Yun and Trumbo, 2000). This means that electronic surveys provide a faster reaction time than mail surveys. Many studies have reported that most of their e-mail responses arrive within two to three days following the initial e-mail contact (Sproull, 1986; Kittleson, 1995; Mehta and Sivadas, 1995; Bachmann et al., 1996; Schaefer and Dillman, 1998). In a mixed-mode project, Schaefer and Dillman (1998) reported that e-mail responses arrived before the first completed paper surveys were returned.
At the same time, mixes of web and telephone surveys are rapidly gaining popularity, especially in market research. Mixed-mode surveys are presently attracting much interest and were made a main topic at the data collection conferences of the Council of American Survey Research Organisations (CASRO) in 2003 and 2004. According to Biemer and Lyberg (2003), mixed-mode surveys are currently the norm, at least in the U.S.A. and parts of Western Europe. 
4.5 An overview of survey processes 
In this section, an overview of the various aspects of the research survey process is presented and it is emphasised that surveying should first be thought of as a process. In discussions on surveying, the focus is often incorrectly placed only on the survey instrument and how it is fielded to the survey sample, and not on the entire survey process. The entire process also includes defining the survey objectives, developing a sample frame, specifying the strategy for data collection, and conducting the appropriate analyses. Dillman (1978) presented a formal framework for conducting effective mail surveys that has proven successful over the past three decades. This formal framework, which recognises that the entire process of fielding a survey is important to achieving acceptable response rates, ultimately resulted in the widespread acceptance of mail surveys as a respected research methodology.

The basic tenet of the Total (or Tailored) Design Method (TDM) (Dillman, 1978 and 2000) and Total Survey Design (TSD) (Fowler, 1993) is that the entire survey process is critical to success. Essentially TDM and TSD suggest that a researcher should take a holistic approach to survey design by consciously considering all aspects of the survey process. In particular, TDM emphasises that the survey process is part of a social interaction between the researcher(s) and the survey respondent(s) and stresses the importance of appropriately communicating the survey to the respondent(s). TSD recognises the trade-offs that must be made between methodological rigor in the various components of the survey process and the attendant costs, with an eye to developing a survey that meets the needs of the research study while recognising the survey’s constraints. Some texts, such as Groves (1989), centre on structuring the entire survey design process in order to balance total measurement error with cost. Normally a formal survey-process framework should include the follow steps (Groves, 1989):
1. Defining the survey objectives, including

· specifying the population of interest

· delineating the type of data to be collected

· determining the desired precision of the results

2. Determining who will be sampled, including
· specifying the method of sample selection as either probability-based or convenience-based

· creating a sampling frame (if necessary)

· selecting the sample

3. Creating and testing the instrument, including
· choosing the response mode (mail, Web, or other)

· drafting the questions

· pretesting and revising the survey instrument

4. Contacting respondents throughout the survey process by using the following
· prenotification that the survey is coming

· postdelivery reminder and thank-you

· nonresponse follow-up for those who do not return the survey

5. Data collection, data reduction, result analysis and dissemination.

This is displayed in the following Survey Process Flow Chart (see Figure 4.1).
Czaja and Blair (2004) divide the whole survey process into 6 general stages as follows:

1. Planning and development of survey

2. Pre-test

3. Final survey design and planning

4. Implementation of survey and data collection

5. Data coding and data file construction

6. Research and analysis of data
There are a number of sub-stages within each of the above stages as shown in figure 4.2. According to Czaja and Blair (2004), in the process of design, development and implementation of a survey, the following points are particularly essential: 

· Design survey: key preliminary decisions about method(s) of data collection and sampling strategy are made (this refers to stage 1 in figure 4.2).

· Pre-test: decisions from multiple activities are tested and evaluated (this refers to stage 2 in figure 4.2).

· Revise survey design and operations plan: final survey design decisions are made based on pretesting activities (this refers to stage 3 in figure 4.2).
· Collection process and analyse data: data collection, analysis, report and quality control procedures are carried out (this refers to stages 4, 5 and 6 together in figure 4.2). 
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Figure 4.1 Survey process flow chart from Rasoft 
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Figure 4.2 The six stages of a survey

4.6 Survey sampling 

In statistics, survey sampling describes the process of selecting a sample of elements from a target population in order to conduct a survey. The purpose of sampling is to reduce the cost and/or the amount of work that it would take to survey the entire target population. It is incumbent on the researcher to clearly define the target population. There are no strict rules to follow, and the researcher must rely on logic and judgment (Lyberg and Cassel, 2001). 

The target population is also known as the scope of the survey and can be defined as the population outlined in the survey objects or subjects. Information about them is to be sought including total members of groups of people, objects or events under study (Kalton, 1999).

Sometimes, the entire population will be sufficiently small, and the researcher can include the entire population in the study. This type of research is called a census study because data is gathered on every member of the population.
Usually, the population is too large for the researcher to attempt to survey all of its members. A small, but carefully chosen sample can be used to represent the population. The sample should reflect the characteristics of the population from which it is drawn. In this case a sampling frame is needed, which is a list of all members of a population used as a basis for sampling. Without such a frame, or its equivalent, methods of sampling with assured properties such unbiasedness are not available. The frame in effect defines the study population. Sample selection can bias the survey results if the selected sample is not representative to the target population.
Sampling methods are classified as either probability or nonprobability (Barnett, 1991). In probability samples, each member of the population has a known non-zero probability of being selected. Probability methods include simple random sampling, systematic sampling, and stratified sampling. In nonprobability sampling, members are selected from the population in some nonrandom manner. These include convenience sampling, judgmental sampling, quota sampling, and snowball sampling. The advantage of probability sampling is that sampling error can be calculated. Sampling error is the degree to which a sample estimates might differ from the population (Anderson and Gerbing, 1984). When using the sample estimates to make an inference on the study population, results are reported plus or minus the sampling error. In nonprobability sampling, the degree to which the sample differs from the population remains unknown.

Simple random sampling is the purest form of probability sampling. Each member of the population has an equal and known chance of being selected (Olken and Rotem, 1995). When there are very large populations, it is often difficult or impossible to identify every member of the population, so the pool of available subjects becomes biased.

Systematic sampling is often used instead of simple random sampling. It is also called an Nth name selection technique. After the required sample size has been calculated, every Nth record is selected from a list of population members. As long as the list does not contain any hidden order, this sampling method is as good as the simple random sampling method (Weiss, 1984). Its only advantage over the simple random sampling technique is simplicity. Systematic sampling is frequently used to select a specified number of records from a computer file.

Stratified sampling is a commonly used probability method that is superior to simple random sampling because it reduces sampling error. A stratum is a subset of the population that share at least one common characteristic. Examples of stratums might be males and females, or managers and non-managers. The researcher first identifies the relevant stratums and their actual representation in the population. Simple random sampling is then used to select a sufficient number of subjects from each stratum. "Sufficient" refers to a sample size large enough to provide the required confidence that the stratum estimates represent the relevant section of the population. Stratified sampling is often used when one or more of the stratums in the population have a low incidence relative to the other stratums (Arvo, 1995; Mitchell, 1996).

Convenience sampling is used in exploratory research where the researcher is interested in getting an inexpensive approximation of the truth. As the name implies, the sample is selected because they are convenient. This nonprobability method is often used during preliminary research efforts to get a gross estimate of the results, without incurring the cost or time required to select a random sample.

Judgmental sampling is a common nonprobability method. The researcher selects the sample based on judgment. This is usually and extension of convenience sampling. For example, a researcher may decide to draw the entire sample from one "representative" city, even though the population includes all cities. When using this method, the researcher must be confident that the chosen sample is truly representative of the entire population.

Quota sampling is the nonprobability equivalent of stratified sampling. Like stratified sampling, the researcher first identifies the stratums and their proportions as they are represented in the population. Then convenience or judgmental sampling is used to select the required number of subjects from each stratum. This differs from stratified sampling, where the sampling units in the stratums are selected randomly.

Snowball sampling is a special nonprobability method used when the desired sample characteristic is rare. It may be extremely difficult or cost prohibitive to locate respondents in these situations. Snowball sampling relies on referrals from initial subjects to generate additional subjects. While this technique can dramatically lower search costs, it comes at the expense of introducing bias because the technique itself reduces the likelihood that the sample will represent a good cross section from the population.
4.7 Summary
This chapter provides a comprehensive introduction to survey and survey methodology.  It begins with the definition of a survey; followed by describing some representative types of surveys; then it outlines the historical development of survey methods from four aspects — the purposes, the sampling method development, the survey design and data collection modes; after that it briefly explains the processes of a survey, and finally it introduces the survey sampling strategies most widely used by survey practitioners today. 
The next chapter will introduce the concepts and methods for measurement, assessment and improvement of survey quality.
Chapter 5: Measurement and Assessment of Survey Quality
5.1 Introduction

Outlined in this chapter are the concepts and dimensions of survey quality, different criteria used, and various approaches to measure and assess survey quality. There are three main sections: the first is the concepts, definitions and dimensions of survey quality; followed by introducing the various survey errors especially the sampling error and measurement error affecting the survey quality; and finally the different criteria used and various approaches to measure and assess total survey errors are presented.

5.2 Defining survey quality  

5.2.1 An impossible perfect survey — the origin of survey errors 

A survey is often referred to as a system of gathering information from a sample of the target population as described in The American Statistical Association’s pamphlets under the rubric “What Is a Survey?” (Ferber et al., 1980; Scheuren, 2004) and the full definition and characteristics of a survey has been discussed in detail in Section 4.2 of this thesis.

Survey quality is often defined by survey statisticians as a function of the amount of survey error in the data collection process (Biemer and Lyberg, 2003; Fink, 2003; Groves et al., 2004; Groves, 2004a; Weisberg, 2005; Leeuw et al., 2007; Groves et al., 2009; Wright and Marsden, 2009). Survey error in this context does not imply mistakes in the colloquial sense. Instead it refers to deviations of what is desired in the survey process from what is attained or the deviations from the true values applicable to the target population studied (Groves et al., 2009). To understand the nature of a high quality survey it is helpful to imagine that a perfect survey should be as follows (Czaja and Blair, 2005):

· The survey design and questionnaire satisfy all the research aims and objectives;

· A sampling frame is available that includes accurate information about every population member;

· The selected sample precisely reflects all facets of the population and its subgroups;

· Each question in the instrument is absolutely clear and captures the dimension of interest exactly;

· Every person selected for the sample is contacted and immediately agrees to participate in the study;

· The interviewers conduct the interview flawlessly, and never — by their behaviour or even their mere presence — affect respondents’ answers;

· The respondents understand every question exactly as the researcher intended, know all the requested information very well, and always answer the questions truthfully and completely;

· The responses are faithfully recorded and recorded without error;

· The data is well analysed and the report of the results is representation and;

· The resulting data set is a model of validity and reliability.

In reality, an ideal survey like this does not exist. In fact each step of the above in conducting a survey has the potential to move away from this model, sometimes a little, sometime a great deal, therefore introduces some type of errors into the survey processes and thereby influences the quality of the survey data. Practically every survey contains survey errors to some extent, most of which cannot be totally eliminated with the limits of the available resources such as cost, time and technology etc, and some cannot be removed thoroughly even in principle of a sample survey (Czaja and Blair, 2005).  However a number of researchers, and survey methodologists worldwide have been working on this to minimise survey errors and to maximise survey quality (Andersen et al., 1979; Assael and Keon, 1982; Groves, 1987; Cholette and Dagum, 1994; Pfeffermann et al., 1998; Groves, 2004a; 2004b; Weisberg, 2005; Groves and Heeringa, 2006). 

5.2.2 The concept of quality

Although the concept of "quality" has been contemplated throughout history and continues to be a topic of intense interest today, there is no universal definition of quality which can be found in both the academic and practitioner literature.  In deferent disciplines such as business, philosophy, physics and music etc., quality can have different meanings. Quality is a perceptual, conditional and somewhat subjective attribute and may be understood differently by different people and from different angles. 

Quality has been variously defined as "value" (best value for money considering trade-off of quality and price together) (Feigenbaum, 1951; Abbott, 1955), "conformance to specifications" (how well the product or service conforms to design specifications) (Levitt, 1972; Gilmore, 1974), "conformance to requirements" (its modern counterpart is Six Sigma) (Crosby, 1979), "fitness for use" (Juran and Bingham, 1974; Juran, 1988), "loss avoidance" (Ross, 1996), and "meeting and/or exceeding customers' expectations" (Grönroos, 1984; Parasuraman et al., 1985). Regardless of the time period or context in which quality is examined, the concept has had multiple and often muddled definitions and has been used to describe a wide variety of phenomena. However, the above definitions of quality such as "value", "fitness for use", and "meeting and/or exceeding customers' expectations", are from a consumers’ perspective. They focus on the specification quality of a product/service, or how it compares to competitors in the marketplace. All the other definitions of quality, for instance, "conformance to specifications", "conformance to requirements", and "loss avoidance", are from product producers and/or service providers’ angle. These measure the conformance quality, or degree to which the product/service was produced/provided correctly or with minimised errors.

Apart from academic researchers, there are some other definitions of quality from some globally recognised organisations. According to The International Organisation for Standardisation (ISO) (2000), quality is the “degree to which a set of inherent characteristics fulfils requirements” (the standard defines requirement as need or expectation). The Chartered Quality Institute (CQI) (2010) defines quality as an organisation-wide approach to understanding precisely what customers need and consistently delivering accurate solutions within budget, on time and with the minimum loss to society. They also define quality in terms of innovation and care and identify a number of components of quality.
Quality is a very complex and multi-perspective and multi-component concept; therefore there is no globally accepted unified definition for it. The quality construct space is so broad and includes so many components that there would be little utility in any model that tried to encompass them all. Therefore for different products and services in different industries, the stakeholders from different perspectives, quality has been and also should be defined differently.
Furthermore, according to the procedure of the product-producing/service-providing line, some researchers (Porteus, 1986; Girczyc and Carlson, 1993; Chao, 1998; Wang, 1998; Gryna and Juran, 2001; Bansiya and Davis, 2002) divide quality into three kinds or levels of quality: design quality, process quality and output quality. They think that the quality of the product/service is decided by the processes generating the product and the quality of the processes is decided by the quality of design. All these three kinds of quality are governed by organisational quality (Ogawa and Bossert, 1995; Winn and Cameron, 1998). This refers to that an organisation achieves success and stability, by setting up its quality principles and standards to follow through everywhere inside the organisation such as the organisational structures, systems, policies, work practices, and leadership styles etc (Ogawa and Bossert, 1995; Oakland, 2001; Lee et al., 2003).
5.2.3 The concept of survey quality

Given the two vague concepts — survey and quality can be defined in a number of different ways, the concept of survey quality consisting of both of them, is becoming considerably complicated to be clearly defined. In addition to this, the field of survey research has evolved through the somewhat independent and uncoordinated contributions of researchers trained as statisticians, psychologists, political scientists, and sociologists. These brief encounters between the survey method and bodies of theory have produced what is currently known about survey quality. However, working towards the application of the same or similar survey methods for radically different purposes in completely different disciplines, these workers sometimes definitely suffer severe problems of communication, and therefore produces disagreements about defining the quality of a survey and valuing the importance of various components of survey quality (Groves, 1987; Alwin, 1991; Groves, 2004a).  
Because of fundamental discrepancies in views about the nature of the measurement process, the groups employ competing languages of survey quality and survey error. Survey statistics most commonly view total error as the expected squared difference between a sample survey statistic (e.g., the mean value of a variable measured on sample respondents) and the value of the statistic on the total population (e.g., the mean of the attribute in the entire target population) (De Leeuw and Collins, 1997; Biemer and Lyberg, 2003). The mean square error is the label given to this statistical concept. In contrast, psychologists who use survey data tend to focus on errors in measures on individuals, using the notions of validity and reliability as key concepts of quality (Alwin, 1989; 1991; 2007). 
Since the concept of survey quality encompasses several dimensions, there are other researchers who have defined it as a combination of the representativeness of the sample, the accuracy and precision of measurements, data processing and management with several subcomponents in each (Tolonen et al., 2006) and the closeness of the match between a survey’s objectives and its outcomes (O’Muircheartaigh, 1997). Furthermore, Fecso (1990) defined survey quality as "The totality of features and characteristics of a survey that bear on its ability to satisfy given needs"; and Collins and Sykes (1999) expended the definition into the widest possible — five levels of quality — design, resources, process management, service delivery and managing relationship quality. 
Survey quality has been the attention of official statistical agencies for the last two decades. They developed a nationally or regionally accepted tool for survey design and planning and for reporting quality indicators. These research projects were largely led by national statistical institutes and led to organisations publishing their own quality guidelines e.g. Anderson et al. (Statistics Sweden) (1997), Statistical Policy Office USA (2001),  Bergdahl et al. (Eurostat) (1999), Burg (Statistics Austria) (2004), Laiho and Hietaniemi  (Statistics Finland) (2002), Rosen and Elvers (1999), Statistics Canada (1998) and Eurostat (2002). In the UK, the Office for National Statistics (ONS) has finally published its Guidelines for Measuring Statistical Quality (ONS, 2004). These do not represent mandatory procedures for official statisticians, but they provide important guidance for anyone who is involved in producing statistical outputs.

Table 5.1 Summary of quality dimensions used by official statistics
	Quality dimension
	Korea
	Canada
	UK
	Netherland
	ESS
	Eurostat
	IMF

	Relevance 
	Y
	Y
	Y
	Y
	Y
	Y
	Y

	Accuracy
	Y
	Y
	Y
	Y
	Y
	Y
	Y

	Timelines 
	Y
	Y
	Y
	Y
	Y
	Y
	Y

	Accessibility
	Y
	Y
	Y
	Y
	Y
	Y
	Y

	Comparability
	Y
	Y
	Y
	Y
	Y
	Y
	

	Coherence
	
	
	Y
	
	Y
	
	

	Punctuality 
	
	
	Y
	
	Y
	
	

	Clarity 
	
	
	Y
	
	Y
	
	

	Efficiency
	Y
	Y
	
	
	
	Y
	

	Completeness 
	
	
	
	
	
	Y
	


Note: "Y" indicates that the component is considered by the agency or country.
In the published guidelines, ONS defined survey quality as "quality measurement for statistical outputs is concerned with providing the user with sufficient information to judge whether or not the data are of sufficient quality for their intended use(s)". It is recommended in this document that output providers report quality in terms of the six quality dimensions of the European Statistical System (ESS) (ONS, 2004). The International Monetary Fund (IMF) adopted four of them (Carson, 2001) (see Table 5.1).
The interest in survey quality has not been restricted solely to producers and users of official statistics. The first text-book devoted to survey quality, using the modern framework and terminology, has been published (Biemer and Lyberg, 2003). There were five international conferences on quality in official statistics, which took place in Stockholm in 2001, Mainz in 2004, Cardiff in 2006, Rome in 2008 and Helsinki in 2010. Nearly 2500 delegates altogether from these conferences, including many from academia and other non-governmental organisations, demonstrated considerable interest in the concept of survey quality and related research activities.

Another document that should be mentioned is that of Circum Network's president, Ganthier (2001). This paper aims to discipline the assessment (and self-assessment) of survey research by offering a series of criteria based on four fundamental principles: rigour, neutrality, balance and transparency. Applied to the six phases of survey research (questionnaire design, sampling, data collection, data management, data analysis and reporting), these four principles create 24 assessment areas which translate into some sixty specific criteria. In this project, the issue was raised as to whether the assessment framework can provide a marking system for every survey or not. It was thought in this paper that a quality assessment framework can not be used mathematically in that way and can only be applied as a systematic protocol to assist the survey process. The reason is that assessing survey research requires the application of professional judgment to individual research context, meeting a certain criterion may be of small importance in one setting but it may be crucial in another situation.

Many statistical agencies in the Statistical Policy Office USA (2001), took the approach of studying “survey quality” in terms of the measurement and reporting of various error sources that affect survey quality: sampling error, nonresponse error, coverage error, measurement error, and processing error. Measuring the quality of a survey takes on different meanings depending on the constituency. Different survey data users have different goals and, consequently, different ideas of what constitute quality. Similarly, the reporting of “quality” can be implemented quite differently depending on the type of data product produced.

Survey quality can be broken down into dimensions, components or characteristics that focus around several key concepts: accuracy, relevance, timeliness, and accessibility (Statistical Policy Office USA, 2001).

Accuracy in the general statistical sense denotes the closeness of computations or estimates to the exact or true values (Marriott and Kendall, 1990). The accuracy of any estimate is affected by both sampling and non-sampling error.

Relevance is the degree to which statistics meet current and potential users’ needs (Statistics Canada, 1998). It refers to whether all statistics that are produced and the extent to which concepts used (definitions, classifications etc.) reflect user needs.

Timeliness of information reflects the length of time between its availability and the event or phenomenon it describes (Andersson et al., 1997). It can refer to several concepts. First, it refers to the length of the data collection’s production time—the time from data collection until the first availability of a product. Second, timeliness can also refer to the frequency of the data collection. Timely data are current data. Timeliness can be difficult to characterise since the characteristics of the data collection can often reflect the availability of data.

Accessibility, refers to the physical conditions in which users can obtain data: where to go, how to order, delivery time, clear pricing policy, convenient marketing conditions (copyright, etc.), availability of micro or macro data, various formats (paper, files, CD-ROM, Internet…), etc (Statistics Canada, 1998).  Data products have their most value i.e. are most accessible when they are easily available to end-users and in the forms and formats desired. Data products are of several types—individual microdata in user-friendly formats on different media, statistical tabulations on key survey variables, and analytic and descriptive analysis reports. Accessibility also implies the data products include adequate documentation and discussion to allow proper interpretation of the survey results. Accessibility can also be described in terms of the efforts data producers make to provide “hands-on” technical assistance in using and interpreting the data products through consultation, training classes, etc.

Arondel and Depoutot (1998) suggested that there are three additional characteristics of data quality: comparability of statistics, coherence, and completeness. 

Comparability is the extent to which differences between statistics from different geographical areas, nongeographical domains, or over time, can be attributed to differences between the true values of the statistics. The sources of distortion of comparability in statistics, increasing or reducing it, are twofold. Firstly there is use of different concepts/definitions and secondly different measuring tools or procedures are used, even within the same survey.

There are three main approaches under which comparability of statistics is normally addressed: comparability over time, between geographical areas, and between domains.

· Comparability over time refers to comparison of results, derived normally from the same statistical operation, at different times.

· The geographical component of comparability emphasises the comparison of statistics between countries and/or regions in order to ascertain what statistics can be compared with other international statistics. 

· Comparability between domains refers to non-geographical domains, for instance between industrial sectors, between different types of households, etc.

Coherence of statistics is their adequacy to be reliably combined in different ways and for various uses. It is, however, generally easier to show cases of incoherence than to prove coherence. When originating from a single source, statistics are normally coherent in the sense that elementary results derived from the concerned survey can be reliably combined in numerous ways to produce more complex results. When originating from different sources, statistics may not be completely coherent because they may be based on different approaches, classifications and methodological standards. Conveying neighbouring results, they may also convey not completely give coherent messages, the possible effects of which, users should be clearly informed of.

Completeness is the extent to which all statistics that are needed are available. It is usually described as a measure of the amount of available data from a statistical system compared to the amount that was expected to be obtained.
In Eurostat (2002; 2003), quality of statistics is defined with reference to seven criteria: accuracy, relevance, timeliness and punctuality, accessibility and clarity, comparability, coherence and completeness, which are very similar to the American system and only introduced two new concepts: punctuality and clarity. 
Punctuality refers to the possible time lag existing between the actual delivery date of data and the target date when it should have been delivered, for instance, with reference to dates announced in some official release calendar, laid down by regulations or previously agreed among partners. If both are the same, delivery is punctual (Eurostat, 2003).
Clarity refers to the data’s information environment whether data are accompanied with appropriate metadata, illustrations such as graphs and maps, whether information on their quality also available (including limitation in use) and the extent to which additional assistance is provided by the provider (Eurostat, 2003).

The Organisation of Economic Cooperation and Development (OECD) (2003) also views its quality of statistics in terms of seven dimensions: relevance, accuracy, credibility, timeliness, accessibility, interpretability and coherence. In which it is introduced another two new concepts: credibility and interpretability.

Credibility refers to the confidence that users place in those products based simply on their image of the data producer, i.e., the brand image.  Confidence by users is built over time.  One important aspect is trust in the objectivity of the data.  This implies that the data are perceived to be produced professionally in accordance with appropriate statistical standards, and that policies and practices are transparent.  For example, data are not manipulated, nor their release timed in response to political pressure.  

Interpretability reflects the ease with which the user may understand and properly use and analyse the data. The adequacy of the definitions of concepts, target populations, variables and terminology, underlying the data, and information describing the limitations of the data, if any, largely determines the degree of interpretability.  
	Table 5.2 Dimensions of survey quality 

	Quality Dimension
	Description

	Comparability
	Are the data from different countries or cultures comparable to each other (equivalent)?

	Coherence
	Do the data form a coherent body of information that can be rearranged or combined with other data?

	Relevance
	Do the data meet the requirements of the client and users?

	Accuracy
	Are the data describing the phenomena that they were designed to measure; that is, are the survey estimates close to the true values of the population parameters they are meant to measure?

	Timeliness and punctuality
	How much time has elapsed between the end of the data collection and when the data are available for analysis? Are the data available when expected, based on client specifications?

	Accessibility
	Can users easily obtain and analyse the data?

	Interpretability
	Do the data make sense in terms of users' hypotheses? Are supplementary data available to facilitate analysis, e.g., data that describe the major characteristics and structure of the data (metadata) as well as data about the survey processes (paradata)?


                                                                                                        (Carson, 2001)
Survey data quality is a concept with many dimensions and each dimension is linked with others. In the abstract, all dimensions of data quality are very important, but in practice, it is usually not possible to place high importance on all dimensions. Thus, with fixed time, labour, access and financial resources, an emphasis on one dimension will result in less emphasis in another.

Table 5.2 shows the seven dimensions that are often used to assess the quality of national official statistics in terms of both survey error and fitness for use: comparability, relevance, accuracy, timeliness and punctuality, accessibility, interpretability, and coherence. In this framework, total survey error may be viewed as being covered by the accuracy dimension.
5.3 Measuring sources of errors in surveys
5.3.1 Sources of errors overview
In evaluating the accuracy of a survey, it is convenient to distinguish two sources of errors: sampling errors, and non-sampling errors (Groves, 2004a), including the effect of refusals and not-at-homes, respondents providing incorrect information, coding or other processing errors, and clerical errors in sampling. 

For sampling errors, good survey practice includes calculation of sampling errors, which is possible if probability methods are used in selecting the sample. Furthermore, all the information on sampling errors should be made readily available to every user of the statistics. If the survey results are published, data on sampling errors should be included in the publication (Assael and Keon, 1982). 

Unfortunately, unlike sampling errors, there is no simple and direct method of estimating the size of non-sampling errors (Hansen and Waksberg, 1970; Dalenius, 1977). In most surveys, it is not practical to measure the possible effect on the statistics of the various potential sources of error. However, in the past 30 or 40 years, there has been a considerable amount of research on the kinds of errors that are likely to arise in different kinds of surveys (Osborne, 1942; Dalenius, 1977; Andersen et al., 1979; Assael and Keon, 1982; Bound et al., 2001; Groves, 2004a; Weisberg, 2005; Alwin, 2007). By examining the procedures and operations of a specific survey, experienced survey statisticians will frequently be able to assess its quality. Rarely will this produce actual error ranges, as for sampling errors. In most cases, the analyst can only state that, for example, the errors are probably relatively small and will not affect most conclusions drawn from the survey, or that the errors may be fairly large and inferences are to be made with caution (Warner, 1965; Wolter, 2007). 

Non-sampling errors can be classified into two groups — random types of errors whose effects approximately cancel out if fairly large samples are used, and biases which tend to create errors in the same direction and thus cumulate over the entire sample. With large samples, the possible biases are the principal causes for concern about the quality of a survey (Groves, 2004a; Groves et al., 2009). 

Biases or errors can arise from any aspect of the survey operation. Some of the main contributing causes of bias or errors are as follows (Groves, 2004a): 

1. Sampling operations. There may be errors in sample selection, or part of the population may be omitted from the sampling frame, or weights to compensate for disproportionate sampling rates may be omitted. 

2. Non-interviews. Information is generally obtained for only part of the sample. Frequently there are differences between the non-interview population and those interviewed. 

3. Adequacy of respondent. Sometimes respondents cannot be interviewed and information is obtained about them from others, but the "proxy" respondent is not always as knowledgeable about the facts. 

4. Understanding the concepts. Some respondents may not understand what is intended to be asked. 

5. Lack of knowledge. Respondents in some cases do not know the information requested, or do not try to obtain the correct information. 

6. Concealment of the truth. Out of fear or suspicion of the survey, respondents may conceal the truth. In some instances, this concealment may reflect a respondent's desire to answer in a way that is socially acceptable, such as indicating that he/she is carrying out an energy conservation program when this is not actually so. 

7. Loaded questions. The question may be worded to influence the respondents to answer in a specific (not necessarily correct) way. 

8. Processing errors. These can include coding errors, data keying, computer programming errors, etc. 

9. Conceptual problems. There may be differences between what is desired and what the survey actually covers. For example, the population or the time period may not be the one for which information is needed, but had to be used to meet a deadline. 

10. Interviewer errors. Interviewers may misread the question or twist the answers in their own words and thereby introduce bias. 

Obviously, each survey is not necessarily subject to all these sources of error. However, a good survey statistician will explore all of these possibilities. It is considered good practice to report on the percent of the sample that could not be interviewed, and as many of the other factors listed as practicable (Rodgers et al., 1993). 

5.3.2 The classification of sources of errors in surveys

Survey data quality is often limited to the accuracy dimension which has a history of measurement and reporting (Brackstone, 2000;2001; Kalton, 2001; Lyberg, 2001; Lyberg et al., 2001; Platek and Särndal, 2001; Scheuren, 2001; Karr et al., 2006). Five sources of error can be identified under the accuracy dimension: sampling error, nonresponse error, coverage error, measurement error, and processing error.

Sampling error refers to the variability that occurs by chance because a sample rather than an entire population was surveyed. 

Nonresponse error is an error of non-observation reflecting an unsuccessful attempt to obtain the desired information from an eligible unit. 
Coverage error is the error associated with the failure to include some population units in the frame used for sample selection (under-coverage) and the error associated with the failure to identify units represented on the frame more than once (over-coverage).

Measurement error is characterised as the difference between the observed value of a variable and the true, but unobserved, value of that variable. Measurement error comes from four primary sources in survey data collection: the questionnaire, as the official presentation or request for information; the data collection method, as the way in which the request for information is made; the interviewer, as the deliverer of the questions; and the respondent, as the recipient of the request for information. These sources comprise the entirety of data collection, and each source can introduce error into the measurement process. 

Processing error occurs after the survey data are collected, during the processes that convert reported data to published estimates and consistent machine-readable information. Processing errors include data entry, coding, and editing and imputation errors. This tends to be small compared to other errors.
The classification of error sources in surveys described above provides a framework for users of statistical data to develop an understanding of the nature of the data they analyse. An understanding of the limitations of data can assist an analyst in developing methods to compensate for the known shortcomings of their data (Groves, 2004a). Figure 5.1 shows that there are four levels of concepts are used to classify survey errors forming the hierarchy of survey error.
1. The total survey error (can also be labelled as the mean square error)
2. Systematic error (bias) or variable error (variance)
3. Error of non-observation or an observational error

4. The source of the error such as coverage error, sampling error, non-response error and response error etc.
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                                                                              (Groves, 2004a)
Figure 5.1 The hierarchy of total survey error 

Of course, the errors from various sources are not of the same size or of the same importance. However, since sampling error is more important in survey design, and measurement errors are more complicated than the other kind of errors, they are introduced in detail in the subsequent sections.

5.4 Sampling error
5.4.1 Introduction

Sampling error refers to the variability that occurs by chance because a sample is surveyed rather than all the units in the population. Sampling error is probably the best-known source of survey error as evidenced by its recognition by the popular press (Basu, 1971; Kalton, 1983).

In particular, sampling error refers to the expected variation in estimates due to the random selection scheme used to select the sample. In a random selection scheme, each unit of the population has a known, non-zero probability of being selected into the sample. The method of randomisation is important because it can be used in theory to define both the optimal estimator and the appropriate estimate for sampling error. Most surveys using random selection are designed so that sampling errors can be computed directly from the survey observations. In other situations, the design or estimate is so complex that approximation methods must be used to estimate sampling errors (Salant and Dillman, 1994).

Reporting the existence and magnitude of sampling errors or “estimation error” along with the estimates allows users of surveys to make more informed policy decisions. The regular preparation and presentation of measures of the precision also support other goals, such as the evaluation and improvement of the survey design (Dunham et al., 2001).
5.4.2 Measuring sampling error

The sampling error for estimates produced from simple random samples can be computed easily. However, many surveys are usually not based on simple random samples because of cost constraints and the requirement to produce reliable estimates for subgroups. It would be costly to hire and train staff to interview samples that are widely dispersed across the country, as would be the case with simple random samples. Instead, multistage sample designs are used to cluster the samples so that field work can be accomplished economically. The methods for computing sampling errors must account for this clustering (Cochran, 2009).

Most establishment surveys also do not use simple random samples because the population of establishments is skewed. For example, most businesses are small (in terms of sales volume, number of employees, etc). A simple random sample of businesses would be likely to consist almost entirely of small businesses. Hence, estimates of totals (sales volume, number of employees, etc.) from a simple random sample would not be as precise as estimates using other sampling procedures. For example, sampling probability proportional to size or stratified sampling to enable comparisons to be made between different sizes of businesses, where large businesses can be sampled from a “large business” stratum (Konijn, 1973; Smale et al., 2006). Both estimates from traditional and complex sample designs may require special approaches to variance estimation. A brief overview of the methods used is given below.
5.4.3 Variance estimation methods

There are two main methods of estimating sampling errors when estimates based on sample surveys are too complex to support direct estimation of variances: the Taylor series linearisation and replication (Rust, 1985; Rust and Rao, 1996). The methods are both approximations in practice, with different benefits and drawbacks depending on the sample design and statistic being computed (Murthy, 1967; Singh and Chaudhary, 1986; Deville and Särndal, 1992).

The Taylor series linearisation procedure simplifies the variance estimation problem by replacing the nonlinear statistic by its first-order (linear) Taylor series approximation. The variance of the linear approximation is computed using standard methods for the sample design. These methods are often applied in the basic sampling situations to obtain estimates of variances for certain nonlinear statistics, such as ratios of estimates, and even many means and percentages estimated for subgroups etc. More detail on the theory and practice of using Taylor Series linearisation can be found in Wolter (2007).
The second method of variance estimation for complex surveys is replication. In replication, the sample is partitioned into subsamples or replicates and the statistic of interest is computed for each of these replicate samples. The variation between the estimates from the replicates is used to estimate the variance of the estimate computed from the full sample. Replication methods generally take account of sample design features such as stratification and primary sampling unit. Different replication methods exist: balanced repeated replication, the jack-knife, random groups, and the bootstrap. The bootstrap method, a computer-intensive method for estimating or approximating the sampling distribution of a statistic and its characteristics, can be used in applications to complex survey data (Rao and Wu, 1988; Wolter, 2007).

5.4.4 Computer software for variance estimation

In recent years, software for computing sampling errors from complex surveys has become available for wide-spread use. These software packages implement either the Taylor series or replication methods of variance estimation and require the user to identify essential design variables such as strata, clusters, and weights. The information required to use the software depends on the method of variance estimation and the way it is handled in the specific package. For the Taylor series method most software products require the survey microdata file to contain the sample weight, and the variance stratum. Software for replication methods requires either the same information or replicate weights (Wolter, 2007).

5.4.5 Approaches to reporting sampling error

Sampling errors are often easier to interpret when the estimates are presented along with confidence intervals. There are two methods of presenting information on the precision of the estimates. These involve either the reporting of a direct estimate of the error or an indirect estimate of the error. The latter reports a generalised variance functions or average design effects that permit users to compute the errors for the estimates for each estimate (Gonzalez et al., 1975).
5.4.5.1 Direct estimates of sampling errors

The direct method of presentation involves computing an estimate of the sampling error for every statistic in a report. This approach enables readers to view both the estimate and its sampling error at the same time so the variability in the estimates is clearly demonstrated. Of course, this makes the printed publication larger to accommodate the presentation of direct estimates of sampling variables with every point estimate. It is also worth noting that the sampling errors themselves are subject to sampling variation and may not be very stable, especially when effective sample sizes are small (Bobbitt et al., 1995).
5.4.5.2 Indirect estimates of sampling errors
One of the methods of presenting indirect estimates of sampling errors uses generalised variance functions, model-based estimators of sampling variability. That is, given a data set of direct estimates of sampling variability, a model is fitted to the data and then the model is used to make estimates of sampling variability. Typically, groups of estimates are formed and a separate model is fitted for each group. Generalised variance functions have been popular because they supply a mechanism for computing large numbers of sampling error estimates rather easily, and require a minimum amount of space for presentation and explanation (Valliant, 1987; Bye and Gallicchio, 1988).

The second indirect method uses average design effects. The design effect is the ratio of the sampling variance computed taking account of the complex design and estimation procedures to the sampling variance computed assuming the same size sample was selected as a simple random sample (Kish, 1965; Wolter, 2007).

A third method for providing indirect estimates of sampling error is to display the standard errors for a selected number of key estimates. This approach has the advantage of an economic display of standard error information, but has the disadvantage that the user must extrapolate estimates of standard errors for estimates in which the standard errors are not provided (Dalaker and Naifeh, 1998).

5.5 Measurement error

5.5.1 Introduction

Measurement error is related to the observation of the variables being measured in a survey, and is sometimes referred to as “observation error.” Since measurement error is widely regarded as the most important and complex error in the survey measurement process, a substantial literature exists (Hansen et al., 1960; Johnston, 1985; Catania et al., 1990; Bound and Krueger, 1991; Biemer and Fecso, 1995; Jaccard and Wan, 1995; Bland and Altman, 1996a;b; Gfroerer et al., 1997; O’Muircheartaigh, 1997; Schober and Conrad, 1997; Gerhart et al., 2000; Moore et al., 2000; Bound et al., 2001; Biemer and Wiesen, 2002; Johnson and Bowman, 2003; Biemer et al., 2004; Viswanathan, 2005; Carroll et al., 2006); It may arise from four sources: the questionnaire, the data collection method, the interviewer, and the respondent (Biemer et al., 2004).

Measurement error can be characterised as the difference between the value of a variable provided by the respondent and the true (but unknown) value of that variable. The total survey error of a statistic with measurement error has both fixed errors (bias) and variable errors (variance) over repeated trials of the survey. Measurement bias or response bias reflects a systematic pattern or direction in the difference between the respondents’ answers to a question and the correct answer. Simple response variance reflects the random variation in the respondent’s answer to a survey question over repeated questioning (i.e., respondents may provide different answers to the same question if they are asked the question several times). Interviewers can be a source of this type of variable error. Interviewer variance, the variable effects interviewers have on the respondents’ answers, is one form of correlated response variance, a component of total survey error that occurs because response errors might be correlated for sample units interviewed by the same interviewer.

One approach to estimating measurement error is to compare the responses received from a survey respondent for specific questions against measures of the same variable from an independent source. Measurement error being present in the survey measures or not can be assessed by comparing them to measures from an independent and reasonably valid source. Another approach frequently used involves comparing responses from an original interview to those obtained in a second interview conducted soon after the original interview.

Measurement error comes from four primary sources. These are:

· Questionnaire: the effect of its design, content and wording;

· Data Collection Method: the effect of the mode (e.g., mail, telephone, or in person) of administration of the questionnaire. Respondents may answer questions differently in the presence of an interviewer, over the phone, on the computer, or by themselves;

· Interviewer: for a survey that relies on an interviewer to administer, the effect the interviewer has on the response to a question. This may include error the interviewer introduces by not reading the items as intended or adding other information that may misdirect the respondent. Interviewers may introduce these errors due to inadequate training or inadequate skills; and

· Respondent: the effect of the respondents. Respondents, because of their different experiences, knowledge, and attitudes may interpret the meaning of questionnaire items differently.

These four sources are the elements that comprise the whole data collection process. The questionnaire is the presentation of the request for information. The data collection mode is how the questionnaire is delivered or presented (self-administered, telephone or in person). The interviewer, in the case of telephone or in-person mode, is the deliverer of the questionnaire. The respondent is the recipient of the request for information. Each can introduce error into the measurement process. Most survey researchers look at these sources separately, that is to say, they can address them one by one. The sources can, however, interact with each other, for example, interviewers and respondents may interact to introduce errors not be evident from either source alone. Particularly, e-surveys may produce larger measurement errors than other survey modes due to poor questionnaire design such as imprecise question wording, inappropriate question(naire) form and these can interact with each other (Bauman et al., 2000; Couper, 2000). The ways in which measurement error may arise in the context of these four error sources are discussed in the subsequent section.

5.5.2 Sources of measurement error

5.5.2.1 Questionnaire effects 

Specification problems

At the survey planning stage, error can occur because the data specification is inadequate and/or inconsistent with what the survey requires. Specification problems can occur due to poorly worded questionnaires and survey instructions, or may occur due to the difficulty of measuring the desired concept. These problems exist because of inadequate specifications of uses and needs, concepts, and individual data elements (Bradburn and Sudman, 1991; Sudman et al., 1996; Schwarz, 1997; Sirkin et al., 1999)
Question wording

The questionnaire designer attempts to carefully word questions so he/she will communicate unambiguously. The designer wants the respondent to interpret the question as the designer would interpret the question. Words, phrases, and items used in questionnaires are subject to the same likelihood of misunderstanding as any form of communication. The potential for error is great.  First, the questionnaire designer may not have a clear formulation of the concept he/she is trying to measure. Next, even if he/she has a clear concept, it may not be clearly represented in the question. Even if the concept is clear and faithfully reproduced, the respondent may not interpret the request as intended. Not all respondents will understand the request for information, due to language or cultural differences, affective response to the wording, or differences in experience and context between the questionnaire author and the respondent 
(Bradburn, 1983; Schwarz et al., 1995; Presser et al., 2004).      
Length of the questions

The questionnaire designer is faced with the dilemma of keeping questions short and simple while assuring sufficient information is provided to respondents so they are able to answer a question accurately and completely. Common sense and good writing practice suggest that keeping questions short and simple will lead to clear interpretation. Research, however, suggests that longer questions actually yield more accurate detail from respondents than shorter questions. Longer questions may provide more information or cues to help the respondent remember and more time to think about the information being requested (Marquis and Cannell, 1971). 

Length of the questionnaire

Long questionnaires may introduce error due to respondent fatigue or loss of concentration. Length of the questionnaire may also be related to nonresponse error. There is always a tension between the desire to ask as many questions as possible and the awareness that error may be introduced if the questionnaire is too long. The point at which a respondent’s attention will be lost will vary depending on respondent characteristics, salience of the topic to the respondent, the interviewer’s rapport with the respondent, design of the questionnaire, and mode of interview. If an independent data source is available, the impact of questionnaire length may be tested using a designed experiment (Iglesias and Torgerson, 2000).
Order of questions

The order of questions may itself affect how respondents answer later questions, especially in attitude and opinion surveys, where researchers have observed effects of the question order (Schuman et al., 1981). Assimilation, where subsequent responses are in the same direction as preceding items, and contrast, where subsequent responses are in the opposite direction as preceding items, have been observed. Respondents may also use information from previous items about what selected terms mean to help answer subsequent items. The effect of question order can be assessed by administering alternate forms of a questionnaire to random samples.

Response categories

Response categories help the respondent decide what is important in a question. The respondent infers that categories included with an item are considered the most important by the questionnaire developer. If the respondent does not see the categories he/she believes are appropriate, he/she may become confused as to the intent of the question. The order of the categories may also affect responses. Response tendencies may incline respondents to typically respond at the same point on a response scale, respond to earlier choices rather than later ones, or choose the later responses offered (Preston and Colman, 2000). 

The effect of the order of the response categories may be influenced by the mode of administration. If items are self-administered, response categories earlier in the list are more likely to be recalled and agreed with (primacy effect), because there is more time for the respondent to process them. If items are interviewer-administered, the latter categories are more likely to be recalled (recency effect). Similarly to assessing question order effect, the order of response options can be assessed by testing differing response orders with randomised designs.

Open and closed formats

Question formats in which respondents are asked to respond using a specified set of options (closed format) may yield different responses than when respondents are not given categories (open format). A given response is less likely to be volunteered by a respondent in an open format than when included as an option in a closed format. The closed format may remind respondents of something they may not have otherwise remembered to include. The response options to a question cue the respondent as to the level or type of responses considered appropriate (Molenaar, 1982; Boynton and Greenhalgh, 2004). 

Questionnaire format

For the self-administered questionnaire the design and layout of the instrument may help or hinder accurate response. The threat is that a poor design may confuse respondents, lead to a misunderstanding of skip patterns, fatigue respondents, or contribute to their misinterpretation of questions and instructions. Cognitive research methods provide information to asses the design and format of questionnaires. Jenkins and Dillman (1997) provide principles for designing self-administered questionnaires.

5.5.2.2 Data collection mode effects
Various methods or modes are available for collecting data for a survey. The selection of the data collection mode is a complex decision that depends on the methodological goals of the survey as well as consideration of various factors such as funds available, the questionnaire content, the population covered, expected response rates, length of the collection period, and expected level of measurement error. Lyberg and Kasprzyk (1991) presented an overview of different data collection methods along with the sources of measurement error for these methods. A summary of this overview is presented below.

Face-to-face interviewing

Face-to-face interviewing is the mode in which an interviewer administers a structured questionnaire to respondents. One problem for face-to-face interviewing is the effect of interviewers on respondents’ answers to questions, might result in increases to the variances of survey estimates. Another possible source of measurement error is the presence of other household members who may affect the respondent’s answers. This is especially true for topics viewed as sensitive by the respondents. Measurement error may also occur because respondents are reluctant to report socially undesirable traits or acts.

Telephone interviewing

This mode is very similar to face-to-face interviewing except interviews are conducted over the telephone rather than in person. Since the interviewer plays a central role in telephone interviewing as well, the sources of measurement error are very similar to those in face-to-face interviewing although the anonymity of the interviewer may improve reporting on sensitive topics by providing adequate “distance” between interviewer and respondent. 

Self-administered mail surveys

In mail surveys, the questionnaires are mailed to the ultimate sampling units (e.g., households or business establishments). The respondents complete and mail back the questionnaire. Mail surveys have different sources of measurement error than face-to-face and telephone interviewing. This mode has no interviewer effects and less risk of “social desirability” effects. However, this mode is more susceptible to misreading and misinterpretation of questions and instructions by the respondents. Good questionnaire design and formatting are essential to reduce the possibility of these problems. This approach also tends to suffer from a poor response rate.
Diary surveys

Diary surveys are usually conducted for topics that require detailed behaviour reporting over a period of time (e.g., expenditures, time use, and television viewing). The respondent uses the diary to enter information about events soon after they occur to avoid recall errors. Interviewers are usually needed to contact the respondent to deliver the diary, gain the respondent’s cooperation and explain the data recording procedures, and then again to collect the diary and, if it is not completed, to assist the respondent in completing the diary. Because of the need for a high level of commitment, diary reporting periods are fairly short (typically varying in length from 1 day to 2 weeks). 

A number of sources of measurement error for this mode can be identified such as, respondents giving insufficient attention to recording events and then failing to record events when fresh in their memories; the structure and complexity of the diary can present significant practical difficulties for the respondent; and respondents may change their behaviour as a result of using a diary.

5.5.2.3 Interviewer effects

Because of individual differences, each interviewer handles the survey situation in a different way, that is, in asking questions, probing and recording answers, or interacting with the respondent, some interviewers appear to obtain different responses from others. This results in the interviewer effect. Another potential source of interviewer effects is respondent reaction to characteristics of the interviewer, such as age, race, sex, or to attitudes or expectations of the interviewer (Loosveldt et al., 2004).
Correlated interviewer variance
It measures the interviewer effect in terms of the intra-interviewer correlation coefficient, defined as the ratio of the interviewer variance component to the total variance of a survey variable and estimated by a simple analysis of variance.

Interviewer characteristics
Interviewers may contribute to errors in estimates through their complex personal interactions with respondents. Other interviewer factors may also play a role in interviewer-produced error, such as voice characteristics and interviewing expectations.
Methods to control interviewer errors

Three different means to control interviewer errors are: training, supervision or monitoring, and workload manipulation. Interviewer effects can be reduced by avoiding pitfalls of questionnaire design, giving clear and unambiguous instructions and definitions, training interviewers to follow these instructions and by minimising the reliance on the variable skill of interviewers to extract information.
5.5.2.4 Respondent effects

Respondents may contribute to error in measurement by failing to provide accurate responses. Groves (1989) indicates that both traditional models of the interview process (Kahn and Cannell, 1957) and the cognitive science perspectives on survey response (Hastie and Carlston, 1980) identify the following four sequential stages in the formation and provision of answers by survey respondents:

· Comprehension of the survey question: involves knowledge of the words and phrases used for the question as well as the respondent’s impression of the purpose of the survey, the context and form of the question, and the interviewer’s behaviour in asking the question;

· Retrieval of information from memory: involves the respondent’s attempt to search her/his memory for relevant information;

· Judgment of appropriate answer: involves the respondent’s choosing from the alternative responses to a question based on the information that was retrieved; and

· Communication of the response: involves the consideration of influences on accurate reporting that occur after the respondent has retrieved the relevant information as well as the respondent’s ability to articulate the response.

5.5.3 Approaches of quantifying measurement error

5.5.3.1 Randomised experiments

In this technique, random subsamples of identical design are administered for different treatments related to the specific error being measured. For studying variable errors, many different entities thought to be the source of the error are included and compared (e.g., many different interviewers for interviewer variance estimates). For studying biases, usually only two or three alternative designs (treatments) are compared (e.g., two different data collection modes) with one of the methods being the preferred method. Often randomised experiments to evaluate alternative methods, procedures, and questionnaires are included in field tests conducted prior to the fielding of a survey. These experiments are used to identify approaches that minimise measurement error (Groves, 1989).
5.5.3.2 Cognitive research methods

To design questionnaires that are as free of measurement error as possible, survey designers turn to respondents to help them. No matter how skilled or experienced questionnaire designers are, they can not be sure that the respondents will interpret the items as they intend them to. Thus, they can always benefit by testing questionnaires with respondents similar to those responding when those responding when the questionnaire is fielded. This type of testing is called cognitive testing, which is usually included in a pilot study process to pre-test a questionnaire. Cognitive research methods have become critical to the questionnaire design process and the reduction of measurement error in surveys (Willis, 1994).
5.5.3.3 Re-interview studies

Re-interview — a replicated measurement on the same unit in interview surveys — is a new interview which re-asks the questions of the original interview (or a subset of them) for a small subsample (usually around 5 percent) of a survey’s sample units (Forsman and Schreiner, 1991).
5.5.3.4 Behaviour coding

Behaviour coding is a technique for collecting data to evaluate interviewer performance. The system uses codes which encompass all of the interviewer’s major verbal activities and is designed for use in both training and on-the-job supervision. For each interviewer behaviour, such as question asking, probe usage, response summarisation, and other behaviour of the interviewer, codes are assigned to record interviewer’s actions (Oksenberg et al., 1996; Dykema et al., 1997).

5.5.3.5 Interviewer variance studies

Interviewer variance studies are studies in which statistical modelling is used to obtain a measure of interviewer effects. In designs with “replication” two interviewers are randomly assigned to the same respondent. Comparisons of the results are used to measure the impact that the interviewer has on the survey responses. In this design the two answers to a single question might be related to one another because the interviewers share some attribute or because the respondents remember their first response. For this reason, differences between responses obtained by the interviewer and re-interviewer do not only measure interviewer variance but also effects of memory of the first response (O’Muircheartaigh and Campanelli, 1998).
5.5.3.6 Record check studies

A record check study involves a comparison of survey results for individual sample cases with an external source generally assumed to contain the true value for the survey variables. Such studies are used to estimate response bias resulting from the joint effect of all four sources of measurement error (i.e., interviewer, questionnaire, respondent, and data collection mode) (Groves, 1989). 

5.6 Total survey error

5.6.1 Introduction

A natural end to the investigation of the important sources of error in a survey is the integration of the separate errors into an estimate of the overall or total survey error in estimates computed from the survey (Andersen et al., 1979; Weisberg, 2005).

Estimates of total survey error are clearly of value for data users. Survey designers would find total survey error estimates of immense value in improving survey methods. Estimates of total survey error could pinpoint areas of the survey that most need improvement and efforts could be concentrated on those areas. Thus, total survey error estimates could help determine how much effort should be placed on improving different aspects of the survey process, such as sample design, questionnaires, interviewer training, coding, and processing.

The concept of total survey error seems obvious — total survey error is the cumulative effect that all sources of error in a survey have on the distribution of the estimates. Estimating total survey error is difficult because it is intrinsically a multivariate problem, where each error source contributes to the systematic and variable error of the estimate; and the component error sources may be correlated. For example, in surveys that ask about income, two important error sources might be nonresponse and response errors. Non-responses are often concentrated at both extremes of the income distribution. There is also considerable evidence that the response errors for wealthy and poor persons who do respond to the survey are very different (Smeeding et al., 1990; Moore et al., 2000; Anand and Segal, 2008). The rich tends to under-report his/her income while the poor is likely to over-report his/her income. In this situation it is easy to postulate a correlation between the nonresponse error and response error in the estimation of income.

When estimating total survey error, it is assumed implicitly and theoretically that a mathematical model exists that includes all of the key error sources of the survey.  Pioneering efforts that developed more inclusive survey error models have done exactly this (Sukhatme and Seth, 1952; Hansen et al., 1960; Fellegi, 1964; Kish, 1965). Practically, because of the complexity of survey process, no completely satisfactory method exists for estimating total survey error. However, this should not discourage attempts to measure it, even if the measures are imperfect. Virtually every effort to take a more rounded and complete view of survey error has resulted in improvements in both survey methods and understanding of the limitations of the data by users. The practice of integrating what is known about errors in a survey in some manner, whether it is a quantitative estimate of total survey error or a qualitative evaluation of potential errors, is valuable.
5.6.2 Measuring total survey error

5.6.2.1 Comparisons to independent sources

Comparing survey estimates to independent sources can provide valuable information about the nature of the total survey error in the estimates, but the benefits are limited because the independent sources are also subject to error. These comparisons are most valuable when the statistics from the independent source are highly accurate. When this is the case, the differences observed can be considered valid measures of the total survey error. When the independent source has significant error of its own, the differences may still reveal important features of the survey that data users would find useful even though the differences cannot be considered valid measures of total survey error (Kim et al., 1996; Nolin et al., 1997). A key aspect of the evaluation of total survey error by comparing the survey estimates to independent sources is the issue of comparability. If the statistic from the independent data source is error-free, then the difference between it and the survey statistic accurately estimates total survey error. However, in practice, error-free statistics from independent sources are virtually nonexistent. Furthermore, even if an independent data source with relatively lower level of error is available, only a very limited number of variables and probably not the core variables are comparable. Moreover, some of the sources may interact with each other; this causes problems or sometimes even makes it impossible to make comparisons. For instance, the components of measurement error — interviewers and respondents may interact to introduce errors which are not evident from either source alone.
5.6.2.2 Quality profiles

Three main functions of quality profiles are to provide qualitative and quantitative information about total survey error and the principal components of those errors; to summarise research and information on the quality of a survey; and to give a systematic account of error sources that affect estimates, which can then be used to direct improvement activities. Quality profiles generally cover a large number of potential sources of error and thereby deal with total survey error rather than focusing on simply one type of survey error. The structure of most quality profiles is very similar, with sections devoted to sample design, data collection, and suspected of having the largest potential effect on the statistics produced from the survey (Jabine et al., 1991).
5.6.2.3 Error models

Estimation of total survey error requires a method of synthesising what is known about errors arising from different error sources. Researchers attempting this synthesis have proposed mathematical models that incorporate a variety of sources of error at the individual unit level. Early in the development of this approach, Hansen et al. (1960) suggested a model that included the interviewer as a source of error in addition to simple response bias and variance. This model has been very influential and has served as the basis for many extensions. The model also had great practical importance because estimates from the model revealed that interviewers were an important source of the total error in survey estimates.

Bailar and Biemer (1984) extended Hansen et al’s model to explicitly address nonsampling error solely. Another related model was proposed by Kish (1965) to incorporate various sources of bias and variable error in estimates from a survey. The latter was used by Andersen et al. (1979) in their exploration of errors in a survey of health services use and expenditures. In this case, the model was focused on three components of nonsampling error: nonresponse bias, response bias, and processing bias (limited to imputation bias). The biases were estimated by comparing the survey responses to external data sources and assuming differences from the external data sources were indeed biases. 
Several other examples of mathematical models that incorporate different sources of error have been presented as follows:
· A model includes sources of error for sampling, refusing to be interviewed, other reasons for non-interviews, and response errors (Groves and Magilavy, 1986). 

· The use of Bayesian models to estimate the error in the dual-system estimate of the total population based on post-enumeration survey data. A consequence of using Bayesian methods is that it can synthesise the different errors from the posterior distribution of the net undercount rate (Mulry and Spencer, 1991).

· A model on the perspective on total survey error, by starting with a population model of measurement error and layers other errors, such as nonresponse and sampling error, on top of this structure (Alwin, 1991).
5.6.2.4 The problems and obstacles

As outlined in the previous section, the three main approaches to studying total survey error are comparisons to independent data sources, development and dissemination of quality profiles, and estimation of error components using models of the errors. Each of the methods has problems and obstacles.
When survey estimates are compared to independent data sources, the comparisons are nearly always at an aggregated level and provide little or no information on the specific source of the differences at the unit level. If the differences are small, then data users may be more comfortable using the survey data for estimation of these and other quantities. However, comparisons with independent sources do not permit direct evaluations of sources of errors in the survey that are needed to understand and improve the survey process. 

Quality profiles suffer from the opposite problem — virtually every quality profile is analytic in the sense that it describes each key process in the survey in isolation from the other processes in the survey. Another concern with quality profiles is that they frequently do not provide quantitative estimates of the errors in estimates due to different sources. For many sources of error, only descriptive accounts are offered. Even when specific estimates of errors from different sources are given, quality profiles do not suggest methods for understanding how the disparate errors affect the overall distribution of errors in the estimates.

Error models are useful to estimate various sources of survey error individually or some combinations of them; but rarely can they give an overall estimate of total survey error. Even though some of these efforts provided important quantitative insights into key error sources for a survey such as errors from measurement process, the approach fails to cover other important error sources. The models estimate the biases by comparing the survey responses to external data sources relying on external sources of data that can be assumed to contain the true characteristic of the unit; such resources are not available for most items in surveys. Another shortcoming of the models is that they do not deal with measuring variable errors, except as measured by the traditional sampling error. For the extended more complete model, it is difficult to estimate the parameters of the model because of interactions in the errors. It is possible to estimate the parameters if the interaction terms are dropped from the model, but this assumption is not supported by many other research findings (Bailar and Biemer, 1984).
5.7 Summary

In this chapter the concept and dimensions of survey quality are introduced; the various survey errors especially the sampling error and measurement error affecting the quality of a survey data are presented in detail; and finally the different criteria used and various approaches to measure and assess total survey errors are outlined.

The study of total survey error is an important effort that can result in improvements in the conduct and analysis of surveys. Understanding the individual sources of error in the surveys and their contribution to the overall error are key ingredients in improving the way surveys are designed and implemented. Knowledge of the effects of error sources on statistics computed from the survey can lead to the use of analytic methods that are robust against such errors. However, measurement issues result in obvious difficulties in the reporting of total survey error; as outlined in Section 5.6.2.4, substantial technical and practical problems exist in the measurement of total survey error. Therefore more work is needed in this research area to develop a model which is more operational and holistic in order to measure, assess and improve survey quality. 
   Chapter 6: Developing a Survey Quality Assessment Tool
6.1 Introduction

The quality of a survey is a matter of great interest to both survey organisations and those that commission surveys. Commissioning organisations have always wanted to know whether the data they are using is fit for purpose and whether the benefits offered by suggested improvements to survey methodology will warrant the costs they will have to pay. However, in an era where more and more surveys are open to competitive tender, commissioning organisations have to weigh up the quality of data offered by different bids and so there is increasingly a need for them to have a sound means of making these comparisons.

Survey organisations need to know about the quality of the data they are producing. Survey organisations often have to compete for the work that they carry out. If they are able to make strong, verifiable assertions about the quality of their data, they will be in a better position for individual bids than other organisations that are unable to produce evidence to back up their claims. 

However, the advantages of measuring survey quality go beyond marketing. It helps to assure reliability of data collection and validity of findings based on data analyses. Having objective ways of measuring quality enables comparisons to be made within the organisation and between surveys. This will make it easier to ensure that good practice is adopted throughout the organisation.
A number of survey organisations have therefore been trying to find ways of measuring the quality of their data that can be used across different surveys and can be both presented to clients and used internally as a management tool for improving the quality and efficiency of their procedures.

Nevertheless, measurement issues result in difficulties in the reporting of total survey error; as outlined in the previous chapter the substantial technical and practical problems exist in the measurement of total survey error. Therefore research is needed to develop a model which is more operational and holistic to measure, assess and improve survey quality. To meet this demand, this chapter attempts to construct and develop a survey quality assessment tool by applying the measurement principles to quantify the quality of a survey measuring process (Chen and Raeside, 2008).
6.2 The problems with traditional measures of survey quality

Traditionally for survey statisticians and methodologists, approaches to survey quality focused on minimising survey error and looking at how closely the survey estimate conforms to the true value. One way of measuring this was through concepts such as Mean Square Error (Groves, 2004a). Mean Square

Error (MSE) may be defined as MSE = (Y – X)2 where here Y is the estimate of X and X is the unobserved true value.
However, the true values only exist in theory and are not obtainable in practice; in addition to this, there are several other problems within this approach. The first is that it is possible sometimes for certain variables to compare the survey results to reliable estimates (e.g. estimates from the census or other surveys with very large sample sizes and high response rates); but these “reliable” estimates will never be perfect and will only be available for a limited number of variables which will often not be the ones the investigator(s) sets out to measure.

The another problem is that it simply measures how closely the survey estimate conformed to a reliable estimate but does not take into account any aspects of design such as whether the survey was asking the correct questions in order to meet its research aims and objectives. 

Furthermore, any estimate of MSE can only be made after the survey has been completed and the results are available. This means it cannot be used as a basis for ensuring the quality of the survey during its life time so that problems can be rectified as they happen. Indeed, it gives no indication of where any error occurred (e.g. in sampling, editing, coding) but merely that there was error. As such it is not a good tool for assisting survey managers in implementing best practice.
The impracticality of calculating Mean Square Error and its limited usefulness mean that survey organisations have often used alternative measures of quality. The most common measure used is response rates. These are useful because they give some indication of the representativeness of the survey sample and the amount of bias that may be expected. They are also easy to calculate and can be monitored whilst the survey is in the field, with final details of response rates being handed over with the data  (Safran et al., 1998; Laiho et al., 2000; Beerten et al., 2001; Cummings et al., 2001; Lynn et al., 2003).

However, response rates only measure one aspect of data quality: they do not give information about how good the sample design is, whether the sampling frame was complete, whether the questions asked fulfilled the research needs, whether the data were edited properly or any of a number of other things that might affect the quality of the final data set.
In addition, response rates are often measured differently across different survey organisations and there are often differences even within organisations. Some researchers have suggested possible ways of harmonising the calculation of survey response (Lynn, 2001).

Neither response rates nor MSE are adequate measures of data quality that could be used by commissioning organisations, to assess the overall value for money and fitness for purpose, or by survey managers as a tool for implementing best practice. Hence there is a need to find better measures of survey quality. 

6.3 The process approach

One way of looking at the quality of survey data that has been mentioned in the literature, is to consider  “process quality” (Porteus, 1986; De Leeuw and Collins, 1997; Lyberg, 1997; Dobbs et al., 1998; Lyberg et al., 1998; Biemer and Lyberg, 2003). The whole process of a survey is derived by a process chain consisting of a series of sub-processes; each sub-process has to produce a quality product or service for its customer further down the chain. The qualities of each of the sub-processes affect the quality of the overall process. A process approach to quality therefore requires that the quality of the outputs of each of the sub-processes is high.  
This process approach has a number of advantages. Firstly, it allows the survey manager to be responsive to problems that occur during conducting a survey. If a problem has occurred during a particular process, early identification of that problem allows the survey manager to take action immediately to deal with it. This is especially important if the same process is commonly used by other surveys, then these problems can be fixed before other surveys experience them.

A process approach allows the survey manager to evaluate changes to certain survey processes. For example, if there is a change in the editing procedure, the survey manager can examine what advantages or disadvantages that change in survey procedure brings. 

6.4 The survey process and its link to quality dimensions

6.4.1 The survey process redefined

In order to find out what constituted quality for each of the processes, the first stage is to map the survey processes to identify what all the processes are and how they fit together. This is a complex task because different surveys use slightly different methodologies. 
The survey process should be as up to date as possible and accurately reflects the reality of how people carry out their works including all the major tasks commonly conducted on surveys. When the procedure of doing a survey is reviewed, it becomes clear that there are many different processes taking place on any one particular survey. These processes should be presented in a meaningful way. One way of achieving this is to define eight main processes; all the other processes could then be considered as sub-processes of these. The main processes are: formulation, sample frame, instrument, administration, data entry/validity, quality assurance, report and dissemination. These are displayed in relation to an ordered process in Figure 6.1 and a brief definition and explanation of these follows.

1. Formulation: This is the establishment of the content, purpose and the scope of a survey, including defining the survey objectives, specifying the population of interest, delineating the type of data to be collected and determining the desired precision of the results.

2. Sample frame: This is a list of individuals from which a sample is drawn. Ideally, the sample frame should cover the entire population. But practically, this is not always possible or feasible, and then results in some discrepancy between the sample frame and the entire population, which is called the sample frame bias.

3. Instrument: This usually refers to a questionnaire, i.e. the development of the verbal or visual stimuli used to solicit answers from respondents. This is obviously the basic measurement tool used in survey research.

4. Administration: This involves regulating policies, rules, procedures, implementation and documentation of a survey. This includes (but is not limited to) the methods to administer a survey questionnaire such as phone, web, and postal mail etc., the effects of sampling methods and interviewers if face-to-face and/or telephone mode(s) are/is used, the management and control of the data collection process.
5. Data entry and validity: This involves data processing, including editing, coding, and entering and verifying the data as well as checking for consistency and validity etc. Double data entry for data validation, data type check, format check and range check are some of the examples.

6. Quality assurance:  This is the assessment of the processes of data collection, data transformation and data entry. Practically this process involves personnel with experience and expertise to monitor, review and check the survey fieldwork documentation and data processing and weighting etc.
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Figure 6.1 Survey process flow chart (self-drawn)
7. Report: This includes the exploitation of data to answer research questions and the presentation of the research process and the research findings, usually in a written or graphical form.

8. Dissemination: The systematic distribution of information or knowledge through a variety of ways to potential beneficiaries/stakeholders and its impactions on general public, government policy and academic research.
6.4.2 Link survey processes to quality dimensions

Table 5.1 in the previous chapter summarises the quality dimensions most commonly used by agencies supplying official statistics. These include accuracy, relevance, timeliness, accessibility, efficiency, punctuality, clarity, comparability, completeness and coherence. Some components (such as accuracy, relevance, timeliness, and accessibility) have been addressed by all statistical agencies and others (for instance, efficiency, completeness, and coherence) by only some of them. The office for national statistics (ONS) in the UK and the European Statistical System (ESS) have adopted six of these to be applied to statistical output: relevance, accessibility and clarity, timeliness and punctuality, coherence, comparability and accuracy (ONS, 2004). These quality dimensions, for example, can be associated with the survey processes redefined in the preceding section as illustrated in Figure 6.2 below.
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Figure 6.2 Links between survey processes and quality dimensions
6.5 Construction of quality criteria for the survey processes 

6.5.1 Formulation

A formulation process involves setting up the content, purpose and the scope of a survey. It refers to the entire design process of a survey except defining the sampling frame.  The primary aim of survey design is to minimise the gap between the theoretical concept and observable measure and maximise the link between the constructs and their measurable data (Konijn, 1973; Singh and Chaudhary, 1986; Smale et al., 2006). The goal here is to be able to devise a measuring instrument to obtain responses as valid and reliable as possible to all the questions about the target concept to be measured. The following criteria can be used to assess the quality of the formulation process: 

· Community involvement

· Workshops

· Establishment of board

· Mail/web consultation forum

· Academic involvement

· Academics on board

· Academic workshops

· Academic consultation

· Policy Importance

· International

· National

· Regional

· Sector

· Specific project

· Development

· Pilot of instrument

· Pre-determination of sample characteristics

· Pilot of analysis

· Risk assessment/management

Community and academic involvement in the process of survey design can provide great insights to ensure the validity of the measures such as face validity, content validity and construct validity. Since if the members of the community and experts in the research area think the devised instrument measures what it is intended to be measured, then it is likely to measure the target concept. Policy importance reflects the geographic area that the findings of the survey results impact or influence on, which is related to the purpose and the scope of a survey. The development part is mainly about the planning of strategies dealing with the sampling and risk, and piloting of the instrument and analysis to ensure the reliability of the survey measures. These criteria together can assess the quality of the formulation process. 
6.5.2 Sample frame

The process of devising a sample frame can be assessed by the following:

· Coverage of the sample frame

· Incomplete responses (item non-response)

Coverage of the sample frame refers to the coverage error of a survey, the difference between the target population and the frame population, reflects the failure to have the sample unit uniquely included in the defined frame. Item non-response is a part of the non-response error of a survey, i.e. non-observations in a survey, reflects an unsuccessful attempt to obtain the desired information from an eligible unit. Item non-response occurs when a responding unit does not complete an item or several items on the survey questionnaire, or the response(s) obtained are unusable. To have a good quality process for the sample frame, these error sources need to be minimised (Converse and Presser, 1993a; Malhotra and Grover, 1998; Fowler, 2009).
6.5.3 Instrument

The process of instrument represents the main part of data collection, thus refers to major components of measurement error in a survey. The errors arising in this process are mainly from the questionnaire, respondents and harmonisation (Lyberg and Kasprzyk, 1991; O’Muircheartaigh, 1997; Bound et al., 2001; Biemer et al., 2004). These are listed below:
· Questionnaire 

· Specification problems

· Question wording 

· Length of the questions

· Length of the questionnaire

· Order of questions

· Response categories

· Questionnaire format

· Respondent

· Comprehension

· Retrieval from memory

· Judgement

· Communication of response

· Harmonisation

For a detailed description and explanation of the measurement errors from the questionnaire and respondents, see sections of 5.5.2.1 Questionnaire effects and 5.5.2.4 Respondent’s effects in Chapter 5. Harmonisation is related to the quality dimension of comparability, and concerns the standardisation of survey questions i.e., to standardise the way of asking the same question in the same wording across different surveys where possible. This makes it easier for users to draw clearer and more robust comparisons between different data sources (Tay and Parker, 1990).
6.5.4 Administration

Administration process quality includes the effect of the data collection mode, interviewer effects, accessing the sample, recruitment and training, and some subcategories in each as follows: 

· Effect of Collection mode

· Face-to-face interviewing 

· Telephone interviewing 

· Self-administered mail surveys

· Diary surveys
· Failure to access some subjects (unit non-response)
· Interviewer effects

· Interviewer characteristics

· Correlated interviewer variance

· Accessing Sample

· The scope/area of the sample

· The sample size

· The sample characteristics
· Incomplete responses (item non-response)
· Recruitment/Training

· Qualifications

· Hours training

· Documentation/web/telephone support

Data collection mode and interviewer effects are the components of measurement error in a survey (Groves and Magilavy, 1986; Aquilino, 1994; Bowling, 2005). These are described and explained in detail in sections of 5.5.2.2 Data collection mode effects and 5.5.2.3 Interviewer effects in Chapter 5. Unit non-response is a complete failure to obtain any data from a sample unit due to an inappropriate data collection mode (Couper, 1997; De Leeuw and Collins, 1997). Accessing the sample refers to the sampling error and this has been addressed in Section 5.4 in Chapter 5. Recruitment/Training refers to employing, training the people who actually involved in conducting surveys, e.g. interviewers and data analysts, and providing documented and support guidance for the people doing the survey fieldwork. 

6.5.5 Data entry and validity

	Data entry process quality can be assessed by controlling and minimising the data processing error. Data processing error is the error that occurs when processing data. It includes errors in data capture, coding, editing and tabulation of the data as well as in the assignment of survey weights (Asher, 1974; Nolan, 1982; Bethlehem, 1997; Granquist and Kovar, 1997; Hinshaw et al., 2003; McKenzie, 2006). This process can be evaluated by the following criteria:


· Entry method

· Data check method

· Proportion of missing information in key fields

· Proportion of missing information in secondary fields

· Statistical process control (SPC) error detection

· Reliability consistency checks

Statistical process control (SPC) is the application of statistical methods to the monitoring and control of a process to ensure that it operates at its full potential to produce conforming product (Benneyan et al., 2003; Oakland, 2007). While SPC has been applied most frequently to controlling manufacturing lines, it applies equally well to any process with a measurable output. Therefore this method can be used to detect and control errors in a survey setting. Much of the power of SPC lies in the ability to examine a process and the sources of variation in that process using tools that give weight to objective analysis over subjective opinions and that allow the strength of each source to be determined numerically. 

6.5.6 Quality assurance

Quality assurance refers to a program for the systematic monitoring and evaluation of the various aspects of a survey to ensure that standards of quality are being met (Morganstein and Marker, 1997; Brackstone, 2000; Myatt et al., 2003; Montgomery, 2007; Lyberg and Biemer, 2008). The first thing is to establish the quality standards, then the procedures and guides to follow them, and finally to monitor and document the level of the quality achieved. In this sense, the criteria below can be applied to assess this process.
· Policy

· Procedures

· Guides

· Degree of compliance

· Documentation

6.5.7 Report 

The report process is to use the information gathered to address the research aims and objectives, and present the research findings in a sensible way (Biemer and Trewin, 1997; Rea et al., 1997; Chan and Altman, 2005; Dwan et al., 2008). There are two elements which need to be considered in order to produce a good quality statistical report. One is the number of analysts involved in the analysis of the data, the more the better, and their skill level, the higher the better. Another is that the report produced should be factually correct, completed on time and presented clearly and accurately. Therefore the following criteria can be employed to assess the report process. 

· Analysis

· Number of analysts

· Skill level

· Report

· Accuracy

· Timeliness
· Presentation

6.5.8 Dissemination

Dissemination is a very important process to communicate the research findings to stakeholders so that findings can contribute to knowledge and lead to change, or posing another new research (Kurland and Shababb, 1986; Begg and Berlin, 1989; Grimshaw et al., 2005). A good dissemination should get the right information to the right people in a proper way that the results can be used easily and conveniently. Hence this process can be assessed as follows:
· Method
· Seminar

· Paper

· Web

· TV/Radio/DVD Pod cast

· Impact

· Policy

· Experts

· Public

6.6 Weighting the dimensions of surveys

As defined in Section 6.4, the survey quality consists of eight dimensions, which are not of the same importance in the survey measuring process. In order to weight the level of importance of these dimensions in respect to survey quality, the Delphi method can be applied. 
6.6.1 The Delphi Method

Originally developed by Dalkey (1969) from the Rand Corporation for technological forecasting, the Delphi Method is a group decision process about the likelihood that certain events occur. The Delphi Method makes use of a panel of experts, selected based on the areas of expertise required. The notion is that well-informed individuals are better equipped to predict the future than theoretical approaches or extrapolation of trends. Their responses to a series of questionnaires are anonymous, and they are provided with a summary of opinions before answering the next questionnaire. It is believed that the group will converge toward the "best" response through this consensus process. In each succeeding round of questionnaires, the range of responses by the panellists tends to decrease and the median moves toward what is deemed to be the "correct" answer. The flow chart of the Delphi method is displayed in Figure 6.3 below.
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                                                                                (Ryerson University, 2010)
Figure 6.3 Flow chart for Delphi method 

An advantage of the Delphi Method is that the experts never need to be brought together physically, and indeed could reside anywhere in the world. The process also does not require complete agreement by all panellists, due to the majority opinion is represented by the median. Since the responses are anonymous, the pitfalls of ego, domineering personalities and the "bandwagon or halo effect" in responses are all avoided (Hasson et al., 2000; Keeney et al., 2001). However, keeping panellists for the numerous rounds of questionnaires is difficult. 
6.6.2 Multiple Criteria Decision Making (MCDM) and the survey score tree model

In the process of weighting the dimensions, the philosophy of MCDM can be applied, following either a value function method or Analytical Hierarchy Process approach. For details see Belton and Stewart (2002).
According to Belton (1990), the field of MCDM is sometimes termed as multiple criteria decision aid (MCDA), and has developed rapidly over the past quarter century. A criterion is a standard or means by which a particular choice or course of action can be judged to be more desirable than another one. In a MCDM problem a decision-maker uses several conflicting criteria to assess the desirability of different decision alternatives, which are choices or courses of action. The aim at the MCDM is to help the decision-maker in such decisions (Saaty, 1985). Thus this technique is of interest here to help set the relative weights of the different survey quality dimensions.


The method used here to assign weights to assess surveys of different types applies a specific MCDM procedure called value tree analysis. The decision-making framework is assumed to be a hierarchical weighting model. First objectives are structured hierarchically and then weighted by their importance to the decision-maker. The total value of the alternatives is then calculated from the weighted sub criteria scores. The procedure followed gives a two level hierarchy as illustrated in Figure 6.4
Scores for each survey are formed by evaluating each sub dimension and multiplying by weights and then further multiplying by the higher level weights, these are then summed. This is depicted in the following equation.
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Where, W1, W2 and S2 represent the weights for the first level (for instance, formulation, sample frame, instrument and so on), the weights for the second level (such as the weights for community involvement, questionnaire and interviewer etc.) and the scores for the second level respectively.
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Figure 6.4 Scoring tree of assessing survey quality
6.6.3 Assigning weights to the survey quality dimensions 

In order to use the score tree to obtain the overall score and the scores for the first level, weights for the first level and subweights for the second level have to be assigned by the level of importance in each of the dimensions. Based on the idea of MCDM and as a pilot study, a panel of five experts from the staff at Edinburgh Napier University in survey research was formed to construct a hierarchy of criteria and using Analytical Hierarchy Process to determine weights and subweights for all the quality dimensions. 

The panel carried out a critical literature review on the assessment of the different stages or processes for running a survey. After several round meetings of discussions, the experts reached an agreement and the two level hierarchical criteria for assessing the quality of different stages or processes of a survey and a survey as a whole were obtained as displayed in Table 6.1.

Criterion by criterion, the panel assigned the weights and subweights to them by the level of importance in each of the stages or processes and balancing different choices or courses of selection with MCDM method. The resulting output from this pilot study was calibrated later by an online survey conducted on the members of the European Survey Research Association (ESRA).

From January to April 2008, an online survey (the contents of which is in Appendix 6.2) was carried out inviting all members of the ESRA to participate (the cover letter for the survey is in Appendix 6.1). The purpose of this survey questionnaire is to design an audit tool software giving a holistic assessment of survey quality, and also to estimate future trends in surveys of the different types. The idea of the assessment model is to score elements of the survey process in 8 dimensions or processes (as defined in the Section 6.4.1 such as formulation, sample frame, instrument, administration, data entry/validity, quality assurance, report and dissemination) and multiply the scores by the weights (importance). For each of the key dimensions (including all the eight first level dimensions, the second level dimensions for sample frame and instrument), a series of questions were asked or a set of criteria was applied (as set up in Section 6.5) and then weights and subweights were assigned for each question or criterion. This is illustrated in detail in Table 6.1.

Out of the roughly 500 members of the ESRA, 110 questionnaires were completed, giving a response rate of 22%. There were 33% of the respondents with less than 9, 55% with 10-20 and 12% with more than 20 years of experience of designing, conducting and/or analysing surveys. There were 21% in the junior, 37% in medium and 42% in senior positions in their organisations. There were 80% from Europe, 12% from USA and 8% from the rest of world.
Taking into account that people’s opinion may vary depending on the different types of surveys they usually dealt with, the questionnaire was designed to ask for people’s viewpoints on weights for each of the eight domains in official, commercial and academic surveys separately. However, the analysed results from the survey using one way ANOVA indicated that there were no significant differences between different types of surveys from people’s opinions on weights. In addition, the results also showed that the experts’ opinion on weights did not depend on the respondents’ experience with survey fieldwork, position in their organisations and location where they were from. Therefore the averaged mean value on weights for the three types of survey can be applied in the scoring tree of assessing survey quality as shown in Table 6.1. Along with the means, the values of standard errors were also calculated for all the eight first level dimensions, the second level dimensions for sample frame and instrument. As can be seen from Table 6.1, these values of standard errors are generally very small. This means that the experts appear to have the same or a very similar opinion on the weights.

For example, from formulation, sample frame, instrument, administration, data entry/validity , quality assurance, report to dissemination, the weights for the first level were assigned as 0.16, 0.15, 0.18, 0.10, 0.11, 0.11, 0.11 and 0.09; the subweights for the second level criteria assessing formulation were given as 0.23, 0.25, 0.20 and 0.32 and so on. The Delphi method was employed and a panel of experts in survey research was formed from members of the ESRA to determine the final weights and subweights for the key dimensions in this research. Since the values of standard errors are generally very small, one can assume agreement between the experts in the study in the Delphi method phase 1, no further waves of the method was required; therefore the mean normalised weights as the consensus proved by the experts drawn from the ESRA in this online survey, can be used in the score tree as displayed in Figure 6.4 and also in Table 6.1.
Table 6.1 Dimensions and subcategories used to assess surveys 
	Dimension and subcategory
	Weight
	Standard error

	1.Formulation
	0.16
	0.0072

	Community involvement
	0.23
	0.0079

	
	Workshops
	0.25
	

	
	Establishment of board
	0.5
	

	
	Mail/web consultation forum
	0.25
	

	Academic involvement
	0.25
	0.0077

	
	Academics on board
	0.3
	

	
	Academic workshops
	0.3
	

	
	Academic consultation
	0.4
	

	Policy Importance
	0.20
	0.0065

	
	International
	0.35
	

	
	National
	0.25
	

	
	Regional
	0.2
	

	
	Sector
	0.1
	

	
	Specific project
	0.1
	

	Development
	0.32
	0.0087

	    Pilot of instrument
	0.35
	

	    Pre-determination of sample characteristics
	0.25
	

	    Pilot of analysis
	0.25
	

	    Risk assessment/management
	0.15
	

	2.Sample Frame
	0.15
	0.0060

	
	Coverage
	0.47
	0.0110

	
	Incomplete responses
	0.22
	0.0101

	3.Instrument
	0.17
	0.0089

	Questionnaire 
	0.4
	

	
	Specification problems
	0.20
	0.0090

	
	Question wording 
	0.21
	0.0094

	
	Length of the questions
	0.11
	0.0052

	
	Length of the questionnaire
	0.14
	0.0042

	
	Order of questions
	0.11
	0.0043

	
	Response categories
	0.12
	0.0045

	
	Questionnaire format
	0.11
	0.0049

	Respondent
	0.4
	

	
	Comprehension
	0.37
	0.0138

	
	Retrieval from memory
	0.20
	0.0067

	
	Judgement
	0.19
	0.0078

	
	Communication of response
	0.24
	0.0085

	Harmonisation
	0.2
	

	4.Administration
	0.10
	0.0044

	Effect of Collection mode
	0.35
	

	
	Face-to-face interviewing 
	0.4
	

	
	Telephone interviewing 
	0.2
	

	
	Self-administered mail surveys
	0.2
	

	
	Diary surveys
	0.2
	

	
	Failure to contact some subjects
	0.31
	0.0139


(Table 6.1 Continued)

	Dimension and subcategory
	Weight
	Standard error

	Interviewer
	0.1
	

	
	Interviewer characteristics
	0.4
	

	
	Correlated interviewer variance
	0.6
	

	Accessing Sample
	0.35
	

	
	The scope/area of the sample
	0.4
	

	
	The sample size
	0.3
	

	
	The sample characteristics
	0.3
	

	
	Incomplete responses
	0.22
	0.0101

	Recruitment/Training
	0.2
	

	
	Qualifications
	0.2
	

	
	Hours training
	0.5
	

	
	Documentation/web/telephone support
	0.3
	

	5.Data Entry/validity
	0.11
	0.0042

	
	Entry method
	0.3
	

	
	Data check method
	0.1
	

	
	Proportion of missing information in key fields
	0.2
	

	
	Proportion of missing information in secondary fields
	0.05
	

	
	SPC error detection
	0.15
	

	
	Reliability consistency checks
	0.2
	

	6.Quality Assurance
	0.11
	0.0048

	
	Policy
	0.1
	

	
	Procedures
	0.3
	

	
	Guides
	0.25
	

	
	Degree of compliance
	0.25
	

	
	Documentation
	0.1
	

	7.Report
	0.11
	0.0059

	Analysis
	0.4
	

	
	Number of analysts
	0.4
	

	
	Skill level
	0.6
	

	Report
	0.6
	

	
	Accuracy
	0.6
	

	
	Timeliness
	0.3
	

	
	Presentation
	0.1
	

	8.Dissemination
	0.09
	0.0057

	Method
	0.3
	

	
	Seminar
	0.2
	

	
	Paper
	0.3
	

	
	Web
	0.3
	

	
	TV/Radio/DVD Pod cast
	0.2
	

	Impact
	0.7
	

	
	Policy
	0.5
	

	
	Experts
	0.2
	

	
	Public
	0.3
	


6.7 Implementing and improving survey quality

6.7.1 Investigation of the assessment tool

Using the developed survey assessment tool, experimental studies were carried out to assess four surveys: the Scottish Household Survey (SHS) (Stradling, 2005), Working for Families (WFF) in Scotland (Bond et al., 2009), a Scottish Sporting Event (SSE) survey (Scottishsport, 2008) and a PhD student survey of rural fertility in Bangladesh (BRF) (Gayen, 2004).  For each of these surveys, a group of experienced experts (auditing team) from Edinburgh Napier University who usually carry out and analyse surveys scored each criterion on a global scale 0 to 5, adding in the determined weights and subweights, and then the overall score of a survey obtained. Scoring each of the dimensions depends on the quality and quantity of the work involved in them, usually a range of score choices are provided and the auditing team can select an appropriate score for each dimension according to the information available and their professional judgement. 

For example, assessment score choices of formulation and instrument are illustrated in Table 6.2 and Table 6.3 respectively. The other six dimensions can be assessed in a similar way. Usually the weights and subweights can be entered into an excel spreadsheet, once appropriate scores for the second level are selected, the scores for the first level and an overall score for a survey can be obtained automatically. 

As can be observed from the bar chart displayed in Figure 6.5, the results show that the overall scores for SHS, WFF, SSE and BRF are 3.73, 3.58, 2.26 and 3.20 out of 5, i.e. percentage score of 74.6%, 71.6%, 45.2% and 64% respectively. Therefore SHS has the highest overall score amongst them while SSE the lowest; BRF and WFF are in the middle.

Table 6.2 The assessment score choices for formulation
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0 1 3 5 Score

Community involvement

Workshops none few some many

Establishment of board none little representation some many

Mail/web cosultation forum none little representation some many

Academic involvement

Academics on board none few some many

Aademic workshops none few some many

Academic consultation none few some many

Policy Importance

 

International none Low some High

National none Low some High

Regional none Low some High

sector none Low some High

specific project none Low some High

Development

Pilot of intstruement none Limited Acceptable Full

Pre dertminattion of Sample Characteristics none Some Moderate Extensive

Pilot of analysis none Some Moderate Extensive

Risk assessment/management none Some Moderate Full

Response Ranges


Table 6.3 The assessment score choices for instrument

	 
	 
	 
	Ratings
	 
	 
	Score

	Questionnaire 
	0
	1
	3
	5
	

	 
	Specification problems
	misspecification
	many too long
	some
	none
	 

	 
	Question wording 
	very confused
	confused
	okay
	very clear
	 

	 
	Length of the questions
	mainly all too long
	many too long
	okay
	short
	 

	 
	Length of the questionnaire
	excessive
	too long
	okay
	short
	 

	 
	Order of questions
	random
	little
	okay
	logical
	 

	 
	Response categories
	inappropriate
	poor
	okay
	comprehensive
	 

	 
	Open and close formats
	completely open
	mainly open
	mixed
	closed
	 

	 
	Questionnaire format
	very poor
	poor
	okay
	Excellent
	 

	 
	 
	 
	 
	 
	 
	 

	Respondent
	 
	
	
	 
	 

	 
	Comprehension
	none
	some
	okay
	good
	 

	 
	Retrieval from memory
	much required
	Some
	little
	none
	 

	 
	Judgement
	much required
	some
	little
	none
	 

	 
	Communication of response
	very unclear
	unclear
	okay
	very clear
	 

	 
	 
	 
	 
	 
	 
	 

	Harmonisation
	none
	little consideration
	okay
	full compliance
	 


Comparison of the subscores is given in Figure 6.6. From this figure it is clearly indicated that the scores of SHS are the highest in terms of Formulation, Sample Frame, Quality Assurance and Dissemination; the scores of WFF are the highest for Instrument, Administration and Report; the score of BRF is the highest for Data Entry/Validity.  The score of SSE is the lowest for all the eight domains. The scores of WFF and BRF for Formulation, Sample Frame, Quality Assurance and Dissemination; those of SHS and BRF for Instrument, Administration and Report; and those of WFF and SHS for Data entry/validity are in between the highest and lowest scores above.
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Figure 6.5 Overall scores for the surveys examined
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Figure 6.6 Comparison of the component scores
6.7.2 Rating the types of surveys

Rating the types of surveys may bring some useful insight for implementing the survey assessment tool designed to improve survey quality. Taking this into consideration, the last section of the online survey was devised to ask the respondents to rank the common types of surveys in terms of cost effectiveness, reliability and validity. Likewise, the questions were also asked in this section of the survey about predicting the rankings on the future usage trends of the popular survey methods, and the likely future and dominant distribution platform for each type of the official and commercial surveys. This is introduced in this section.
In the online questionnaire conducted to the members of the ESRA, the survey types including face-to-face interview, web, telephone, mail and diary, were ranked in terms of cost effectiveness, and reliability and validity dimensions in five Likert scales from "very poor" to "poor", "acceptable", "good" and "very good", the values being given to them are from 1 to 5. The resulting outcome is in Table 6.4 and Table 6.5.
Table 6.4 Type of survey ranking in cost effectiveness
	Type of survey
	Mean score 
	Standard errors
	Mean rank

	Web
	4.00
	1.01
	1

	Telephone
	3.48
	0.83
	2

	Mail
	3.41
	1.08
	3

	Interview face-to-face 
	2.87
	1.15
	4

	Diary
	2.52
	0.90
	5


In terms of cost effectiveness, according to the mean scores, the rank order from 1 (the most cost effective) to 5 (the least cost effective) is web, telephone, mail, face-to-face interview and diary. 
In terms of reliability and validity, the rank order is face-to-face interview first, followed by telephone, diary, mail, and web survey last. It is worth noting that the web survey was ranked top in terms of cost effectiveness, but it was ranked bottom in terms of validity and reliability. This indicates that the cost and the quality of survey are in conflict. Hence, when conducting a particular survey, one should balance these two aspects effectively, to achieve as high quality as possible within a fixed budget.

Table 6.5 Type of survey ranking in reliability and validity
	Type of survey
	Mean score 
	Standard errors
	Mean rank

	Interview face-to-face 
	4.44
	0.66
	1

	Telephone
	3.43
	0.77
	2

	Diary
	3.14
	0.62
	3

	Mail
	2.89
	0.80
	4

	Web
	2.65
	1.03
	5


6.7.3 Future usage trends of survey methods 

Future usage trends of survey methods such as Interview/household, Web/email, Diary, Telephone, Mail, SMS (Short Message Service) text messages and International surveys, National surveys, Commercial surveys and Special interest surveys were estimated by the participants of the online survey coding in three Likert scale: 1 – decreasing, 2 – stay the same and 3 –increasing in the future over 5 to 10 years of time. The results are shown in Table 6.6. 
Table 6.6 Future usage trends of survey methods 
	Type of survey
	Mean score 
	Standard error
	Mean rank

	Web
	2.94
	0.29
	1

	SMS text message
	2.71
	0.51
	2

	Mail
	1.89
	0.80
	3

	Telephone
	1.87
	0.77
	4

	Diary
	1.72
	0.62
	5

	Interview
	1.59
	0.61
	6

	International surveys
	2.73
	0.57
	1

	Commercial surveys
	2.53
	0.64
	2

	Special interest surveys
	2.25
	0.61
	3

	National surveys
	2.18
	0.69
	4


According to the mean trend scores, the rank order from one (the fastest increasing) to six (the fastest decreasing) is web, SMS text message, mail, telephone, diary and face-to-face interview for the future usage trend of survey methods. The results also show that the future usage trend for international surveys ranked number one, commercial surveys two, special interest surveys three and national surveys ranked last.
Other emerging platforms the respondents perceived were PDA (Personal Digital Assistant) or iPod (Internet Portable Open Database), mobile phone (voice, text, and screen touch with internet connection), digital interactive TV with broadband connection etc.

In the online survey, it was also estimated that the likely future and dominant distribution platform for each type of surveys such as International surveys, National surveys, Commercial surveys and Special interest surveys. As  shown in Table 6.7, despite the fact that survey methods have evolved dramatically involving and adopting newly developed technology such as using personal computer and the Internet,  face-to-face interviews are still widely regarded as gold standard, can provide more reliable data, and national and international surveys are normally sponsored by governments with enough funding. The future and dominant platform for international and national surveys is still the face-to-face interview even though it is the most expensive mode for conducting surveys. While for commercial and special interest surveys, the future and dominant platform is of electronic form — web/email, because this is inexpensive and can reach a very large number of people in a relatively short period of time.
Table 6.7 Future and dominant platform for the types of survey
	Type of survey
	Future and dominant platform

	International surveys
	Interview face-to-face 

	Commercial surveys
	Web/email

	Special interest surveys
	Web/email

	National surveys
	Interview face-to-face 


6.7.4 Six Sigma approach

The term "six sigma process" comes from the notion that if one has six standard deviations between the process mean and the nearest specification limit, there will be practically no items that fail to meet specifications (Pyzdek et al., 2009). 

Six Sigma is a business management strategy, initially implemented by Motorola that today enjoys widespread application in many sectors of industry (Schroeder et al., 2008). It seeks to improve the quality of process outputs by identifying and removing the causes of defects (errors) and variation in manufacturing and business processes (Wheeler, 2004). It uses a set of quality management methods, including statistical methods, and creates a special infrastructure of people within the organisation ("Black Belts" etc.) who are experts in these methods inspired by Deming's Plan-Do-Check-Act Cycle (Deming, 1986). Define-Measure-Analyse-Improve-Control (DMAIC) is used to improve an existing business process (Tang et al., 2007); this basic method consists of the following five steps namely: 

· Define high-level project goals and the current process. 

· Measure key aspects of the current process and collect relevant data. 

· Analyse the data to verify cause-and-effect relationships. Determine what the relationships are, and attempt to ensure that all factors have been considered. 

· Improve or optimise the process based upon data analysis using techniques like the design of experiments. 

· Control to ensure that any deviations from target are corrected before they result in defects. 

The process involves setting up pilot runs to establish process capability, moving on to production, designing control mechanisms and continuously monitoring the performance.

The Deming Cycle is an iterative four-step quality control process and a continuous quality improvement strategy, organised as: 

· PLAN: Design or revise business process components to improve results 

· DO: Implement the plan and measure performance 

· CHECK (study): Assess the measurements and report the results to decision makers 

· ACT (analyse): Decide on changes needed to improve the process.

Six Sigma has been applied in business management for decades (Harry and Schroeder, 2000; Yang and EI-Haik, 2009). The survey research industry has become a vital part of service business worldwide. The principle of Six Sigma can definitely be used to ensure survey quality; and the step of "audit" can be added into every process of the Deming Cycle in a survey setting (see Figure 6.7).
In the context of improving survey quality, the developed survey assessment tool in previous sections of this chapter can be implemented to a survey process and apply the idea of DMAIC from Six Sigma so as to

· Design the survey purpose, scope, target population etc.

· Measure the performance, collect relevant data 

· Analyse the data

· Improve the processes and data quality

· Control survey processes
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Figure 6.7 Deming Cycle

6.8 Summary 

The survey method has for several decades been an important source of statistical information. The quality of which is absolutely critical for both survey organisations and those that commission surveys. Therefore ensuring survey quality is becoming more and more important. There are substantial technical and practical problems which exist in the traditional measures of survey quality; and these make it very difficult to apply them to assess and improve the quality of survey works. Hence there is both an empirical and theoretical desire to develop a usable tool to measure, evaluate and enhance survey quality.

The process approach to survey quality has a number of advantages. It not only provides the opportunities to guard against possible problems but also allows the evaluation of changes to improve certain survey processes. Therefore it is more appropriate to define the quality of a survey with its associated survey processes.  In this context the survey process can be divided into eight building blocks: formulation, sample frame, instrument, administration, quality assurance, data entry/validity, report and dissemination. Each of these survey processes can link to survey quality dimensions most commonly used by agencies supplying official statistics such as relevance, accessibility and clarity, timeliness and punctuality, coherence, comparability and accuracy. 

For each of these eight domains in a survey process the quality measuring criteria have been developed based on the idea of MCDM. A panel of experts in survey research has been formed from members of the ESRA and Edinburgh Napier University to construct a hierarchy of criteria and use Analytical Hierarchy Process and Delphi methods to assign weights and subweights to these criteria through an online survey questionnaire. Using the developed survey assessment tool, investigational studies were carried out to assess four typical surveys. An auditing team within Edinburgh Napier University scored each criterion of these surveys on a global scale 0 to 5, and adding in the determined weights and subweights, the overall scores of these surveys were obtained and analysed. The tool has been demonstrated practically and theoretically to provide a means of survey assessment which can be used to improve survey quality. This model can be used as a teaching aid, assistance to survey designers and those who commission surveys to audit and generally improve the conduct of surveys and the quality of information produced from their surveys. 

In order to rate the types of surveys, in the online questionnaire conducted on the members of the ESRA, the survey types including face-to-face interview, web, telephone, mail and diary, were ranked in terms of cost effectiveness and reliability and validity dimensions. Web survey was regarded as the most cost-effective, followed by telephone, mail, face-to-face interview and diary survey was the least cost-effective survey method. In terms of reliability and validity, face-to-face interview was considered as the most reliable and valid, followed by telephone, diary, mail, and web survey was the least reliable and valid mode. The future usage trends of survey methods such as Interview/household, Web/email, Diary, Telephone, Mail, SMS text messages and International surveys, National surveys, Commercial surveys and Special interest surveys were also estimated by the participants of the online survey.  The resulting rank order is web survey first, followed by SMS text message, mail, telephone, diary and face-to-face interview last for the future usage trend of survey methods.  The results also showed that the future usage trend for international surveys ranked number one, commercial surveys ranked two, special interest surveys three and national surveys ranked last. In addition, it was included in the online survey that for each of the survey types such as International surveys, National surveys, Commercial surveys and Special interest surveys, estimating its likely future and dominant platform for distribution. The results indicated that the future and dominant platform for international and national surveys was the face-to-face interview; while for commercial and special interest surveys, the future and dominant platform was of electronic form — web/email. 

It has also discussed in the last section of this chapter how the approach of Six Sigma can be applied in implementation of the developed survey quality assessment tool to continuously improve the quality of surveys.
 Chapter 7: A Taxonomy for the Classification of Surveys

7.1 Introduction

With the intentions of meeting the demand of designing a tool to give a holistic and mainly quantitative assessment of survey quality, the researcher attempted in the previous chapter to build such a model and made contributions to survey quality evaluation and improvement in theory and practice. In order to test, rectify, validate and refine the assessment tool, and to investigate and identify good practice, a survey database including over 100 regional, national and international surveys has been developed. This chapter attempts to assess the quality of different types of surveys in the database collected using the established tool. The purpose is to firstly classify surveys in respect of quality, then learn from the classification process and finally make recommendations on how to improve survey quality and effectiveness. 

7.2 Data Collection

The survey database consists of 103 regional, national and international surveys which were conducted from 1981 to 2009; the median and mode year is 2000, in which 25 surveys are included in the database. The Information was collected from the Economic and Social Data Service (ESDS) database and UK Data Achieve online, research reports, books and PhD theses in libraries. In the database some attributes of the surveys, such as survey mode, instrument, administration and dissemination etc, were examined, resulting in more than 20 variables. The detailed information of the surveys taken and input into the database were shown in Table 7.1.

In recent years, response rates to social surveys, where participation is voluntary, have fallen (Simmons and Wilmot, 2004). Survey organisations have therefore increased their efforts to gain public co-operation by providing respondent monetary or nonmonetary incentives (Church, 1993; Singer et al., 1999; Bauman et al., 2000; Cobanoglu and Cobanoglu, 2003). Although nowadays incentives are playing a more and more important role in increasing respondent's participation and reducing survey response biases, as a result of these, improving the quality of survey data, for majority of surveys in the database, the information about incentives used in conducting surveys are usually not available, hence incentives in surveys were not included in the survey database.
Table 7.1 The information collected in the survey database
	1
	The name of the survey

	2
	The date of fieldwork or time period covered by the survey

	3
	The sponsor(s)/organisation(s) who commissioned the survey

	4
	The principal investigator(s)/organisation(s) who conducted the survey

	5
	The purpose or aim of the survey

	6
	The country, region or location of units of observation for the survey

	7
	The method of data collection

	8
	The survey population

	9
	The survey response rate 

	10
	Whether the survey instrument was pre-tested or not before the actual fieldwork

	11
	The follow-up procedures after the actual fieldwork

	12
	Whether the a non-response analysis for the survey was carried out or not

	13
	The type of dependent measures for the survey

	14
	The survey cost

	15
	The number of people involved in the survey fieldwork i.e. the management and organisation team and interviewers etc.

	16
	The number of people who responded to the survey

	17
	The time dimensions of the survey

	18
	The number of questions in the survey

	19
	The maximum number of questions someone could complete

	20
	The percentage of closed questions

	21
	The percentage of questions requiring calculation 

	22
	Average length of question instruction words

	23
	Ease of completion, marked1 to 5 from easy to difficult

	24
	Ease of coding, marked 1 to 5 from easy to difficult

	25
	The frequency of the survey

	26
	The dissemination method(s) of the survey results

	27
	The impact(s) of the survey findings


The surveys in the database were all scored by the expert panel at Edinburgh Napier University using the established quality assessment tool in Chapter 6 according to the information collected, auditing the relevant detailed documents and their professional judgement. This generated quality assessment scores for all the surveys in the database overall and also in eight processes (dimensions) from formulation, sample frame, instrument, administration, data entry/validity, quality assurance, report to dissemination. 

7.3 Data Analyses

7.3.1 Database characteristics

Within the formed survey database, there were 23 (22%) of the surveys which were hosted or sponsored by universities, 45 (44%) by government, and 35 (34%) by other organisations (such as Economic and Social Research Council, The Law Society, Transport research laboratory and Gambling Commission etc.). Universities executed 53 (51%), government conducted 14 (14%), and other organisations carried out 36 (35%) of the surveys. Therefore by comparison, most of the surveys in the database were hosted or sponsored by government departments and executed by universities.

As shown in Table 7.2, out of 103 surveys in the database, there were 31.1% of them from Scotland, 51.5% from the rest of the UK, 7.8% from Europe, and 9.7% from the rest of the world. Thus the vast majority, altogether 82.6% of the surveys in the database are within the area of the UK. In comparison, the other organisations conducted the biggest proportion of the surveys from Scotland (38.9%); government departments carried out most of the surveys for the rest of the UK (64.3%); and universities executed the majority of the surveys for Europe (11.3%) and the rest of the world (17.0%).
Considering the methods of data collection, 41.7% of the surveys used face-to-face interviews; 39.8% of them were distributed by post; these two modes together account for 81.5%, and are the two main methods to be utilised in the data collection process. It is followed by telephone interviews which accounts for 10.7%, and 6.8% of the surveys employed web/email collection and only one utilised the other (actually a diary) method (1%). Compared by the type of organisation executed the surveys, government tends to do more face-to-face surveys, the other organisations are more likely to carry out telephone surveys, universities prefer the postal and web/email surveys.
Table 7.2 The categorical variables by survey organisations 
	 
	 
	Type of organisation executed survey %

	 
	 
	University (N=53)
	Government (14)
	Other (36)
	Total (103)

	Region
	Scotland
	26.4
	28.6
	38.9
	31.1

	
	Rest of UK
	45.3
	64.3
	55.6
	51.5

	
	Europe
	11.3
	7.1
	2.8
	7.8

	
	Rest of World
	17.0
	0.0
	2.8
	9.7

	Method
	Face-to-face 
	32.1
	64.3
	47.2
	41.7

	
	Telephone
	5.7
	7.1
	19.4
	10.7

	
	Postal
	50.9
	28.6
	27.8
	39.8

	
	Web/email
	9.4
	0.0
	5.6
	6.8

	
	Other
	1.9
	0.0
	0.0
	1.0

	Pre-test of instrument
	81.1
	100.0
	97.2
	89.3

	Follow-up procedures
	37.7
	78.6
	55.6
	49.5

	Nonresponse analysis
	50.9
	71.4
	50.0
	53.4

	Type of dependent measures
	Self report
	86.8
	100.0
	86.1
	88.3

	
	Self assess
	11.3
	0.0
	13.9
	10.7

	
	Other
	1.9
	0.0
	0.0
	1.0

	The level of cost
	Low<0.1m
	60.4
	0.0
	33.3
	42.7

	
	Medium 0.1-1m
	32.1
	35.7
	33.3
	33.0

	
	High>1m
	7.5
	64.3
	33.3
	24.3

	Number of people involved
	Small<5
	54.7
	0.0
	33.3
	39.8

	
	Medium 5-20
	26.4
	28.6
	13.9
	22.3

	
	Large 20-100
	11.3
	21.4
	25.0
	17.5

	
	Very large >100
	7.5
	50.0
	27.8
	20.4

	Frequency 
	Annual
	1.9
	57.1
	11.1
	12.6

	
	Once every 2-5 years
	5.7
	14.3
	22.2
	12.6

	
	Occasionally
	3.8
	21.4
	5.6
	6.8

	
	One off
	88.7
	7.1
	61.1
	68.0

	Dissemination method
	Web & paper
	43.4
	92.9
	58.3
	55.3

	
	Paper
	56.6
	7.1
	41.7
	44.7

	Impact
	Academia
	49.1
	0.0
	33.3
	36.9

	
	Regional policy & public
	30.2
	92.9
	47.2
	44.7

	
	National policy & public
	20.8
	7.1
	19.4
	18.4


Regarding the survey administration, as it is displayed from Table 7.2, when the surveys were executed by government, every instrument was pre-tested; when the surveys were conducted by other organisations, almost all of the instrument (97.2%) was pre-tested; in both of these circumstances, these organisations did very well in respect of pre-testing the survey instruments. However, when the surveys were carried out by universities, only 81.1% of the instruments were pre-tested, which was poor. Overall, 89.3% of the instruments were pre-tested. 

When the surveys were executed by government, 78.6% of the surveys were followed up.  This indicates that the government is more likely to have follow-up procedures in place, whereas universities are less likely to do so (only 37.7%); other organisations are in between (55.6%). These may be because government has a propensity for doing more frequent surveys, i.e. they run the same survey again and again every one year or two only with minor amendment; while universities tend to do more one off surveys, e.g. research projects and PhD programmes. Overall, only nearly a half (49.5%) of the surveys had follow-up procedures.

In comparison, governments carried out most non-response analyses on the surveys (71.4%); both other organisations and universities conducted the very similar proportion of non-response analyses (50.9% and 50.0% respectively). This gave an overall total of 53.4% doing non-response analysis for all the surveys in the database.
For the types of dependent measures (the forms from which the survey measures depend on), 88.3% of the surveys were based on self-reporting, 10.7% on self-assessment and only one on the other dependent measures (actually a recorded description of the behaviour and activities). Thus, self-reporting is the dominant form of the dependent measures for all the types of organisations who executed the surveys in the database. With no exception, government surveys are all based on self reporting; some of the universities and other organisations depend on self assessment.
Of the organisations who executed the surveys (see Table 7.2), universities are more likely to carry out smaller surveys at lower cost (60.4% of them cost under 0.1 million pounds sterling, and only 7.5% more than one million) and involve a smaller number of people (54.7% of them have less than five people, and also only 7.5% more than 100). On the other hand, the government tends to run bigger surveys with higher costs (64.3% of them are more than 1 million pounds sterling, and no one survey has a cost of less than 0.1 million) and involve a larger number of people (50.0% of them have more than 100 people, and 21.4% between 20 to 100). In comparison, the other organisations are in the middle between the universities and the government in terms of the size (measured by the level of cost and the number of people involved in conducting the surveys) of the surveys. 

However, altogether there are more surveys of a smaller than bigger size in the collected survey database. In respect to the level of cost, 42.7% of the surveys incurred cost of less than 0.1 million pounds sterling, 33.0% had a cost of 0.1 to one million and only 24.3% more than one million. Likewise, in terms of number of people involved in conducting the surveys, 39.8% of the surveys had less than 5, 22.3% had 5 to 20, 17.5% had 20 to 100 and only 20.4% had more than 100 people. 

Indicated in Table 7.2 is also the frequency of the surveys. When government executed the surveys, the annual surveys are the highest proportion (57.1%); whereas one-off surveys are most common in universities (88.7%) and also other organisations (61.1%). However, by comparison, government and other organisations tend to do more frequent surveys than universities. In total, the proportion for annual surveys is 12.6%, once every 2-5 years 12.6%, occasionally 6.8% and one off 68%; therefore the one off survey is the most dominant frequency overall.

For the dissemination methods, universities are more likely to use traditional methods e.g. paper (56.6%), while most of the government (92.9%) and other organisations (58.3%) tend to apply the combination of modern methods such as web and traditional methods such as paper. However, for all the surveys in the database, 44.7% of the surveys disseminated their results with paper only, and 55.3% used both paper and web together.

In terms of impact of the survey results, as expected, universities mainly had an effect on academia, whereas government and other organisations had more influence on regional policy and the general public. In total, 36.9%, 44.7% and 18.4% of the survey findings influenced academia, regional policy and the general public, and national policy and the general public respectively.
With regard to all the continuous variables in the survey database over the type of organisation executed surveys (see Table 7.3 for details), and survey quality as a whole over the categorical variables (see Table 7.4 for details), the data need to be normally distributed in order to carry out parametric statistical tests such as the t-test and one way ANOVA (Cox, 2006; Geisser et al., 2006). These have been done using normal probability tests with Q-Q plots and the results indicate no problem with normality and also equal-variance assumption. Therefore parametric statistical tests can be applied in these sets of data.
For the eight processes or dimensions of survey quality, as it shows from the p-values of one way ANOVA analysis in Table 7.3, the differences are significant over the three types of the organisations conducting the surveys between formulation, sample frame, instrument, administration, data entry/validity and quality assurance; only those of report and dissemination are not significant.
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Figure 7.1 The quality of eight survey processes by survey organisations 
Table 7.3 Descriptive statistics of continuous variables by survey organisations
	 
	 
	Formulation
	Sample Frame
	Instrument
	Administration
	Dissemination
	Report
	Quality Assurance
	Data Entry/validity
	Year of survey conducted
	Response Rate (%)
	Number of respondents
	Average length of question instruction words
	Ease of coding mark 1 (easy) to 5 (difficult)
	Ease of completion mark 1 (easy) to 5 (difficult)
	% closed questions
	Number of questions
	Maximum questions someone could complete

	University
	Average
	3.89
	4.15
	3.88
	3.79
	3.87
	3.91
	3.14
	3.07
	2003
	42
	2627
	29
	2
	2
	78
	81
	78

	
	Std. Error 
	.06
	0.05
	.06
	.06
	.06
	.06
	.08
	.09
	-
	4
	830
	9
	0
	0
	4
	38
	38

	
	Count
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53

	
	Minimum
	3.10
	2.90
	2.87
	2.35
	2.46
	2.68
	1.94
	2.26
	1996
	4
	31
	10
	1
	1
	0
	2
	2

	
	Maximum
	4.43
	4.50
	4.39
	4.62
	4.64
	4.55
	4.21
	4.52
	2009
	100
	26372
	500
	5
	5
	100
	2024
	2024

	Government
	Average
	3.44
	4.34
	3.95
	4.03
	3.96
	3.78
	2.70
	2.78
	2003
	65
	30671
	24
	3
	4
	94
	357
	231

	
	Std. Error 
	.07
	0.06
	.08
	.08
	.05
	.09
	.12
	.13
	-
	4
	13460
	2
	0
	0
	1
	75
	39

	
	Count
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14
	14

	
	Minimum
	3.09
	3.96
	3.11
	3.36
	3.64
	3.29
	2.50
	2.50
	1996
	38
	1274
	16
	1
	1
	82
	58
	47

	
	Maximum
	4.01
	4.76
	4.51
	4.34
	4.31
	4.49
	3.81
	3.94
	2007
	89
	190000
	33
	5
	5
	100
	986
	462

	Other
	Average
	3.76
	4.22
	4.18
	4.12
	4.03
	3.99
	2.58
	2.56
	2001
	57
	10023
	21
	2
	2
	93
	80
	66

	
	Std. Error 
	.07
	0.03
	.05
	.04
	.06
	.07
	.05
	.04
	-
	4
	2365
	1
	0
	0
	2
	14
	11

	
	Count
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36
	36

	
	Minimum
	3.06
	3.79
	3.04
	3.17
	3.28
	3.22
	2.50
	2.50
	1981
	9
	20
	10
	1
	1
	33
	6
	6

	
	Maximum
	4.39
	4.55
	4.53
	4.56
	4.52
	4.52
	3.75
	3.85
	2007
	100
	65337
	36
	4
	5
	100
	458
	379

	P-value of ANOVA
	0.001
	0.001
	0.001
	0.001
	0.184
	0.271
	0.029
	0.002
	-
	0.001
	0.001
	0.686
	0.002
	0.001
	0.006
	0.001
	0.034

	Total
	Average
	3.78
	4.06
	4.00
	3.94
	3.94
	3.92
	2.73
	2.80
	2002
	50
	9024
	25
	2
	2
	85
	118
	95

	
	Std. Error 
	.04
	0.04
	.04
	.04
	.04
	.04
	.05
	.05
	-
	2
	2196
	5
	0
	0
	2
	24
	21

	
	Count
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103
	103

	
	Minimum
	3.06
	2.90
	2.87
	2.35
	2.46
	2.68
	1.94
	2.26
	1981
	4
	20
	10
	1
	1
	0
	2
	2

	
	Maximum
	4.43
	4.76
	4.53
	4.62
	4.64
	4.55
	4.21
	4.52
	2009
	100
	190000
	500
	5
	5
	100
	2024
	2024


As it is displayed in Figure 7.1, when the quality scores for eight survey processes are compared, there are two groups that can be identified; those of formulation, sample frame, instrument, administration, report and dissemination (they are all very similar and scored around 3.8 or so by average) are relatively higher than those of data entry/validity and quality assurance (together they are lower and similarly scored about 2.7 roughly by average). In respect of the types of organisations conducting the surveys, universities performed better in terms of formulation, quality assurance and data entry/validity, and need improve their performance on instrument, administration, dissemination and sample frame; government did better in terms of sample frame, and need improve its performance on formulation, quality assurance and data entry/validity; and other organisations achieved better scores for instrument, administration, dissemination and report, and need improve their performance on quality assurance and data entry/validity. 

Regarding the other continuous variables, as can be seen from Table 7.3,  statistical one way ANOVA testing results show that the differences are significant between response rate, number of respondents, ease of coding, ease of completion, percentage of the closed questions, number of the questions and the maximum number of questions someone could complete over the three types of the organisations conducting the surveys; while those between the time of the survey conducted and average length of question instruction words are not significant. 

On average, university surveys have significantly lower response rates and percentages of the closed questions, a smaller number of respondents than those of government and other organisations (but there is no significant difference in the surveys between government and other organisations); government surveys have a significantly larger number of questions and the maximum number of questions someone could complete than those of universities and other organisations (but there is no significant difference in the surveys between universities and other organisations). 

Of all the surveys in the database, government surveys are significantly more difficult than those of the universities and other organisations with respect to both coding and completion (but there is no significant difference in the surveys between universities and other organisations).  The average level of difficulty is two for all the surveys if marking it from 1 (easy) to 5 (difficult). Therefore in total there are more surveys which are easier to complete and code than those which are relatively tougher to do so; and by average the majority of the surveys are in the moderate level of difficulty (two to three) for both completion and coding.
As shown in Table 7.4, when the surveys were conducted by different organisations, although the survey quality is higher by average from university, it is not significant for a p-value of 0.309 from a one way ANOVA analysis. But when surveys were hosted or sponsored by different organisations, the quality of the surveys was significantly different (giving a p-value of 0.032). For example, the quality from government hosted surveys appears to be significantly higher (an average difference of 0.12) than those from universities (giving a p-value of 0.024 from a one way ANOVA analysis with post hoc tests); but there is no significant difference in the average quality scores between the surveys from universities and other organisations.
Compared with the different regions (the p-value of 0.047 from one way ANOVA is significant), the survey quality in Scotland is the highest, followed by the rest of the UK, Europe and the rest of the world scores the lowest. A one way ANOVA test with post hoc (a p-value of 0.043) shows that there is a significant difference between the survey quality in Scotland and that in the rest of the world (an average difference of 0.18); But not between any other of the regions.

When comparing survey quality for the different methods of administration, face-to-face scores highest, followed by postal, and that of the other methods including telephone, the web/email and other scores lowest. However, a one way ANOVA test (p-value of 0.851) shows that there is no significant difference between them. 
The results in Table 7.4 also indicate that performing a pre-test of the instrument, having follow-up procedures and carrying out nonresponse analysis did improve survey quality but not significantly, because the p-values for independent samples t-tests are 0.677, 0.298 and 0.707 respectively.

Table 7.4 Survey quality over the categorical variables
	Categorical variable with p-value
(in brackets) from statistical test
	Survey quality as a whole

	
	N
	Mean
	Std. Error
	Median
	Min
	Max

	Type of organisation hosted (0.032)
	University
	23
	3.62
	.06
	3.68
	2.95
	3.99

	
	Government
	45
	3.74
	.02
	3.74
	3.49
	3.97

	
	Other
	35
	3.72
	.03
	3.72
	3.22
	4.12

	Type of organisation executed (0.309)
	University
	53
	3.76
	.03
	3.74
	2.95
	4.12

	
	Government
	14
	3.67
	.03
	3.68
	3.48
	3.93

	
	Other
	36
	3.69
	.03
	3.70
	3.22
	4.00

	Region (0.047)
	Scotland
	32
	3.77
	.03
	3.76
	3.46
	3.99

	
	Rest of UK
	49
	3.70
	.02
	3.71
	3.21
	4.00

	
	Europe
	12
	3.66
	.08
	3.65
	3.40
	3.96

	
	Rest of World
	10
	3.59
	.11
	3.67
	2.95
	4.12

	Method (0.851)
	Face-to-face 
	43
	3.73
	.02
	3.73
	3.51
	4.00

	
	Postal
	41
	3.71
	.04
	3.72
	3.13
	4.12

	
	Phone, web and other
	19
	3.69
	.06
	3.72
	2.95
	3.96

	Pre-test of instrument (0.677)
	Yes
	92
	3.72
	.02
	3.73
	2.95
	4.12

	
	No
	11
	3.68
	.02
	3.69
	3.60
	3.77

	Follow-up procedures (0.298)
	Yes
	51
	3.73
	.02
	3.75
	3.21
	4.00

	
	No
	52
	3.69
	.03
	3.72
	2.95
	4.12

	Nonresponse analysis (0.707)
	Yes
	55
	3.71
	.02
	3.79
	3.40
	4.12

	
	No
	48
	3.70
	.04
	3.71
	2.95
	4.00

	Type of dependent measures (0.944)
	Self report
	91
	3.71
	.02
	3.73
	2.95
	4.12

	
	Self assess and other
	12
	3.69
	.07
	3.73
	3.21
	3.96

	The level of cost (0.952)
	Low<0.1m
	44
	3.71
	.04
	3.75
	2.95
	4.12

	
	Medium 0.1-1m
	34
	3.71
	.03
	3.73
	3.30
	3.97

	
	High>1m
	25
	3.70
	.02
	3.71
	3.48
	3.93

	Number of people involved (0.432)
	Small<5
	41
	3.70
	.04
	3.75
	2.95
	4.12

	
	Medium 5-20
	23
	3.76
	.03
	3.81
	3.49
	3.97

	
	Large 20-100
	18
	3.68
	.03
	3.70
	3.30
	3.86

	
	Very large >100
	21
	3.67
	.02
	3.69
	3.48
	3.85

	Frequency  (0.112)
	One off
	70
	3.74
	.03
	3.77
	2.95
	4.12

	
	Other
	33
	3.64
	.02
	3.65
	3.30
	3.86

	Dissemination method (0.03)
	Web & paper
	57
	3.65
	.02
	3.69
	3.22
	3.87

	
	Paper
	46
	3.76
	.04
	3.85
	2.95
	4.12

	Impact (0.108)
	Academia
	38
	3.73
	.04
	3.84
	2.95
	3.99

	
	Regional policy & public
	46
	3.66
	.02
	3.69
	3.22
	3.87

	
	National policy & Public
	19
	3.77
	.03
	3.72
	3.57
	4.12


With regards to the type of dependent measures, the surveys that depended on self reporting led to better quality sores than those that depended on self assessment and other measures. However, this difference was not statistically significant (a p-value of 0.944 for an independent samples t-test).

The smaller surveys have a higher quality because the mean survey quality scores with the low (less than 0.1 million) and medium levels of cost (between 0.1 to one million) are higher than those with high level of cost (more than one million) but not significant (the p-value for a one-way ANOVA is 0.952).

Regarding the number of people involved in conducting the surveys, it is similar story as the level of survey cost. The surveys have highest quality when the medium number of people conducting them is between 5 and 20, followed by a small group of people (less than 5), and the surveys involving larger groups of people (20 or over) have the comparatively lowest quality. However, a p-value for one-way ANOVA of 0.432 indicates that the differences between them are not significant.

For the frequency of the surveys, the quality is higher with one-off surveys than the other surveys which are frequent such as annual, occasional and the surveys conducted once every 2-5 years. But the difference is not significant (the p-value for one-way ANOVA is 0.112).

The surveys disseminated with paper are better than those using a combination of both web and paper. The results are significant with an independent samples t-test p-value of 0.03 (an average difference of 0.11). 
The national influential surveys are better in respect of quality than those affecting academia, and surveys for academic research are better than those bringing impact to a region. However, the differences are not statistically significant (the p-value for one-way ANOVA is 0.108)

Table 7.5 Indicates that there is a significant negative correlation between the time of the survey conducted and survey quality. This suggests that the survey quality deteriorated over time. Survey quality is positively correlated to response rate and percentage of closed questions; while it is negatively related to the number of people involved in conducting the surveys, number of respondents, number of questions in the questionnaires, the maximum number of questions someone could complete, the percentage of questions requiring calculation and average length of question instruction words. However, none of the correlations is significant.
The significant correlations between the other variables are as follows: 
· Response rate is correlated with number of people involved in conducting surveys with positive direction. But it is negatively correlated with number of respondents and number of questions in the questionnaires.

· The number of people involved in conducting surveys is positively correlated with number of respondents, number of questions in the questionnaires, the maximum number of questions someone could complete and the percentage of questions requiring calculation.
· Number of respondents is positively correlated with number of questions in the questionnaires, the maximum number of questions someone could complete and the percentage of questions requiring calculation.
· Number of questions is highly positively correlated with the maximum number of questions someone could complete and the percentage of questions requiring calculation.
· The maximum number of questions someone could complete is positively correlated with the percentage of questions requiring calculation. 
· Percentage of closed questions is highly positively correlated with average length of question instruction words.
There are no other significant correlations between the variables. Though the above correlations are significant, the vast majority of them are not strong (the Pearson's correlation coefficients are below 0.5). In addition, there may be some problems with the Pearson's correlation analysis, because, some of the relationships between the variables may not be linear.
Table 7.5 Correlation matrix for the continuous variables

	
	Response Rate (%)
	Number of people involved
	Number of respondents
	Number of questions
	Maximum questions someone could complete
	% closed questions
	% questions requiring calculation 
	Average length of question instruction words
	Survey quality as a whole

	Year of survey conducted
	-.051
	.052
	.019
	.112
	.076
	.110
	.105
	-.039
	-.209*

	Response Rate (%)
	 
	0.399**
	-.263**
	-.198*
	.163
	.008
	.111
	-.070
	.023

	Number of people involved
	 
	 
	0.439**
	0.455**
	0.38**
	.111
	0.238*
	.005
	-.075

	Number of respondents
	 
	 
	 
	0.234*
	0.203*
	.119
	0.209*
	-.022
	-.103

	Number of questions
	 
	 
	 
	 
	0.964**
	.126
	0.300**
	-.027
	-.135

	Maximum questions someone could complete
	 
	 
	 
	 
	 
	.106
	0.243*
	-.034
	-.129

	% closed questions
	 
	 
	 
	 
	 
	 
	.109
	0.352**
	.069

	% questions requiring calculation 
	 
	 
	 
	 
	 
	 
	 
	-.011
	-.010

	Average length of question instruction words
	 
	 
	 
	 
	 
	 
	 
	 
	-.025


Note: * significant at 0.05,   ** significant at 0.01.

7.3.2 Classification analysis

In this section, in order to investigate further relationships between survey quality and all the variables in the survey database with a multivariate approach, firstly a radar plot of the eight dimensions across the three types of survey organisations will be carried out, and then a TwoStep cluster analysis and a factor analysis will be conducted.

7.3.2.1 A radar plot of the dimensions 

Using the quality scores obtained for the eight dimensions in the survey database, a radar plot (Mosley et al., 1998; Saary, 2008) was constructed over the three types of survey conducting organisations such as universities, government and other organisations to see which of them outperform one another.
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Figure 7.2 A radar plot of the quality dimensions
It is clear from the radar plot of the eight dimensions of survey quality in Figure 7.2 that there is no substantial difference between government and other organisations because most of them are overlapped together; nevertheless, universities do appear to differ from both of them.  Universities outperformed government and other organisations with regard to formulation, data entry/validity, quality assurance and survey quality as a whole; whereas government and other organisations were better than universities in respect to administration, instrument, sample frame, report and dissemination. However for report, it is a different story — the survey quality from other organisations is slightly higher than that from universities, which is higher than that of government. 
7.3.2.2 Cluster and factor analysis

7.3.2.2.1 Cluster analysis

According to Romesburg (2004), Cluster analysis or clustering is the assignment of a set of observations into subsets (called clusters) so that the data in each subset (ideally) share some common trait. Clustering is a method of unsupervised learning, and a common technique for statistical data analysis. The TwoStep Cluster Analysis procedure is an exploratory tool designed to reveal natural groupings (or clusters) within a data set that would otherwise not be apparent (Kaufman and Rousseeuw, 2005).

Since TwoStep cluster analysis allows all categorical and continuous variables in the survey database to be included and automatically finds the proper number of clusters, this type of cluster analysis was adopted and conducted (involving all the variables in Table 7.1 except the name of the survey, the purpose or aim of the survey and the survey population) with SPSS in this section. From which three clusters were obtained (since some surveys conducted by government share similar characteristics with those carried out by other organisations, clusters two has both of government and other organisation included):

· Cluster one represents government, and includes 21 surveys; 
· Cluster two denotes the combination of other organisations (24 surveys) and government (17 surveys) including altogether 41 surveys; and 
· Cluster three presents universities, and also includes 41 surveys.
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Figure 7.3 The response rate and number of questions for the clusters
From the output of cluster profiles for some of the important variables such as response rate, number of questions, percentage of closed questions and length of question in words, it shows in Figure 7.3 that all the variables for the three clusters are very similar except only one outstanding variable that of the number of questions in cluster one, signifying government undertakes longer surveys. This defines the subset of official surveys in cluster one to be different from cluster two.
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Figure 7.4 The level of cost and number of people involved for the clusters

As shown in Figure 7.4, this confirms the analysing results in Section 7.3.1 that universities in cluster three are more likely to carry out smaller surveys with lower cost and smaller number of people involved in conducting the surveys; whereas government in cluster one tends to run bigger surveys with higher cost and larger number of people involved in conducting the surveys. The other organisations and a subset of government in cluster two are in between them, with the propensity to conduct medium size surveys with medium cost and also with a medium or large number of people involved in conducting the surveys. 

For the administration of the surveys (see Figure 7.5), the results are consistent with previous analysis that universities in cluster three did less of the pre-test of the instrument than government and the other organisations in clusters one and two; while government in clusters one did more follow-up procedures and non-response analyses than the other organisations in cluster two and universities in cluster three.  
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Figure 7.5 The administration of survey for the clusters
7.3.2.2.2 Factor analysis

Factor analysis is a widely applied data reduction technique including both principal component analysis and common factor analysis. It refers to a statistical method used to describe variability among observed variables in terms of a potentially lower number of unobserved variables called factors (Bryant and Yarnold, 1995; Johnson and Wichern, 2002; Esbensen, 2009).
Before carrying out factor analysis, the correlations matrix of the variables, the Kaiser-Meyer-Olkin measure of sampling adequacy (the resulting value of 0.728) and Bartlett's Test of Sphericity (p-value is less than 0.001) were all checked, there was no indication of any problem to apply factor analysis to this set of data. 
Since the general purpose of principal component analysis (PCA) is to reduce the original set of variables to a smaller set of linear orthogonal combinations (Wall et al., 2003), this extraction method was selected and undertaken in this section to determine how many factors (components) to be "extracted" from the eight survey processes or dimensions, and only components that have an eigenvalue of 1 or more should be considered (Ford et al., 1986). As indicated in Table 7.6, only the first two components record eigenvalues greater than one (3.714 and 1.543). These two components explain a total of 65.716% of the total variances. However, the third component has an eigenvalue of 0.922 which is very close to one. 

Table 7.6 Eigenvalues and total variance explained for two factors
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Figure 7.6 Screeplot of factor analysis
To further determine the numbers of factors to be retained for analysis, a screeplot was produced by SPSS (refer to Figure 7.6). Only those components above the clear break point in the plot shape should be retained (Black and Porter, 1996). The results show there is a turning point between the second or the third component, and the first two or three components explain much more of the variance than the remaining components. Based on the screeplot, retaining two or three components should therefore be considered. Nevertheless, it is not clear at this point, further information is required to finally determine how many components should be retained in the analysis.
For easy interpretation of the factors and meaningful determination of the number of factors, factor "rotation" techniques of "varimax" were applied (Kaiser, 1958; Gefen and Straub, 2005). Since whenever with and without rotation, all the variables loaded highly on the first factor (component) except only one variable loaded highly on the second factor (component), two factor solutions are difficult to interpret and meaningless. 

	Table 7.7 Rotated component matrix for three factors


	
	Component

	
	1
	2
	3

	Formulation
	.898
	-.160
	.034

	Sample Frame
	.212
	-.156
	.803

	Instrument
	.368
	-.341
	.718

	Administration
	.177
	-.104
	.840

	Data Entry/validity
	-.088
	.922
	-.189

	Quality Assurance
	-.050
	.915
	-.034

	Report
	.825
	.051
	.285

	Dissemination
	.748
	-.242
	.404

	Total variance explained (%)
	77.244

	Extraction Method: Principal Component Analysis. 

 Rotation Method: Varimax with Kaiser Normalisation.

	a. Rotation converged in 4 iterations.


When thee factors were explored, the loading structure with rotation is meaningful and easier to interpret; and the total variance explained reached to 77.244%; therefore three factors are the better solution for this set of data.  As shown in Table 7.7, after rotation, formulation, report and dissemination loaded highly on the first factor, which can be defined as “formulation and reporting quality”; quality assurance and data entry/validly loaded highly on the second factor, which can be named as “quality control and data processing quality”; and sample frame, instrument, administration loaded highly on the third factor, which can be labelled as “data collection process quality”.

7.3.2.2.3 Combination of the cluster analysis and factor analysis 

From the factor analysis for the 8 dimensions of survey quality, three factors are retained which present formulation and reporting quality, quality control and data processing quality and data collection process quality. Boxplotting three factors across three clusters (see Figure 7.7) indicates that cluster three (universities) does better than the other two clusters with regards to both factors one and two (formulation and reporting, quality control and data processing); and cluster one (government) does better than the other two clusters with factor three (data collection process). 
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The boxplots also imply that cluster three is more variable than the other two clusters and on average the surveys conducted by cluster three have better quality than the other two clusters. This means that universities outperform in general to government and the other organisations in respect of survey quality as a whole, though the quality of the surveys carried out by universities has a bigger variability than them. The survey quality score as a whole across over the three clusters graph in Figure 7.8 confirms this results.
Figure 7.7 The boxplots of three factors versus the three clusters
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Figure 7.8 The survey quality over the three clusters
7.4 Summary 

Research has been undertaken to improve the quality of surveys and from reviewing this work a model to assess the quality of surveys has been developed in Chapter 6. The model has been applied to over 100 regional, national and international surveys in this chapter. This generates data on formulation, design and application quality. These data have been used along with attributes of the surveys examined to create a database. Various measures of a survey were taken such as average question length, number of questions and entered into the database. This database has been analysed using tools of statistical classification such as factor analysis and cluster analysis. This has allowed the identification of structural features of surveys which are associated with survey quality. 

When the quality scores for eight survey processes are compared, there are two groups that can be identified; those of formulation, sample frame, instrument, administration, report and dissemination (they are similar to each other and together form one group) are relatively higher than those of data entry/validity  and quality assurance (both of them are alike and form another group). In respect of the types of organisations conducting the surveys, universities outperformed government and other organisations in terms of formulation, quality assurance and data entry/validity, government and other organisations performed better in terms of administration, instrument, sample frame and dissemination. However, universities outperformed overall to government and the other organisations in respect of survey quality as a whole, though the quality of the surveys carried out by universities are more variable than both of them. There appears to be no significant difference in the quality of the surveys conducted by other organisations and government.
Other findings from the classification analysis are as follows: 

· The surveys disseminated with paper are significantly better on average than those using a combination of both web and paper; and

· The quality of surveys deteriorated significantly over time.
After classification analysis of the survey data, the following can be recommended to the survey organisations and those commissioning surveys:

· Universities, when conducting surveys, should make effort to increase response rates, gain funding for research, concentrate on the sampling frame, instrument, administration and dissemination processes of surveys.

· Government and the other organisations should employ universities to execute surveys, reduce the number of questions included in surveys, and pay more attention to the processes such as data entry/validity and quality assurance of surveys.

 Chapter 8: Discussion and Conclusion

8.1 Introduction

In this chapter the key evidence presented in the preceding chapters is collated. The main findings from this research are summarised and discussed. This is followed by concluding how the survey assessment model may be used. Thereafter, the issue of how this research generally contributes to knowledge is addressed; the limitations in this study are critically evaluated. Finally recommendations for the future research are presented.

8.2 Aims and achievements — the main findings of the study 

Section 1.3 of this thesis sets out the aim and objectives of the study. The overall aim of this research was to develop a mainly quantitative based statistical tool to measure and assess the quality of a survey, which can be used in a diagnostic manner to improve survey quality. The aim and objectives have been achieved in the preceding chapters and the main findings in this research can be summarised as follows.

Stage 1: The understanding of measurement theory. 

Measurement theory was comprehensively introduced and described in Chapter 2 of this thesis. Basically, measurement theory is about the mappings between some empirical objects and their associated algebraic values, and the methods of turning qualitative worded descriptions into quantitative numerical representations according to rules, regulations or principles etc. The goal of measurement is to make the information collected from scientific research to be informative to policy makers and future researchers. The process of measurement essentially depends on the nature of the target concepts or constructs to be measured.  For instance, usually the one-dimensional physical measures can be conducted by direct observation using both well designed and calibrated instruments and defined mature standards; but the multidimensional and/or directly unobservable social measures generally need an indirect latent and multiple indicator approach. This makes these measures much more complex and difficult to operate than simple straightforward physical measures. Social measurement opens a major gulf for quantitative methods to be employed in social sciences rather than solely for a very long period of time depending on qualitative methods in the research area. Both the agreed standards and the validated instruments are rarely available in social research. Much more effort is needed to ensure reliability and validity of social measurement.  
Stage 2: The identification of the types of measurement errors associated with statistical measurement procedures through experiments. 
From the three experimental measurement studies in Chapter 3, the uncertainties affecting a measurement system were identified as measuring instruments, operators (people), test methods (e.g. using different scales in the attitude measurement) and the objects to be measured. Whether these measurement errors having significant effects or not really depends on the nature and the processes of measurement. For instance, for the shape size measurement, what is measured (shapes) and who conducts the measures (operator) contributed to most of the errors; while in the measures of fat level, time was the only significant factor. In the attitude assessment measures, compared with the other three scaling methods, Likert Scale is widely regarded as the best and most commonly employed method, though the data produced are generally very similar for all of the four methods. The measurement system is very complex and it is difficult to predict which factors will affect measures in different situations. The measurement errors can be mainly minimised through better design and performance of the measurement.

Stage 3: The acknowledgement of the concepts, guidelines and methods available to measure and assess survey quality.
It is necessary to start with studying the concept of survey and survey methods thoroughly in order to understand what survey quality is. Chapter 4 provided a comprehensive introduction to survey and survey methodology including the concept of a survey, the types of surveys, the process of a survey, sampling strategies of a survey and the historical development of survey methods from four perspectives — the purposes, the sampling method development, the survey design and data collection modes. The entire process of a survey usually includes defining the survey objectives, developing a sampling frame, specifying the strategy for data collection, conducting the appropriate analysis and dissemination of the analysed results. The survey sampling strategies most widely used by survey practitioners are simple random sampling, systematic sampling, stratified sampling, convenience sampling, judgmental sampling, quota sampling and snowball sampling etc.
The measurement and assessment of survey quality is outlined in Chapter 5. Survey quality is a multidimensional and multi-component concept which can be defined in a number of different ways of valuing the importance of various dimensions and components. Survey statisticians took the approach of studying “survey quality” in terms of measuring, minimising and reporting various error sources that affect survey quality: sampling error, nonresponse error, coverage error, measurement error, and processing error. They used the mean square error of all the error sources as the indicator of survey quality. Psychologists, however, tended to focus on errors in measures on individuals, using the notions of validity and reliability as key concepts to measure survey quality. There were other researchers who defined survey quality as a combination of the representativeness of the sample, the accuracy and precision of measurements, data processing and management with several subcomponents in each; and as the closeness of the match between a survey’s objectives and its outcomes. Many official statistical agencies mainly in North America and Europe had broken down survey quality into components or characteristics that focus around several key concepts or dimensions: accuracy, relevance, timeliness, accessibility, comparability, coherence, completeness, punctuality and clarity etc. They used these as a quality framework and guideline for producing official statistical data.

Stage 4: The assembly of a quantitative based statistical holistic tool to measure and assess survey quality.

The survey quality assessment tool was constructed and developed in Chapter 6 by applying the measurement principles to quantify the quality for every step in the survey measuring process. The tool is mainly a quantitative based statistical hierarchical model, which can be used to effectively measure and holistically assess the quality of a survey. The model is essentially an Excel based audit following through all the stages of a survey from inception, to design, construction, execution, analysis and dissemination. The researcher redefined the survey process into eight building blocks — formulation, sample frame, instrument, administration, quality assurance, data entry/validity, report and dissemination. At each of these stages a set of criteria is applied to give an assessment of quality. Scores attained against these assessments are weighted by the importance of the criteria and summed to give an overall assessment of the stage. The total score for a survey can be obtained by a combination of the scores for every stage weighted again by the importance of each stage.
Stage 5: Determined weights and subweights for the assessment tool using Multi-Criteria Decision-Making (MCDM) and Delphi survey questionnaire methods.
A questionnaire was sent out to the members of the European Survey Research Association to construct the weights and subweights and achieved consensus amongst them for the hierarchic criteria in the survey quality assessment tool. The development, implementation and results of the questionnaire were outlined in Chapter 6. The chapter also concludes with a discussion as to how the approach of Six Sigma can be used to improve the quality of surveys.
Stage 6: Developed methodology for survey quality improvement using the assessment tool through a classification of surveys based on the self-collected survey database.
The model was applied to over 100 regional, national and international surveys. This generated data on formulation, design and application quality. These data were used along with attributes of the surveys examined to create a database. Various measures of a survey were taken such as average question length, number of questions and input into the database. This database was analysed using tools of statistical classification such as cluster analysis and factor analysis. This allowed the identification of structural features of surveys which were associated with the quality of a survey. Recommendations were made as to how a systematic approach can be taken to improve the quality and effectiveness of a survey.

8.3 How the survey assessment model may be used

The tool is quantitative based and adopts a holistic approach to every step of conducting a survey. Therefore it can be used in a number of ways as listed below.
Assist in survey design. Since it provides hierarchical criteria for all stages of a survey, the survey designer can choose from a number of options from this tool according to the resources such as the budget, time and people available for doing the survey and the quality requirement of the survey output from the commissioners. 

Improve the conduct process of surveys. The hierarchical quality criteria can be used as a guideline to follow a step by step approach to carrying out surveys in order to achieve good quality results.

Aid in auditing the quality of the surveys completed in the past. For an organisation conducting a survey, applying the tool to past surveys can obtain the quality scores against every stage of a survey to identify the strengths and weaknesses. The overall scores attained for different surveys as a whole can allow comparisons to be made between surveys. Hence any particular stage of a survey or which a survey as a whole needs to be improved can be identified; and this also provides a possible means to improve them for the future if the survey(s) is(are) to be repeated again. Likewise, the survey commissioners and users of the survey data can use the tool to assess the quality of the survey conducted and are made aware of the reliability and validly of the survey findings.
Aid in teaching. The tool can also be used in teaching classes to help students understand the quality criteria of a survey, improve survey design and fieldwork, and assess the quality of their survey data.  
8.4 Limitations of research

Like any other research and studies, this work was also not free of limitations and weaknesses. 

The study has been conducted in the UK, and the literature is mainly based on Europe and North America, thus the findings may be different in the developing world such as Africa, South America and the major areas of Asia. However, it is noted that the cultural, ethnic or religious backgrounds may not affect the findings because the majority of survey methodology principles should be the same or very similar in nature worldwide. 

Some of the survey methodologists such as Ganthier (2001) think that the survey quality cannot be quantified properly because assessing survey research requires the application of professional judgment to individual research context; for example, meeting a certain criterion may be of small importance in one setting while failing it may be crucial in another situation. Making tradeoffs practically between different quality components is really an issue for a particular survey. However, generally the survey assessment tool can be applied and the weights and the subweights of the quality criteria are assigned by a number of survey experts. In reality, the tool is not fixed and final, and can be adapted and adjusted to individual survey requirements according to the background situation in which the survey may be conducted. 
The survey database consists of 103 surveys, 85 of them are from the UK.  In addition, the sample selection is not random and the sample size for the number of surveys included in this database may not be large enough to be representative for the whole of the world. Hence the analysed results may only be valid in the UK and probably expanded into Western Europe. The findings from this database analysis can only be generalised to other areas with caution under this context. In addition, when analysing the data from the survey database, multiple testing was performed, this may result in Type I error (the error of rejecting a null hypothesis when it is actually true) (Dar et al., 1994; Thompson, 1999; Haller and Krauss, 2002; Schatz et al., 2005).
In addition, in the process of developing the survey quality assessment tool, Delphi and MCDM methods were applied. Likewise, using the devised tool to score the quality of surveys in the collected database involved personal experience and professional judgements. These are not objective but very subjective and judgemental; different panel of experts may have different opinions on these.

8.5 The contributions of the research

The study has contributed to knowledge and literature as elaborated below. 
The quality of a survey has, for the first time, to the best of the researcher’s knowledge, been quantified as quality scores using measurement principles.  This makes it easier to follow in practice than the existing qualitatively based descriptive quality frameworks and guidelines. Since the quantification process is a critical step for the advancement and development of almost every subject in sciences in every discipline, this will advance survey quality research to a new level.
In the past, the majority of research in survey methodology concentrated on survey data quality. Rarely were there any attempts to assess the survey design and process quality. In this thesis the quality of a survey to most of the researcher’s knowledge, has for the first time, been evaluated holistically following every step of survey research from design, process to data and report.

Over the past two decades or so, survey research has evolved greatly. For instance, nowadays electronic surveys are becoming increasingly common, because these surveys are much more cost and time efficient than the other modes (Couper, 2000; Dillman, 2000). Fortunately, the survey assessment model developed in this thesis can apply to e-surveys and potentially improve the quality of them.

8.6 Future recommendations

8.6.1 Research recommendations

This study has provided numerous important contributions and has also highlighted further research requirements. It is recommended that future research may be carried out on the following.

This study has provided a framework to mainly quantify survey quality as a whole and the limitations of the literature are duly addressed. However, it was not the scope of this study to measure the different stages of survey research quantitatively such as design quality, process quality and dissemination quality etc. individually in considerable depth and intensity. Therefore it will be an interesting contribution to knowledge to advance this study into this direction in the future.

This study has been conducted and the survey database was collected mainly in the UK, and the literature is mostly based on Europe and North America. It would be valuable to investigate survey research methodology especially survey quality assessment, measurement and improvement in the developing world such as Africa, South America and the major areas of Asia in order to calibrate the survey quality assessment tool for the cultural, ethnic or religious differences and to allow the findings to be generalised globally with confidence. 

During the study of the literature, a great number of resources were found to be available on the general quality measures, controls, assessment and improvement in business, engineering and manufacturing industries. There was a so-called quality explosion in the recent past and also an incredible amount of research has been undertaken and/or ongoing in the area of quality evaluation and enhancement. Survey research is very similar to the business service industry. Thus it would be an interesting and surely fruitful study to assess whether the models and methods in general quality research findings can be applied in survey industry. 

8.6.2 Recommendations for practitioners

For the survey commissioners and conductors, based on the findings from this thesis, the researcher suggests the following:

As demonstrated in the findings in Chapter 7 of this thesis, survey commissioners, where possible, should consider universities as the first choice to run their survey(s) because they outperformed other organisations who conducted surveys in terms of survey quality as a whole.

For the survey conductors, in order to achieve high quality data, the survey assessment tool developed in this thesis could firstly be applied to assist in survey design. Conducting a survey through better design of questions is the one of the most effective and the least costly ways to improving survey quality. Better survey design is more likely to lead to better survey process, and at the end of the day obtain better survey output. It could then be employed to improve the conduct process of surveys. Finally it could be used in auditing the quality of the surveys which have already been completed. 
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Appendices

Appendix 3.1 The cover letter for the shape measurement 

Dear respondents,

In order to recognise and understand the nature and process of measurement 

(which is my research topic), an experiment of shape measurement need to be carried out and I need your help for taking about 10 minutes to attend this experiment.

The physical sizes of the 6 shapes (with grids and without grids are in a separate pages) are to be measured in this experiment. This might be done for three times in about a month.  

To take part in this experiment, you have only one task:

Estimate the physical sizes of the shapes. 

Given the scalar in unit of centimetres, please calculate the actual size in centimetre squares for each of the shapes provided.

Shape 1:              cm2  
Shape 2:              cm2
Shape 3:              cm2
Shape 4:              cm2
Shape 5:              cm2
Shape 6:              cm2
Thank you very much for your time,

Yours faithfully 

Tao Chen
Appendix 3.2 The shapes with grids
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Appendix 3.3 The shapes without grids
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Appendix 3.4 Likert scale and Semantic Differential Scale test questionnaire

Dear student,

Please complete this short questionnaire and return to tutor.

1.  Your attitudes towards the assessment methods, please circle
	Assessment method
	Very dislike
	Dislike
	Uncertain
	Like
	Very like

	Seminar presentation
	1
	2
	3
	4
	5

	Closed-book mid-semester test
	1
	2
	3
	4
	5

	Open-book mid-semester test
	1
	2
	3
	4
	5

	Problem-based assignment
	1
	2
	3
	4
	5

	Multiple-choice question test
	1
	2
	3
	4
	5

	Closed-book final examination
	1
	2
	3
	4
	5

	Open-book final examination
	1
	2
	3
	4
	5

	Mixture of courseworks  and exams
	1
	2
	3
	4
	5

	All exams 
	1
	2
	3
	4
	5


2.  Give a score out of 10, please circle

Close book assessment  1  2  3  4  5  6  7  8  9  10   Open book assessment

 No exam assessment     1  2  3  4  5  6  7  8  9  10   All exam assessment

3.  Give a score out of 10, based on your views on how well you thought the questions were assessed, please circle

Question1: Not effectively at all  1  2  3  4  5  6  7  8  9  10   Very effectively

Question2: Not effectively at all  1  2  3  4  5  6  7  8  9  10   Very effectively

4. Your gender, please circle

    A male / female

5. Where are you come from, please circle

    Europe / Asia / Africa / Other 

Appendix 3.5 Guttman scale and Semantic Differential Scale test questionnaire

Dear student,

Please complete this short questionnaire and return to tutor.

1.  Please rank your attitudes towards the assessment methods from 1(the most dislike) to 9 (the most like).
	Assessment method
	Your rank

	1 Seminar presentation
	

	2 Closed-book mid-semester test
	

	3 Open-book mid-semester test
	

	4 Problem-based assignment
	

	5 Multiple-choice question test
	

	6 Closed-book final examination
	

	7 Open-book final examination
	

	8 Mixture of courseworks  and exams
	

	9 All exams 
	


2.  Give a score out of 10, please circle

Close book assessment  1  2  3  4  5  6  7  8  9  10   Open book assessment

 No exam assessment     1  2  3  4  5  6  7  8  9  10   All exam assessment

3.  Give a score out of 10, based on your views on how well you thought the questions were assessed, please circle

Question1: Not effectively at all  1  2  3  4  5  6  7  8  9  10   Very effectively

Question2: Not effectively at all  1  2  3  4  5  6  7  8  9  10   Very effectively

4. Your gender, please circle

    A male / female

5. Where are you come from, please circle

    Europe / Asia / Africa / Other 

Appendix 3.6 Thurstone scale and Semantic Differential Scale test questionnaire

Dear student,

Please complete this short questionnaire and return to tutor.

1.  Your attitudes towards the assessment methods, please circle

	Assessment method
	Like
	Dislike

	Seminar presentation
	1
	2

	Closed-book mid-semester test
	1
	2

	Open-book mid-semester test
	1
	2

	Problem-based assignment
	1
	2

	Multiple-choice question test
	1
	2

	Closed-book final examination
	1
	2

	Open-book final examination
	1
	2

	Mixture of courseworks  and exams
	1
	2

	All exams 
	1
	2


2.  Give a score out of 10, please circle

Close book assessment  1  2  3  4  5  6  7  8  9  10   Open book assessment

 No exam assessment     1  2  3  4  5  6  7  8  9  10   All exam assessment

3.  Give a score out of 10, based on your views on how well you thought the questions were assessed, please circle

Question1: Not effectively at all  1  2  3  4  5  6  7  8  9  10   Very effectively

Question2: Not effectively at all  1  2  3  4  5  6  7  8  9  10   Very effectively

4. Your gender, please circle

    A male / female

5. Where are you come from, please circle

    Europe / Asia / Africa / Other 

Appendix 6.1 The cover letter for the survey quality assessment questionnaire
Dear all survey experts,
I am a current PhD student doing survey research at Napier University in the UK. I attended the ESRA Prague Conference in June 2007 and obtained your contact information from there.

I am attempting to design audit tool software to give a holistic assessment to survey quality. The idea is to score elements of the survey process in 8 domains and multiply the scores by the weights (importance). The aim is to help in the quality improvement of survey design. In order to construct the weights to assess the survey and to estimate future trends in surveys of the different types, I developed an online survey questionnaire. This survey is the critical part of my PhD research. I would be really grateful; therefore, if you could take about 10 minutes to complete this online survey. This will be the great help for my PhD research.

The link to the survey is: 

http://www.surveymethods.com/EndUser.aspx?A682EEF4A3E7FAF0
Many thanks for your help— I really appreciate your time and contribution.

Kindest regards 

Yours faithfully 

Tao Chen
PhD Student, Centre for Maths and Statistics

Room 01/38 Napier University

Craiglockhart Campus,219 Colinton Road

Edinburgh, EH14 1DJ

TEL: +44 (0)131 455 4371

Mobile: 07821762129 

 Appendix 6.2 Survey quality assessment questionnaire

	Section  
	1 
	- 
	Assessing the survey as a whole  


	1.  
	We propose measuring the quality of the survey process across 8 domains (formulation, sample frame, instrument, administration, data entry/validity, quality assurance, report and dissemination) of a questionnaire, where weights (the importance of each domain) vary depending on the type of survey. Please give your opinion on weights (the relative importance, add up to 100) for each domain in different type of survey. This applies to question 1–3. 
Firstly for survey type: official administrative (example: national social survey), please give your opinion on weights for each of the domain below:
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	The sum of all values entered must equal 100.

Formulation (establishment of the content, purpose and the scope of the survey)
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An appropriate choice of sample frame (a list of individuals from which a sample is drawn)
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Instrument (questionnaire)
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Administration (regulating policies, rules, procedures, implementation and documentation)
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Data entry/validity (data processing and validation)
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Quality assurance (assessment of the processes of data collection, data transformation and data entry/validity )
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Report (exploitation of data and the presentation of the research process and the research findings)
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Dissemination (systematic distribution of information or knowledge through a variety of ways)

[image: image51.wmf]




	2.  
	For survey type: commercial (example: customer satisfaction survey or market research), please give your opinion on weights for each of the domain below:
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	 The sum of all values entered must equal 100.

Formulation
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An appropriate choice of sample frame
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Instrument
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Administration
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Data entry/validity
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Quality assurance
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Report
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Dissemination
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	3.  
	For survey type: academic (example: PhD research project survey), please give your opinion on weights for each of the domain below:
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	 The sum of all values entered must equal 100.

Formulation
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An appropriate choice of sample frame
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Instrument
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Administration
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Data entry/validity
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Quality assurance
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Report
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Dissemination
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Section 2 Assessing formulation and sample frame 

	4.  

	Please give your opinion on weights (the relative importance, add up to 100) for each of the four areas in regard to the domain of formulation in different type of survey below:
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	Official survey
Commercial survey
Academic survey
Community involvement (stakeholders taking part in formulation)
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Academic involvement
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Policy Importance
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Development (Pilot instrument and analysis, predetermination of sample characteristics, precision and risk assessment)
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	5.  
	Please give your opinion on weights (the relative importance, add up to 100) for each of the three areas in regard to the domain of  sample frame below:
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	 The sum of all values entered must equal 100.

Coverage of the sample frame
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Failure to contact some subjects (unit non-response)
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Incomplete responses (item non-response)
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Section 3 Assessing instrument 

	6.  
	Please give your opinion on weights (the relative importance, add up to 100) for each of the seven elements in regard to the area of questionnaire in the domain of instrument below:
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	 The sum of all values entered must equal 100.

Specification problems (inadequate specifications of uses and needs, concepts, and individual data elements)
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Question wording (ambiguous words, phrases, and items used)
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Length of the questionnaire
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Length of the questions
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Order of questions
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Response categories (response choices provided and their order)
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Questionnaire format (layout)
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	7.  
	Please give your opinion on weights (the relative importance, add up to 100) for each of the four elements in regard to the area of respondent characteristics in the domain of instrument below:
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	 The sum of all values entered must equal 100.

Comprehension (understanding)
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Minimising retrieval from memory(search her/his memory for relevant information)
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Minimising Judgement (choosing from the alternative responses to a question based on the information that was retrieved) required
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Ease of responding
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Section 4 Rating the type of survey 

	8.  
	 As a media for implementing surveys, please rate the following in terms of cost effectiveness.
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	Very poor
Poor
Acceptable
Good
Very Good
Interview/household
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	9.  

 As a media for implementing surveys, please rate the following in terms of  reliability and validity dimension below:
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Section 5 Future usage trends of survey methods 

	10.  

	In the future over 5 to 10 years of time, please give your opinion on the trend of usage of the following survey methods.


	[image: image168.png]



	Decreasing
Stay the same
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	11.  
	To conduct questionnaire, do you foresee/perceive any other emerging platform(s) (i.e. the media by which questionnaires are delivered) to be important?
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	12.  

For each of the following survey types, please give your opinion on the  trend of their future usage.
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	13.  

	For each of the following survey types, please indicate its likely future and dominant platform for distribution. 
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	14.  
	Finally please provide us the information about you below:
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	Job title
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Country
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Involvement with surveys
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Years of experience with the construction, use or analysis of surveys
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