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Abstract

This thesis examines the role of wireless sensor networks, as illustrated by speck-
nets, as an appropriate platform for developing novel immune-inspired algorithms.
Properties of the immune system and wireless sensor networks are examined in
parallel, revealing a potential mapping between the two. The cognitive view of
the immune system is identified as appropriate for further investigation at the
theoretical level, while the functionality of dendritic cells becomes the focus in
terms of biology. An agent-based model is developed as an exercise in under-
standing the dendritic cell function, emphasising the aspect of mobility. The
model is then developed into a simulated implementation for specknets, using the
application problem of temperature monitoring and control. The thesis concludes
with an analysis about certain aspects the immune system and the specknet, and
the proposal of a methodology to allow blending of ideas derived from two such

complex systems.
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Chapter 1

Introduction

Biological systems and processes such as the brain, evolution, ant colonies and
the immune system, have resulted in computational paradigms of neural net-
works, evolutionary algorithms, ant colony optimisation, and artificial immune
systems (AISs). Of these fields, AISs is the youngest and perhaps the most chal-
lenging in that the underlying biology of the immune system is less well under-
stood compared, for example, to evolution or ant colonies where there is general

agreement on the fundamental principles amongst biologists.

The immune system offers a great range of computationally interesting function-
ality and properties. Theoretical immunology provides diverse interpretations
of the underlying biological mechanisms. Yet, a large body of the AIS litera-
ture tends to focus on a limited number of immunological aspects, theories and
models. Furthermore, major existing AIS application domains, such as cluster-
ing/classification, computer security, optimisation, tend to mimic those used by
evolutionary computing and machine learning practitioners, thereby potentially
missing opportunities to exploit the rich underlying complexity of the immune

system in novel application areas.
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In computing, advancements in miniaturisation continually push the boundaries
of engineering smaller computational devices, leading to development of new tech-
nologies such as wireless sensor networks (WSNs). WSNs are envisioned to pro-
vide a wide range of services, from remote monitoring of physiological data about
patients by doctors to environmental monitoring and detection of chemical agents

and pollutants in agriculture and forestry.

Research drives forward advances in the area of WSNs, however, there is still some
distance to be covered for the original goals to be fulfilled. These technologies
pose unique computational challenges which require further research to resolve. A
specknet is a particular type of WSN, still in its infancy. Specknets are envisioned
to be miniaturised programmable computational networks, both supporting and

enabling the goal of ubiquitous computing in the future [143].

This thesis attempts to draw together the two areas of AISs and WSNs in a
parallel study, in order to examine whether currently unexplored aspects of the

immune system can be exploited in a challenging environment from engineering.

1.1 Aim and Research Questions

In [61], Hart and Timmis reflect on the progress the research area of AISs has
made in the recent past. The authors claim that although the main applica-
tion areas within which AIS techniques have been employed, specifically learning,
anomaly detection and optimisation, have helped yield successful results, they
have nonetheless failed to lead to carving out a niche for the field of AISs. Ac-
cording to [61], the reasons for this situation revolve around the fact that the
aforementioned research directions fall short of exploiting the full potential of the
immunological paradigm. Furthermore, the use of AIS in these applications has
not been unique, in that it has not offered distinctive solutions to the problems

selected for application.
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As a way forward, the authors of [61] suggest a list of features the future AIS
applications should have in order to meet the above challenges. These features
include: being embodied; exhibiting homeostasis; encapsulating models of inter-
actions between innate and adaptive immune components; consisting of multiple,
heterogeneous interacting, communicating components; having components that

can be distributed; and, requiring to perform life-long learning.

Following [61], Timmis et al. [129] express the need for a step change in the devel-
opment of AISs using a principled engineering approach. The proposed approach
involves the development of a new field of study, called immuno-engineering.
Immuno-engineering is described as a field of interdisciplinary nature, intended
to bring together experimental immunology and engineering, and to help AISs

meet their true potential as a biologically inspired paradigm.

In order to develop this new field, the authors of [129] propose that a combination
of principled abstraction of bio-inspired algorithms from the immune system and
their testing on a number of selected case studies is required. With respect to
the latter, the authors suggest that, if carefully selected, these case studies could
provide a wide range of future applications for AISs. The ideal profile for such
cases studies is described to exhibit a diverse spectrum of engineering features,

dynamic characteristics, life-long learning and a range of space and time scales.

Taking up the proposals by Hart and Timmis [61] and Timmis et al. [129], this
thesis examines WSNs as a candidate application area for AISs, based on the
premise that the kind of properties they display offer a fitting match for the
desirable features suggested in [61] and [129]. This assumption is explored in
detail in chapter 4, having discussed the characteristics of WSNs in the preceding
chapter. In brief, WSNs are made up of groups of individual elements that are in-
terconnected at various levels and physically laid out over an area. The operation
of a WSN relies heavily on interactions between these elements, with communica-

tion being a feature of vital importance to the system. In addition, many of the
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application problems related to WSN environments include requirements similar

to the suggested principles of embodiment, homeostasis, and life-long learning.

Besides the assumed match between the properties of WSNs and the proposed
list of desirable features for future AIS applications, WSNs are an interesting ap-
plication domain in their own right. A wide range of uses have been suggested for
this pervasive networking technology, from environmental monitoring to health
applications. As such, an additional aim for this thesis is to investigate whether
WSNs provide a suitable platform which enables the development of new AIS al-
gorithms that exploit novel computational properties of the immune system, that
is, those that distinguish immune computation paradigm from other paradigms,

biologically inspired or otherwise.

To summarise, the research questions examined by this thesis are:

e How far can one push the immune metaphor within the environment of
a wireless sensor network, so as to achieve both exploitation of novel im-
mune properties and develop solutions that meet the requirements of the
engineered system?

e To what extent does a complex engineered system such as a wireless sensor
network offer a suitable platform for developing algorithms which exploit
novel computational features of the immune system?

e Can a principled methodology be developed which enables blending of ideas
derived from two complex systems, a biological one and an engineered one,

and if so, what stages would it involve?

1.2 Scope

This thesis is centred around the field of AISs standing between two different do-
mains from biology and engineering, see figure 1.1. It is concerned with the place

of AISs in relation to the immune system as the source of inspiration and WSNs
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Biological
domain:
Immune system

Engineering
domain:
WSN/Specknet

Artificial
Immune Systems

F1GURE 1.1: This thesis is centred around the field of AISs, studying its place
in relation to the immune system as the source of inspiration and WSNs as a
platform for AIS development.

as a platform for AIS development. Specifically, the subject of this thesis is the
process of transferring knowledge from immunology to be applied to engineered

systems within the context of AISs, using as a case study specknets in simulation.

Following from that, this thesis investigates how much potential the WSN field
holds to become a promising application area for AISs. In particular, a key ques-
tion of interest is how does one go about identifying novel aspects of the immune
paradigm that have not been examined from a computational perspective? To
explore this subject, work from the immunological literature, both theoretical and
biological, is examined. An exercise in modelling high-level biological function-
ality is carried out, and the resulting model is transferred within the specknet

environment and applied to a monitoring problem.

Throughout the investigation, no specific WSN application problems are targeted,
that is no attempt is made to provide a complete immune-inspired solution either
by using off-the-shelf AIS algorithms and/or developing an accomplished novel
algorithm for solving a particular problem. The focus is, instead, on identifying
novel computational properties and examining how these can be transferred to
an engineering context. As such, although no comparison is performed between
the output immune-inspired method versus classic approaches from engineering,
the process of obtaining the output method leads to the proposal of a principled
methodology. With this methodology the boundaries of the field of AISs are

reassessed in relation to biology and engineering.
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1.3

Contributions

This section summarises the contributions of this thesis in three parts.

Firstly, below are listed the contributions concerning the study of the immune

system alongside an engineered system:

A research framework for exploiting AISs within an application system,
where the immune system is studied from a system-oriented perspective
rather than problem-specific, a step that was missing in the majority of
previous AIS research (chapter 4).

Formalisation of an approach for identifying appropriate immune functions,
principles and models for potential application, wherein adopting a theoret-
ical context as part of the immune-inspired investigation for computation is
vital (chapters 2 and 4).

Formalisation of a process for studying immune function by AIS practition-
ers, by introducing example dimensions to consider when examining the

immune system at the biological level (chapter 5).

Secondly, the contributions with respect to the specific subjects of focus in the

domains of application and biology are:

Last,

The first in-depth mapping of immunological properties and functionality
to wireless sensor networks (chapters 4 and 6).

Novel exploitation in an application of mobility, a fundamental property
of immune cells, specifically by focussing on the migratory functionality of
dendritic cells. (chapters 5 and 6).

Development of a data collection response method within a specknet envi-

ronment based on the function of dendritic cells (chapter 6).

in terms of methodology:
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e A principled methodology for studying in parallel two complex systems from

biology and engineering (chapter 7).

Publications that have resulted from the research in this thesis are listed in ap-

pendix A.

1.4 Guide to Reading Thesis

This thesis is organised in the following chapters:

Chapter 2 overviews the immune system from a computational and networked
perspective, reviews a number of dominant immunological theories and ex-
amines their impact on the field of AIS, and critiques the approach of the
AIS community to immunological inspiration. Thereafter, the existing re-
search literature in AISs and WSNs is reviewed, classified by application
area and immunological theory. The chapter ends with a discussion on
methodological approaches to developing AISs and identifies agent-based
modelling as an appropriate technique for use in this thesis.

Chapter 3 introduces WSNs and specknets in detail and discusses the research
challenges involved with such engineered systems. This is followed by in-
troducing a map for researching and a framework for studying specknets.
The chapter ends with explaining a number of networking services that are
used later on in the thesis.

Chapter 4 starts with introducing the methodology followed in this thesis. It,
then, continues with presenting the initial steps taken and their results.
These include a study in the analogies between the specknet and the im-
mune system, identification of Cohen’s cognitive paradigm as the theoretical
context for exploring the immune system further within the system-oriented
context of specknets, and establishing the focus of this thesis with respect

to immunobiology on the dendritic cell.
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Chapter 5 deals with the dendritic cell in two parts. Firstly, the relevant im-
munological literature is explored to gain insight into the behaviour of the
dendritic cell. Secondly, an agent-based model is developed in attempt to
capture key aspects of the cell’s life cycle identified earlier. The chapter
finishes with a discussion that reflects on the use of dendritic cells in AISs.

Chapter 6 investigates the process of developing a novel AIS by directly includ-
ing the specknet in the process. The process includes examining mapping
options between the model of DC function from the previous chapter to
the specknet environment, implementing the resulting AIS method in sim-
ulation, applying it to a temperature monitoring and control problem and
testing its performance. The chapter ends with assessing the extent to which
the approach followed facilitates exploration of novel AISs.

Chapter 7 provides an analysis on issues concerning a number of systemic as-
pects of the immune system and the specknet, evaluates the research ques-
tions based on evidence provided from the work undertaken in this thesis,

and concludes with suggestions for future work.



Chapter 2

The Immune System and

Artificial Immune Systems

2.1 Introduction

This chapter starts with an overview of the immune system in section 2.2, pre-
senting in 2.2.1 the computational view held by the AIS field, followed by Orosz’s,
uncommon among immunologists, networked view in section 2.2.2. Section 2.3
discusses immunological theories. In particular, the dominant theories in the field
of immunology are reviewed in 2.3.1, their impact on the field of AISs is examined
in 2.3.2; and lastly in 2.3.3 the approach of the AIS community to immunological
inspiration is critiqued. Section 2.4 contains a literature review on the combined
areas of AISs and WSNs, organised by application areas and immunological the-
ories involved. Finally, section 2.5 covers the subject of methodology for AIS
research, examining existing approaches in 2.5.1, reviewing representative work
from the AIS literature in 2.5.2 and closing with a discussion on modelling within

AlSs in 2.5.3.
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2.2 An Overview of the Immune System

2.2.1 Computational View

The immune system has been appealing to computer engineers, like other bio-
logical systems have been in the past, as a source of inspiration for developing
solutions that are based on observed natural processes to problems related to
computational and engineered systems. From a computational point of view,
the immune system is considered to exhibit remarkable qualities which make the
immune metaphor an interesting approach to adopt within biologically inspired
computing. According to the AIS literature [34, 38, 119, 127], such computation-

ally interesting immune features include the following:

Multi-layered The architecture of the immune system incorporates several lay-
ers of different mechanisms and processes, none of which seems to play a
dominant role in the operation of the overall system. On the contrary, all
existing layers are important, and available to take action at any time de-
pending on the problem present. Figure 2.1 illustrates the multi-layered
organisation of the immune system, reproduced from [38], which comprises:
physical barriers that block most pathogens, such as the skin and the mu-
cous membranes; biochemical barriers which present a more hostile bodily
environment for pathogens, such as saliva and physiological conditions like
body temperature; the innate immune response which deals with pathogens
without requiring prior exposure to them; and the adaptive immune re-

sponse which defends against unknown pathogens.

Recognition One of the key features of the immune system is its ability to iden-
tify and respond to a great number of different patterns. Recognition events
involve molecular signals and protein structures. For instance, certain types

of immune cells bear receptor molecules on their membrane surface which
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FIGURE 2.1: Multi-layered architecture of the immune system. Reproduced
from [38].

bind to sites on the surface of pathogens, called epitopes. If the bond be-
tween receptors and epitopes is strong enough, then the immune cell is
possibly encountering an enemy. To become fully activated, the immune

cell must receive additional signals.

Feature Extraction Certain types of immune cells, called antigen-presenting
cells (APCs), are responsible for carrying out a process resembling feature
extraction that allows recognition of infected host cells. APCs filter molecu-
lar noise from potentially harmful material, called antigen, so as to present
other types of immune cells with important information regarding body

cells.

Diversity Besides the variety at the level of different types of elements, such as
cells, molecules and organs, and mechanisms that constitute the immune
system, the set of receptors expressed by immune cells is also highly di-
verse. Approximately 10® different lymphocytes, cells that mediate adaptive
immune responses, circulate within the human body. Each lymphocyte
expresses about 10° receptors on its surface, all identical for a single lym-

phocyte but varying among the total population [67].
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Despite this large number, though, the set of immune receptors is still in-
complete when compared to the diversity of pathogenic epitopes that exist
in nature. Thus, due to the limited manufacturing ability of the body, the
immune system is unable to recognise unknown infectious microorganisms
without some additional, special, process. This special process exists and
assists with diversity in the immune system when an adaptive immune re-
sponse is induced on first encounter with an antigen (primary response).
Somatic hypermutation is a high-rate mutation process which immune cells
undergo when proliferating in response to invading pathogens, and allows
for the creation of new receptor patterns, extending the existing set of im-

mune receptors.

Learning In the immune system, learning refers to its ability of becoming better
at recognising new structures of specific antigen via a process called affinity
maturation. This process involves increase in size of varying subpopulations
of certain immune cell types (somatic hypermutation), followed by a selec-
tion pressure favouring those immune cells that have higher affinity, that is
are more specific to the new antigen. This is why it takes several days for
the immune system to develop a primary response to the first exposure to

an unknown antigen.

Memory The high affinity patterns developed during a primary response re-
main in the body in the form of long living memory cells which circulate
in a resting state for future use. In case the original specific or any struc-
turally related antigen is encountered again, immunological memory helps
to mount a very rapid and intense secondary response. Figure 2.2 illustrates
the primary, secondary and cross-reactive immune responses in relation to
antibody—the receptors of certain types of immune cells in a soluble form
which bind antigens—concentration in the body and time. Cross-reaction
describes the case where a more efficient secondary response is presented to

an antigen that is similar in structure to a previously seen antigen.
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FIGURE 2.2: Primary, secondary and cross-reactive immune responses. After
an antigen Ag; is seen once (primary response), subsequent encounters with
the same antigen (secondary response) or a similar one Agys (cross-reaction)
will promote a faster and more effective response not only to Ag; but also to

Agy/. Reproduced from [38].

Distributed Function The immune system consists of a variety of elements:

lymphoid organs and tissues, immune cells and molecules. These elements
are distributed throughout the entire body. For example, the lymphoid or-
gans, wherein lymphocytes develop and interact, are found in various places
within the human body, see figure 2.3. Lymphocytes recirculate between the

blood and these organs until they encounter their specific antigen. However,

none of these elements is subject to any centralised control.

Autonomy Although the immune system is integrated into the body and co-

exists with other systems, such as the nervous and endocrine system, no

external control or maintenance is applied on it. Rather, it functions au-

tonomously and regulates itself using methods such as local cell interactions

and cell population dynamics.

Disposability The continual renewal of immune cells and molecules shows that

no individual component is essential for the functioning of the immune sys-

tem. Single cells and molecules are expendable with the exception, perhaps,

of memory cells which have long life spans.
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FiGURE 2.3: The distribution of lymphoid tissues in the body, reproduced
from [72, p. 7].

Imperfect Detection The immune system is tolerant to molecular noise, since
no absolute recognition of pathogens is necessary. Detection can be approxi-
mate, in that a receptor can bind with several different kinds of, structurally
similar, antigens. This feature enables more flexible allocation of resources
by the immune system, for example less specific lymphocytes can detect a
variety of pathogens, but comes at the cost of being less efficient at recog-

nising specific pathogens.

The immune system is considered by computer scientists a rich source of inspira-

tion that embodies a powerful set of properties such as learning, adaptability and
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self-organisation among others. The above immune properties indicate in what
way the AIS literature considers the immune system to be interesting from a com-
putational point of view. In addition to that, it is worth mentioning a perspective
that comes from a completely different background, yet is equally interesting to
consider. The discussion that follows briefly examines what Orosz [98] suggests

the principles of network design that support immune function are.

2.2.2 Networked View

In [98] Orosz approaches the study of the immune system in a way that is rarely
met among immunologists. He takes a step back from the prevalent purely biolog-
ical view and poses questions considering the networked character of the immune
system. He is interested in studying complex issues, such as how the immune

system refrains from chaos, how it manages its own complexity.

Under this approach, he chooses to refer to leukocytes—the white blood cells upon
which immunity depends—as a swarm, and highlights that immune responses are
accomplished by mass action of these cells. Therefore, to appreciate how effective
immunologic function arises from the immensely complex immunologic network,
it is required to think about the subject in terms of beyond individual effort at
the level of single leukocytes. In this context, Orosz presents what he calls innate
principles of network design and function that provide immune networks with a

variety of control options. These are summarised below.

Phylogenic layering is the accumulation of new immune processes on top of
older ones that have proven less effective. Thus, the system is ensured with backup
responses, reducing chances of complete failure. Two major design features arise
from this principle. First, immune responses are organised in a scaffolding man-
ner to progressively unfold and maintain their order. In general, early steps in
the immune response create the specific conditions that permit or preclude the

development of later steps in the response.
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Secondly, an immune response is used only when, and if, the conditions that
allow its use develop. This conditional use principle solves the difficult problem
of providing specific immune components when required, at a particular location
and time. In addition, it allows using the same component at different times
for different purposes, a speculation that could explain the multifaceted role of
elements such as cytokines—signals released by cells that can alter the behaviour

or properties of the same or other cells.

In summary, phylogenic layering provides the immune system with a strategy for
preparing itself to respond to virtually any pathogen without knowing its nature
in advance, by stockpiling immune resources at the inflammatory site for later
use. The fact that the immune system incorporates multiple response options
indicates that no single prototypic mechanism exists that can mount an effective

response to any given set of harmful antigens.

Parallel Processing is reflected on the immune system at two different scales.
Firstly, many similar immune elements work on the same task simultaneously.
This describes the concept of redundancy which supports the overall immune
function in case of individual failures. Secondly, multiple mechanisms are used
for the same task in parallel which allows the development of a broad-based, rapid

response against pathogens of unknown number or identity.

Alternative strategies, such as attempting to identify the pathogen first, and
then calling for pathogen-specific response elements, are deemed too risky for the
immune system as valuable time may be wasted in incomplete or false pathogen
identification. Instead, the immune system initially employs multiple responses
concurrently and, as these mature, the most effective mechanism in the given
situation is favoured. The other immune mechanisms fail to develop either due

to lack of support or negative feedback signals.

The strategy of parallel processing comes at the price of using the immune re-

sources in a wasteful manner. In addition, no guarantee can be made that the
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resulting, most responsive, mechanism is also the best possible solution. Rather,
the strategy results in developing the best response possible under existing condi-

tions.

Dynamic Engagement relates to the transient role of leukocytes, when, during
an immune response, large numbers gather at the inflammation site where they
function briefly and then are replaced by similar ones. The departed leukocytes
either emigrate from the site, enter an inactive state (anergy) or die (apoptosis).

This phenomenon can be described as a primary leukocyte swarm function.

The brief operation and continuous renewal of dynamic engagement, again, may
seem inefficient practice. However the supply of leukocytes is virtually unlimited
but, most importantly, the immune system gains from this principle two benefits.
Firstly, it is able to continuously monitor the inflammation site for the persistence
of harmful antigens. Secondly, it is able to produce self-limiting local responses

without requiring complex control mechanisms.

For example, in case of antigenic presence, leukocytes are alarmed and release
stressful signals which cause more leukocytes to be attracted to the location of
response in order to deal with the incident. By removing the initial activated
leukocytes, the antigenic alarm is interrupted. If the problem has not been re-
solved, newcomer immune cells will also be alarmed, indicating the problem anew.
Otherwise, in lack of ‘fresh’ stimulation, fewer leukocytes will gather and the re-

sponse will gradually decline.

Variable Connectivity refers to the nonlinear connectivity among immune el-
ements. It is related with physiologic homeostasis, that is, the tendency of the
immune system to maintain a balanced state of the tissues in the face of pertur-
bations. Evidently, the immune system does not operate in isolation; it is affected
by physiologic damage and it, in turn, influences physiology via inflammation and

immunity.
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The way the immune system attempts to restore balance in the body whenever
a perturbation occurs is by building a local immune network de novo at the site
where a problem appears. Once its task is accomplished, this temporary im-
mune network dissolves. This is where variable connectivity helps, by enabling
the immune system to adjust its function by varying the degree of connectivity
among its elements. The degree of connectivity is regulated by the controlled
and conditional expression of molecular signals, some of which function as con-
nectors, while others act as disconnectors. Thus, the immune system can adjust
its responses, and its function in general, by fluctuating the strength of intercon-
nectivity among its elements. From this point of view, homeostasis can be seen

as a highly dynamic process.

The advantages of resiliency to unexpected changes and flexibility in the way the
immune system attempts to correct these changes gained by this design principle
are accompanied by several questions which are not yet understood. For instance,
how does the immune system manage to build coherent responses without con-
tradictory agendas, or how does it assure that the developing response pattern

will turn out to be effective?

This was a short summary of the principles that underlie the networked char-
acter of the immune system, as proposed by Orosz [98]. In this approach, the
immune system is described as “a complex, adaptive network, capable of cog-
nition, conditional responses, and adaptation to change.” Orosz also introduces
two new immunologic areas that require investigation, as many of the workings
of the immune system are still unknown and remain unexplored, especially in
relation to its networked quality. The author presents immuno-ecology as the
study of principles that allow the complex immunological network to exhibit ef-
fective immunological function. The principles discussed above belong to this
area. Immuno-informatics is a complementary area which studies the immune

system as a cognitive, decision-making system. In this area, the basic concept is
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information in the context of the immune system, how it is extracted, processed,

communicated and used to develop functional immuno-ecology.

2.3 Theories

2.3.1 On Immunology

In [21, p. 11-79], Carneiro presents an overview of the foundations of the field
of immunology and indicates that current immunological thinking is essentially
driven by two incommensurable conceptions of immunity. The first originates in
the clonal selection theory, proposed by Burnet around the 1950s, and is grounded
on the ‘self” metaphor, that is, it assumes the existence of a clear-cut bounded
immune self which fights against anything foreign. The second conception is
built upon the idiotypic network hypothesis, proposed by Jerne in the 1970s,
which claims that immunity is a result of perturbations that affect the internal
organisation of the immune network. Thus, at one end of the spectrum it is
thought that the discrimination between self and non-self is a necessary condition
for immune function; a dormant immune system is only triggered to respond
when it recognises a foreign entity, after the elimination of which immune activity
ceases. At the other end, the distinction between self and non-self is discarded
altogether, and it is thought that the immune system is an integrated network
that senses itself and reacts when the balance of its intricately inter-connected

components is disturbed.

Similarly, according to Tauber [124] immunologists today appear to be falling
along various points of the continuum described by the positions of Jerne and
Burnet. For instance, from his experience of studying autoimmunity, observing
active immune cells during normal settings, Cohen concludes that the immune

system is doing a lot more than just attacking foreign pathogens. As a result,
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Cohen argues, the self-non-self discrimination is not obligatory for immune func-
tion. Rather protection against pathogens is only one of the many immune tasks
that, ultimately, contribute to the maintenance of the body. Matzinger, another
immunologist, although not as close to Jerne’s conception as Cohen, opposes,
according to Tauber, Burnet’s supporters as she associates the trigger of immune
reactivity with danger rather than with the explicit recognition of non-self, insist-
ing that context plays a crucial role in immune function; if the context is generic

danger and destruction, then an immune reaction is on the way.

A characteristic example of the disputes that exist within immunology is given
by Matzinger [88], who deliberately avoids to explicitly define ‘self” within her
danger model because it is a controversial concept for immunologists to such a
great extent that at an immunological workshop participant immunologists could
not agree to a commonly accepted definition of self, even for the duration of the
event. Another interesting example that illustrates the debate between immunol-
ogists today is presented by Andrews [7, p.83-85], captured from the recent im-
munological research literature. It appears that the disagreements extend beyond
the semantic level that Matzinger [88] discusses. There seem to be fundamental
differences at the level of methodology, that is, in the way immunologists consider
research should be conducted. Andrews presents in [7, p.85] direct quotes from
Cohn and Cohen which show the former’s objection to the use of modelling as a
means of understanding biological complexity, and the latter’s embrace of mathe-
matical modelling and computer simulation as helpful methods for understanding

the immune system.

2.3.2 Immunology within AISs

The perplexities with which immunology is faced has not held computer scien-
tists back from pursuing the development of a new computational intelligence

paradigm based on the natural immune system. The two main conceptions of
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immunity that drive present immunological thinking, described in the previous

section, have, as one would expect, moulded the initial growth of the field of AISs.

From [38], it is clear that the majority of AIS algorithms have been derived either
from the notion of self-non-self discrimination forming a family of population-
based solutions, or from the idiotypic network concept leading to another group
of network-based solutions. Similar trends are also identified in the literature
review of immune-inspired approaches to ad hoc wireless networks, discussed
later on in section 2.4.2.2. With respect to the biological mechanisms of the
immune system, the focus of both of these influential conceptions is largely on,
what is called in immunology, the adaptive arm of the immune system, namely
on the immune cells and processes that are involved in specific responses against

particular pathogens [72, chap. 1].

There have been suggestions recently within the field of AISs advocating a reex-
amination of the nature of the sources of inspiration on which AISs have been
focussing the past years. For instance, Bersini reiterates in [15] his position with
respect to the ‘self” metaphor, which has gained great popularity within AISs.
The author considers that such interpretation of the immune system is not the
most fruitful one and encourages the AIS community to pay more attention to
the self-assertion view for it has more potential to achieve success in an engi-
neering perspective—the self-assertion view is largely a continuation of Jerne’s
idiotypic network and dismisses any notion of prior arbitrary division applied to

the immune function, such as the self-non-self dichotomy.

Another invitation to the AIS community is expressed by Andrews and Timmis
[8], who urge the AIS researcher to reconsider the starting point of AIS design
with regard to immunological inspiration. From their investigations into the con-
temporary immunological research literature and projected to the current com-
mon AIS practice, the authors suggest that alternative immune theories should
be examined; theories that are beyond immune ideas such as the self-non-self

discrimination, which have dominated AISs and which appear to be debatable
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within immunology itself. As an example, the authors summarise Cohen’s view
of immunity and highlight a number of ideas which, they consider, offer to the

field of AIS opportunities for exploiting the immune metaphor in new ways.

Twycross and Aickelin present in [131] their own view on the subject of sources
of inspiration for future AISs. The authors agree with the observations made
by Timmis [126] with regard to the dead-end state of the AIS area,’ and argue
that one way to produce more effective AISs is to draw inspiration from the
immune systems of relatively simpler organisms, such as plants and invertebrates,
instead of focussing on the extremely complex workings of the human immune
system. In addition, they suggest that AIS researchers who focus on the human
immune system should employ more contemporary and sophisticated models,
as these consider not only the adaptive but also the innate arm of the human
immune system. The authors also present an outline of such immunological views,

including Matzinger’s danger model and Cohen’s cognitive paradigm.

Finally, Neal and Trapnell [97] lay stress on the complex character of the immune
system, which has been largely ignored by AIS researchers. To illustrate their
point, they attempt to characterise some of the major actors and interaction
mechanisms that have been identified by immunologists, of which only a few
seem to have captured the attention of computer scientists so far. The authors
consider that the properties of the interactions that occur within the immune
network, as explained by Cohen, are worth being placed at the centre of the

exploration by the AIS researcher, if development of AISs is to be furthered.

IThese are discussed in detail in section 2.5.1.
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Inspiration for AlS

Systemic/Theoretical

Choice on (at least) two levels

Reductionist/Biological

F1GURE 2.4: Example dialectical scheme for communication within the AIS
community. Immunological inspiration involves decisions, intentional or oth-
erwise, made on at least one of two levels related to: the biological details of
interest, and/or the theoretical context. Such scheme can be augmented with
additional dimensions, such as the application area or system of interest.

2.3.3 Discussion on Inspiration

Dialectical Scheme

High-level properties of the immune system, such as the ones reviewed in sec-
tions 2.2.1 and 2.2.2, may attract computer scientists or engineers to closer ex-
amine this particular biological system for inspiration. The gap between the
interested researchers and the immune system can be partly filled with the ex-
isting body of AIS literature. More keen researchers may start digging directly
into the immunological literature. In any case, given the situation in immunology
and the suggestions from AISs, outlined in the preceding sections, the interested
researchers are faced with good chances of becoming disoriented, confused and

lost during their efforts to focus on some aspect of the immune system.

To the best of the author’s knowledge, there has been no interest or need identified
by the AIS community to promote a commonly accepted scheme for facilitating
discussions on the available sources of inspiration from immunology. The author
proposes that such a scheme should incorporate at least two levels, a reduction-

ist/biological and a systemic/theoretical, see figure 2.4. Given the fact that the
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majority of AISs involve decisions, intentional or otherwise, made on these two
fundamental levels, the author suggests that it would become easier to reason
about the nature of the various sources of inspiration and assess suggestions on
the issue. Ultimately, such a dialectical approach can help the interested re-
searcher to make more informed choices along the way of seeking inspiration from

the immune system.

The discussion continues using the scheme of figure 2.4; any choice or suggestion
regarding immunological inspiration for AISs involves decisions on at least one of

two levels relating to biological detail and/or theoretical context.

Critique

When the intention of drawing biological inspiration is primarily associated with
some theoretical context, then the scope for decisions at the biological level may
become limited and biased, as some theoretical paradigms concentrate more on
specific low-level mechanisms or processes over other. Such an example is the self-
non-self discrimination concept, the focus of which historically revolved around
the adaptive arm of the immune system, as it was thought that the adaptive im-
mune cells were the initiators of an immune response. Matzinger [88] presents an
interesting historical review that highlights the influence of the ‘self” metaphor on
the direction of immunological research over the years. The workings of the adap-
tive immune response were being studied intensively by immunologists, whereas
anything related to the innate arm was ignored. Inevitably, inspiration choices
based on the ‘self’” metaphor that were made by AISs researchers in the past
focussed on biological mechanisms that involved almost exclusively adaptive im-

mune elements and processes.

Recent advances within immunology have shifted the centre of attention to the in-
nate immune system. Matzinger’s [89] danger model has promoted a certain type

of innate immune cell to the position of initiating an adaptive immune response,
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contradicting thus the constitutive activation element which the adaptive immune
cells are thought to have within the self-non-self discrimination paradigm. The
suggestion by Twycross and Aickelin [131] to the AIS community, to pay more
attention to the human innate immune system, can be attributed to the influence
of the danger model on the authors, although no explicit link is stated in the

publication between the biological part and the theoretical context.?

While there is no reason why it should be expected that any biologically ori-
ented suggestion, and indeed research in general, for inspiration within AISs be
associated with a specific theoretical view, if certain assertions are being made
to justify the suggestion, then the clarification of one’s positions on both levels
should be considered necessary. Twycross and Aickelin [131] support their pro-
posal for inspiration from innate immune mechanisms based on the claim that
these “control the adaptive immune system in biological organisms.” Although
such a claim may make sense for the human immune system when viewed within
the danger model, it is, for example, completely arbitrary within the context of

Cohen’s cognitive view, as explained later on in section 4.4.1.

An interesting contrast to the suggestion by Twycross and Aickelin [131] is the
call by Neal and Trapnell [97] who draw attention to the interactions that occur
within the immune system. In this case, it is clear that the discussion’s general
theoretical context stands mainly on Cohen’s ideas of immunity. Besides the
differences with respect to what the authors consider the immunological point of
focus for future AISs should be, the two publications differ with regard to another
fundamental, and admittedly difficult, subject, that of demarcation of immune
function. Whereas Twycross and Aickelin [131] freely unfold their suggestion
based on distinctions such as the ‘innate’ and ‘adaptive’ immune system, Neal
and Trapnell [97] are hesitant to express their ideas by identifying definite ‘sub-

systems.’

2The involvement of the authors in the ‘Danger Project’ [2, 130], an interdisciplinary project
investigating the link between AISs and intrusion detection systems, inspired by Matzinger’s
danger model, makes this assumption safe.
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2.4 Artificial Immune Systems

2.4.1 Introduction

To the best of the author’s knowledge, the fields of AISs and Speckled Computing
have not been examined in parallel before. The same seems to be the case for
AISs and WSNs. There has been research, albeit limited, across the two fields.
However, within the AIS community in particular, the area of WSNs remains
largely unexplored. Due to the limited examples of immune-inspired work on
WSNs, the studying criteria are broadened to include work that involves (mobile)

ad hoc networks, of which a WSN is a subclass.

The literal meaning of an ad hoc network refers to the quick setup of a commu-
nication network for a specific purpose. Mobile ad hoc networks (MANETS) are
typically regarded as having wireless multi-hop communication and nodes that
are mobile, and are usually formed on demand in cases such as disaster relief
operations or large construction sites. The distinction between MANETSs and
WSNs lies on differences that include the presence of users in the former or the
stricter energy considerations of the latter. For a more detailed discussion on the

two networking concepts see [76, p. 10-12].

This section examines existing work that adopts an immune-inspired approach in
order to deal with issues related to WSNs and (mobile) ad hoc networks. Before
continuing, it is important to clarify the angle from which the relevant literature
is examined. This review is not targeted at evaluating the performance of the
proposed immune-inspired solutions per se. As is typical of AISs [61, 127], the
set of types of problems explored is rather diverse even in this small collection of
research attempts that were found on the subject. Therefore, it is hard to present
an in depth critique of the solutions for each of the individual problem domains

discussed. Besides, such an analysis is beyond the scope of this thesis.
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Instead, the intention is to analyse the way the literature has perceived and
treated the potential of bringing together the immune system and ad hoc wireless
networks as well as the association trends that have emerged so far between the
two systems. In this regard, the structure of the review is based upon two dimen-
sions. The first one is the type of problem attempted to be tackled. The other
dimension relates to the immunological theory or principle from which inspiration

is drawn.

Unlike other biologically inspired computational techniques, such as genetic or
ant colony algorithms, an artificial immune system does not adhere to a core set
of abstracted rules that principally model the underlying natural system. The
reasons for this are to be traced back to immunology, the field of study of the

human immune system and, of course, to the immune system itself.

As already discussed in section 2.3, several theories have been postulated by im-
munologists over the years, forming various schools of thought on how the immune
identity and function should be defined. Some of the proposed immune models
have dominated the field of immunology for longer, influencing the direction of
immunologic research. This, in turn, has naturally shaped the field of AISs, the
majority of which has primarily focussed on the popular principles offered by
clonal selection theory [20] and immune network theory [73]. These appear to
be the dominant sources of inspiration in the set of works involving WSNs and

(mobile) ad hoc networks that were studied.

Yet another reason behind this lack of a typical AIS algorithm that uniquely
characterises the field is, in essence, the immune system itself. It involves an
array of mechanisms that function in intricate and not fully understood ways,
causing great confusion within immunology but offering, at the same time, a rich

source of inspiration for computer scientists and engineers.
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2.4.2 Taxonomy

2.4.2.1 Based on Type of Problem

The pervading conception of the immune system to the public is that of a fighter,
and justifiably so, since whenever people become ill they expect their immune
system to free them from the virus they have contracted, or they agree to be
vaccinated in order to ensure their immune system will be well prepared to suc-
cessfully fight away future infections. As such, the idea of a protective part that
ensures the security of an autonomic system, such as an ad hoc wireless network,
is directly linked with the provision of an artificial immune system which will

undertake the role of the protector from within the autonomic system.

This proposal has been made independently by [18, 43]. In [18] the authors
propose a self-healing system architecture for a hybrid sensor network—a net-
work consisting of sensing and monitoring nodes, base stations and database
machines—inspired by the adaptive immune system. This architecture sits above
the network layer and provides a whole-network approach to robustness, by en-
compassing automatic fault recognition and response over a wide range of possible
faults. The authors of [43] present a four-layer architecture for ad hoc wireless
networks, the purpose of which is to establish a high degree of survivability by
aiming at universality, that is, the architecture is not restricted to particular

protocols.

Whereas the proposal by Bokareva et al. [18] appears not to have been taken
beyond the initial proposal, subsequent work by Drozda et al. [43] focus on ex-
ploring the issue of detecting node misbehaviour in a WSN by employing mech-
anisms based on AISs [42, 44, 45, 118]. The first attempt at investigating the
use of an AIS to detect node misbehaviour in the general area of mobile ad hoc
networks seems to be by Le Boudec and Sarafijanovi¢ [84], who consider the
problem of detecting nodes which do not execute properly the routing protocol

(Dynamic Source Routing protocol (DSR)) employed by the network. Similar



Chapter 2. The Immune System and Artificial Immune Systems 29

security challenges have been examined by others too. For example, Kim et al.
[78] investigate the vulnerabilities of the flooding behaviour of another, popular
in WSNss, routing protocol (Directed Diffusion). Mazhar and Farooq [90] develop
an AIS-based security system for countering attacks in the context of a nature

inspired MANET routing protocol (BeeAdHoc).

On a different note, Atakan and Akan [11] examine the problem of adaptive sensor
data gathering in WSNs and propose an immune-inspired method for distributed
node and rate selection (DNRS). Lau and Lai [81] propose an immune-based
control algorithm to enable sensor nodes in a WSN to track objects in an energy
efficient manner. The possibility of tracking mobile search and rescue robots by an
ATIS-based distributed WSN is examined by Ko et al. [80], who utilise an immune-
inspired framework developed for controlling decentralised systems. Finally, Chen
[23] presents an AIS-based network middleware for autonomous structural health
monitoring by sensor networks, which incorporates an artificial immune pattern

recognition methodology for structure damage detection and classification.

From the above listing it is clear that the most popular application area where
ad hoc wireless networks and AISs cross is that of anomaly detection. The most
influential works coming from the AIS field appear to be the development of an
AIS for computer security in wired local area networks by Hofmeyr and Forrest
(68, 69], along with the proposal by Aickelin et al. [2] for an AIS-based intrusion
detection system, founded on the ‘danger’ immune hypothesis. However, there are
a number of instances in which the motivation for adopting an immune-inspired
approach is attributed to interesting immunological properties, such as autonomy,

learning and dynamic character.

Table 2.1 summarises the types of problems associated with ad hoc wireless net-
works for which immune based solutions have been explored, discussed in the

review.
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Application Area Type of Problem

Security: Misbehaviour detection [42, 44, 45, 84, 118§]
Routing attacks [78, 90]

Control: Data gathering [11]
Object tracking [80, 81]

Other: Structural health monitoring [23, 24]

TABLE 2.1: Problem domains where ad hoc wireless networks and AIS meet
in existing literature.

2.4.2.2 Based on Type of Immunological Theory

From studying the literature, it is evident that the majority of immune-based
approaches to ad hoc wireless networks do not employ a direct study of the the-
oretical, experimental nor even the so-called ‘textbook’ immunological literature
about the workings of the immune system. Instead, in most cases the work is
built upon existing interpretations and abstractions as derived by AIS practi-
tioners. Given the apparent sources of influence originating in the AIS field,
identified in the previous paragraph, the type of immunology that has filtered
through to immune-based work in ad hoc wireless networks is primarily focussed
on the immunological ideas of the self-non-self discrimination, followed by the

danger-signals hypothesis and the immune network theory.

Initial work in the application area of security [44, 45, 84, 90, 118] has been
largely shaped by the negative selection algorithm developed by Hofmeyr and
Forrest [68], which uses immune-cell based detectors to distinguish between nor-
mal system behaviour (self) and potentially abnormal incidents (non-self) in net-
worked computers. Subsequent attempts [91, 114] to improve on previous work
concentrate on incorporating the notion of danger signals which, according to the
position paper by Aickelin et al. [2], can help provide intrusion detection systems
with balance and correlation between key types of alerts. Others [78] have di-
rectly applied the dendritic cell algorithm, a danger-theory based AIS developed
by Greensmith et al. [55] for anomaly detection, to sensor networks with the aim

of detecting routing attacks.
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Immunological Theory Employed AIS

Self-non-self discrimination: Negative selection algorithm
[23, 44, 45, 84, 90, 118],
CLONALG and AIRS [23, 24]

Danger-signals hypothesis: - [91, 114],
Dendritic cell algorithm [78]
Immune network theory: Idiotypic network model [11, 81]
Other: General suppression control framework [80]

TABLE 2.2: Taxonomy of immune-inspired works on ad hoc wireless networks,
organised in terms of immunological theories and employed AISs.

Outside security, though still within the domain of anomaly detection, [23, 24]
adopt for their sensor network a classic self-non-self organisation based on the
clonal selection principle and develop a structure damage classifier based on two
AISs: a pattern recognition algorithm (CLONALG) by de Castro and Von Zuben
[39], and an immune-inspired supervised learning algorithm (AIRS) by Watkins
et al. [136].

Works in the application area of control have utilised the modelling equation of
immune (idiotypic) networks derived by Farmer et al. [49], who investigate the
factors that contribute to the stimulation level of a specific immune cell type. The
dynamics of activation and suppression described by the model of Farmer et al.
have been applied to the selective node designation for sensor data transmission
and the further regulation of their reporting frequency in [11], as well as to the
decentralised object tracking by sensor nodes which switch between active and

inactive mode based on predefined stimulation factors in [81].

Lastly, a noteworthy exception is the work by Ko et al.. In [79, 82|, the authors
develop a General Suppression Control Framework (GSCF) for decentralised me-
chanical control, such as controlling modular robots, based on the concept of im-
mune cell suppression. This framework is subsequently applied to a distributed

WSN for robot tracking in [80].
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FIGURE 2.5: Layered framework for AISs. Reproduced from [38].

Further details on the various immunological theories and immune algorithms
mentioned above can be found in the overview article of artificial immune systems
compiled by Timmis et al. [128]. Table 2.2 summarises immune-inspired works
for ad hoc wireless networks, based on the type of immunological influence in

terms of theory and employed AIS.

2.4.2.3 Critique

Despite the fact that most of the reviewed works use off-the-shelf immune-based
abstractions and models, they indicate a growing interest in the direction of ex-
ploring immune-inspired solutions for ad hoc wireless networks, an application
area that has drawn little attention among AIS practitioners. The original AISs
employed in these works were developed to solve problems similar in principle
but different in terms of application settings. Because of this, they require some

form of adaption in order to be applied to the engineered networked system.

In particular, with respect to the layered framework for engineering AIS proposed
by [38, p. 60-61], shown in figure 2.5, the representation layer, that is the map-
ping of and representation for the components of the system, is being defined
independently virtually in every work. In addition, the layer of immune algo-
rithms undergoes the necessary variations so as to be adapted to the individual
cases, or extended to improve on or overcome issues with the initial AIS-based

implementation.
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An example of modifying the original AIS for adapting it to the WSN environ-
ment is the work by Kim et al. [78], who suggest the use of the dendritic cell
algorithm [55] for detecting routing attacks. The authors are motivated by the
application of the original AIS to the problem of port scanning in [56], in which
the monitored system elements are process IDs (antigen) and a collection of input

signals that describe the machine behaviour (context).

Kim et al. map the notion of ‘antigen’ to the routing packets and use as ‘context
signals’ quantitative measures that are chosen to reflect the routing behaviour of
the network, tailored to the specific attack under study. The product of their
work is a variation of the original immune algorithm, and is called the ubiquitous
dendritic cell algorithm [78] which, according to the authors, appears to be an

attractive solution for detecting malicious activities in sensor networks.

In some cases, though, there is a mismatch between the qualities of the employed
AIS algorithm and the requirements of the application system, or immunolog-
ical concepts are misunderstood leading to development of solutions that are
hard to reason about in relation to the underlying immunology. For example,
in [115] Sarafijanovic and Le Boudec utilise the principle of negative selection in
the context of the self-non-self discrimination model to tackle node misbehaviour
detection in MANETS. Given the dynamic nature of MANETS, where topologies
may change fast, and their typical use in emergency situations, where communi-
cation is established on demand, a network security solution that requires prior

to deployment training in a safe environment is impractical.

Another example illustrating a solution that is complicated and confusing due
to misconceptions is the work by Mazhar and Farooq [90, 91], who investigate
the development of an AIS-based security framework to detect and respond to
routing attacks in MANETSs. In [91], the authors present an improved version
of their initial self-non-self solution [90], based on the behaviour of dendritic
cells as proposed by the ‘danger’ theory. They, essentially, claim to model the

functionality of tissue-sampling dendritic cells to tolerise or activate T cells during
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their maturation process in the thymus. Section 5.4 explains why dendritic cells
are not thought to activate T cells within the thymus, and why dendritic cells
that reside in the peripheral tissue are known for presenting their findings to T

cells in lymph nodes rather than in the thymus.

2.4.3 Summary

The literature reveals there has been limited research involving immune-inspired
approaches to WSNs. There has been an attempt to introduce sensor networks
as a promising application area for AISs by Kim et al. [78], but it has had lit-
tle impact within the AIS community. The majority of the approaches reviewed
adopt existing immune-based abstractions either developed from (negative selec-
tion principle) or popularised by (idiotypic network model) AISs. In other words,

there is very little original investigation done directly into immunology.

Moreover, the literature shows how well-established the fighting aspect of the
immune system is. Although it is unwise to discount research emanating from
the defensive character of the immune system, it is nevertheless limiting to regard
this as the only analogy to derive from immune function when seeking biological
inspiration for solving computational or engineering problems. Notable exceptions
that offer contributions to refreshingly diverse problems in WSNs are inspired,

for example, by the regulatory aspect of the immune system [11, 81].

Attempting to transfer existing solutions that were initially designed for com-
pletely different systems to the demanding environment of (mobile) ad hoc net-
works has its pitfalls, such as focussing on immunological interpretations that
are unsuitable for the problem under study, or developing complicated designs
based on misconceptions about immunological functionality. The following sec-
tion discusses the current thinking within AIS with regard to principled ways of

exploiting the immune system, that is, how to practice AIS development.
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2.5 On Methodology for AISs

Artificial immune systems are in a unique position within biologically inspired
computing in that they focus on a complex biological system that still is a long
way from being fully described by immunology and the function of which emerges
from a wide selection of biological elements involved in an equally wide range
of elusive processes. These facts in conjunction with the unstructured way of
conducting research over the first decade of the AIS development, recently led
part of the community to advocate that the AIS field requires a shift in the way

it performs its practice if further progress and growth of the field is to be enabled.

2.5.1 Approaches

The layered framework of figure 2.5, proposed by de Castro and Timmis [38],
is perhaps the first attempt to create a common basis for AISs. At the time
of its proposal, the design focus of many AISs was problem-oriented, something
which is reflected in the framework as its starting point for building an artificial
immune system is rooted in the application domain of interest. The elements
included summarise the state of the art of AIS research around that time, which
primarily concentrated on the development of population and immune-network

based algorithms for learning, memory and anomaly detection.

A later proposal by Stepney et al. [122, 123] suggests a more generic conceptual
framework for developing bio-inspired algorithms, illustrated in figure 2.6. The
drive behind this proposal stems from the realisation that the direction of early
AISs, such as [17, 51] which were fruit of interdisciplinary work between immu-
nologists and computer scientists, was largely abandoned in subsequent AISs in
favour of the so-called ‘reasoning by metaphor’ route. This less sophisticated
approach proceeds to developing bio-inspired algorithms directly from biological

inspiration.
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FIGURE 2.6: An outline conceptual framework for a bio-inspired computational
domain. Reproduced from [123].

Stepney et al. argue that in order to increase the chances of capturing those
properties of the biological system that contribute to the desirable observed be-
haviours, AIS practitioners need to return to an interdisciplinary mode of re-
search. By having closer interaction with other domain experts, such as biologists
and mathematicians, the authors argue that more sophisticated biological models
and analytical computational frameworks can be generated to provide principles
for designing and analysing bio-inspired algorithms. Furthermore, it is argued
that the modelling component of the conceptual framework can also be benefi-
cial to biology, as it can help advance the understanding of the biological system

under study and possibly yield questions biologists have not considered before.

In [126], Timmis reflects on the area of AISs and argues that the field has reached
an impasse. The author raises a number of issues, such as the limited view of
the immune system that prevails the field and the lack of theoretical work and
thought regarding the application of AISs, and proposes future challenges to the
AIS community. In particular, the challenges discussed refer to the methodology
employed in the development of AISs, concurring with the position of Stepney
et al. [123] on reinforcing again collaboration between AIS practitioners and im-
munologists with the aim of developing novel and accurate metaphors, but also

being a benefit to immunology.

In addition, the author encourages development of theoretical basis for AISs in
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order to help understand their nature and where they are best applied. Fur-
thermore, attention is drawn to the fact that the immune system interacts with
other systems, such as the neural and the endocrine systems, which, if considered,
can help open new avenues for AIS research. Finally, the author urges to show
consideration when choosing an application area, to aim for types of application

where the benefit of adopting the immune approach is clear.

According to the author, several people from the AIS community have contributed
to the expression of many of the ideas presented in [126], and, indeed, some of the
challenges described above seem to have formed the basis upon which the vision

of immuno-engineering [129] stands.

The immuno-engineering approach is a recent proposal by Timmis et al. [129],
suggested as a new way of thinking about the development of immune-inspired
systems. Following the concepts of ‘immuno-ecology’ and ‘immuno-informatics’
by Orosz [98], presented in section 2.2.2, the authors define a new kind of engi-
neering that exploits principles derived from the immune system to enable the
engineering of artefacts with properties analogous to those provided to organisms

by their natural immune systems.

Key objectives of immuno-engineering include the creation of immunological mod-
els, both mathematical and computational, which capture the interplay among
the various immune components from the individual to the populations and sys-
tems level. These models, it is argued, will then lead to the development of a
library which acts as a bridge between experimental immunology and engineer-
ing, see figure 2.7. The immuno-engineering library will serve the dual purpose
of, firstly, aiding the development of more biologically faithful AIS solutions and,
secondly, of helping inform experiments within the biological domain, improving
thus the understanding of the immune system. Lastly, the authors advocate that
the library should be deployed and evaluated in a diverse set of case studies within

application areas that exhibit the future AIS features, discussed in chapter 1.
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FIGURE 2.7: Interactions between disciplines that lead to the development
of immuno-engineering which itself acts as the bridge between experimental
immunology and engineering. Reproduced from [129].

Timmis et al. [129] underline the importance of adopting the conceptual frame-
work for AISs in order to formulate the abstraction process of future bio-inspired
algorithms in a principled way. In this respect, the immuno-engineering approach
is in line with Stepney et al. [123], in that both proposals strongly advocate the
need for cross-domain interactions between computation, mathematical analysis
and biological experimentation. Timmis et al. [129], though, stress the considera-
tion of an additional dimension, that of adopting a problem-oriented perspective
alongside the development of AISs [53], as design of generic AIS algorithms can
be a difficult task without having a particular end application in mind to provide
direction to the modelling work. Thus, where the conceptual framework approach
considers the starting point towards a bio-inspired algorithm to be probes into
biology, immuno-engineering advocates choosing and examining the application
area first [83]. Nevertheless, both approaches share a common ultimate objec-
tive, that of generating AISs that truly embody the computationally interesting

qualities of the immune system.

2.5.2 Examples

Since its proposal, the impact of the conceptual framework on the AIS community
has started to show in several publications which attribute their methodological

approach to the framework. However, there yet seems to appear a research work
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within the field of AISs that follows and practices the ideas and suggestions
of the conceptual framework to the full extent. Next are presented selective
examples from the AIS literature which illustrate the influence that the conceptual

framework has had so far.

Perhaps the most complete utilisation of the conceptual framework approach, in
terms of methodological guidance, to this date is the work by Andrews [7], who
explores the development of an AIS based on novel immunology by explicitly
following the key ideas of the conceptual framework. The author, essentially,
presents an example of full instantiation of the conceptual framework employed
in the context of a case study, investigating at the same time the systematic

aspects of the framework itself.

Andrews [7] first passes through the stages of probing and modelling in order to
identify and further investigate novel immunological concepts. This process is re-
peated in search of a more useful computationally model, after the determination
of which the author proceeds to the last two stages of the conceptual framework.
An analytical computational framework is created based on the model of the pre-
vious stage, which is instantiated to produce a pattern classification algorithm.
Unfortunately, this work lacks interdisciplinary perspective, a requirement that
is central to the specifications of the conceptual framework. The author acknowl-
edges that the issue of domain expertise is of key importance, but states that

such an approach was not possible for the work presented in [7].

Other works embrace the call of the conceptual framework for a more principled
way of research by performing a theoretical or empirical investigation. Owens
et al. in their lineage of work [99, 100, 101] apply modelling techniques to an
immunological hypothesis, related to the activation of T cells. After having de-
veloped and validated models of T-cell receptor signalling, they show how these
can be used to derive a kernel density estimation method for anomaly detection.
Another example is the work by Read et al. [111], in which they present a prelim-

inary empirical investigation of the parameters of an artificial cytokine network,
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a mathematical model of the interaction of cytokines and immune cells derived
by [70]. The aim of their work is to assess the suitability of the system for deploy-
ment in an engineering context. The authors found the system to be unsuitable
for use in engineering in its current form, due to its sensitivity to parameter
adjustments causing unpredictable behaviour. Finally, it is worth mentioning
the work by Greensmith [54], although no explicit reference of influence is made
to Stepney et al. [122], as it is one of the few recent research efforts that developed

an AIS algorithm from close collaboration with experimental immunologists.

Being a more recent proposal, the immuno-engineering approach [129] has not
had the chance yet of shaping research practice within AISs. An exception to
this is the work by Lau et al. [83] who introduce their interest in investigating
anomaly detection in swarm robots within the context of immuno-engineering,
by undertaking the initial stage of examining and understanding the problem

domain before looking at immunology for inspiration.

2.5.3 Modelling within AISs

Computational modelling of the immune system may be performed specifically
for the purpose of biological simulation, or it may be used by computer scien-
tists in their exploration for immune-inspired solutions. Different research goals
and reasons behind developing an immunological model define different levels of

abstraction and fidelity of the referenced biological observations.

Within the area of AISs, several publications have drawn attention to the impor-
tance of modelling the immune system besides Stepney et al. [122]. For instance,
Bersini [16] motivates the AIS community to make a shift from problem-solving
(engineering solutions) to the perspective of modelling immunological aspects for
the study of emergent phenomena or simply for pedagogical purposes. In any
case, such a shift, is argued, will help strengthen again the partnership with

immunologists from where the original AISs arose. Timmis [126] highlights the
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importance of modelling in enabling the field of AISs to both make contributions

to immunology and fully exploit the immune metaphor.

A number of modelling tools have been used to construct computational im-
munological models, varying from object-oriented techniques to more formal ap-
proaches. For example, Read et al. [112] utilise UML [52], an object-oriented
diagrammatic language coming from software engineering, to produce an initial
model of an autoimmune disease and its regulatory network. Owens et al. [100]
for their modelling work on T-cell signalling use the stochastic m-calculus [106],
a process algebra used to specify concurrent computational systems with the
property of mobility. In [50], Forrest and Beauchemin review some of the com-
putational approaches that have been applied to immunological modelling. They
focus on agent-based modelling and discuss cases where ideas from these models
have been employed in order to solve practical engineering problems. Further

examples can be found in other reviewing works, such as [128] and [7, p. 69-74].

Whereas modelling techniques of mathematical nature, such as the m-calculus
language, are especially suited for describing biology at the level of populations,
bottom-up approaches, such as agent-based modelling, are better for represent-
ing individuals. For instance, a model in m-calculus is composed of processes
which describe types of molecules or cells, and shared channels which represent
reactions between the different types of processes [100]. Such an environment
lends naturally itself to the investigation of population behaviours, their dynam-
ics and interaction properties. On the other hand, an agent-based model consists
of entities which explicitly represent individual molecules or cells, the behaviour
of which is encoded as a set of rules [50]. An environment like this provides a
spatial element which allows the study of agent behaviours that arise from local

mechanisms and interactions.

The notion of individual agents governed by predefined rules in a spatial virtual

world is intuitively closer to the concept of specks operating under instructions
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delivered by preloaded firmware, situated within a physical environment. For

that reason, in this thesis the agent-based approach to modelling is adopted.

2.6 Conclusion

This chapter has:

e introduced the immune system as viewed in computational terms by the
AIS field and in networking terms by Orosz,

e reviewed the dominant immunological theories and discussed their impact
on AlSs,

e reviewed existing literature on the joint subjects of AISs and WSN,

e discussed methodological approaches to developing AISs and identified agent-
based modelling to be a suitable technique for use as part of the investigation

in this thesis.

The next chapter examines WSNs in detail with a focus on specknets.



Chapter 3

Wireless Sensor Networks and

Specknets

3.1 Introduction

This chapter introduces the domain of WSNs with a focus on specknets. Sec-
tion 3.2 defines WSNs and their role. Section 3.3 introduces specknets and dis-
cusses their relation to WSNs. Section 3.4 deals with specknets in more detail,
discussing in 3.4.1 the research challenges in terms of their networking character
and system requirements, and proposing in 3.4.2 a research map for specknets,
followed by a study framework in 3.4.3 to enable investigation in the context of
this thesis. Lastly, in section 3.5 a number of networking services that are used

later on in the thesis are explained.

43
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3.2 Wireless Sensor Networks

The past decade has seen the advent of a new multi-disciplinary research field,
which explores the potential of a new technology known as WSNs. Recent ad-
vances in the technological areas of micro-electro-mechanical systems, digital elec-
tronics, wireless communications, and battery chemistry have enabled the devel-
opment of exceptionally small devices that are low-cost, low-power, capable of
sensing and communicating with each other. Such devices have been brought
together to create information networks in order to provide an inexpensive com-

putation linkage with the physical world, as envisioned by [103].

Initial research in WSNs was supported by the Defense Advanced Research Projects
Agency (DARPA) which sponsored research projects on developing wireless in-
tegrated network sensors for military applications [22, 105]. However, the area
soon evolved and a wide variety of civilian, sensor-network application domains
emerged over the years. For the development of efficient systems, WSNs need a
combination of a wide range of information technology expertise, including hard-
ware design, networking, systems software development and application domain

experts [33].

Wireless sensor networks pose unique challenges due to the limitations and re-
quirements of the technology at the level of both the single node and the overall
networked system. Additional issues are introduced by the varying characteristics
and demands of different applications that make it difficult to define the design
space of sensor networks [113]. As such, the challenges of the WSN field can be
viewed from several different angles. Indeed, the literature offers various classifi-
cation attempts of sensor networks, such as with regard to issues that influence
communication [125] or considering the diverse nature of applications [113]. The
research challenges of WSNs are discussed in section 3.4.1. Next are given the

definition and role of WSNs.
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3.2.1 Definition

A wireless sensor network is a large-scale collection of small devices that are
spatially dispersed in the physical world and which together perform sensing of
the environment. A number of requirements are suggested in the literature when
defining WSNs [5, 33, 64, 85]. In general, there is an area of interest, one or more
phenomena that the network is responsible for sensing. The deployment of the
nodes across this area need not be carefully engineered. Their position may be

random, especially when deployed outdoors at inaccessible terrains.

The individual nodes are inherently resource constrained, having limited power,
computational and storage capacities. To compensate for these restrictions, the
nodes combine their individual resources to perform tasks in a cooperative man-
ner. As the energy is usually supplied by batteries, low power consumption be-
comes a requirement of great importance. The lifetime of the network is limited.
Even when rechargeable solutions are used, it is challenging for the network to
afford intense operation for extensive periods of time. Therefore, it is important
to carefully balance the operation of the different components within the nodes

as well as the interactions between them.

In a miniature sensor device, radio activity is significantly more power hungry
than computation. For instance, [104] show that sending a single bit 100m by
radio can consume the same energy as executing three thousand instructions. This
indicates that there should be limited communication among sensor nodes, so that
the trade-off between communication and computation favours the latter, less
expensive, activity. Additional requirements related to communication are the
interaction links between nodes and the power levels of their receptions. Contrary
to traditional data networks, communication in WSNs is commonly based on
broadcasting within the local network using various degrees of flooding due to
their dense deployment. Multi-hop communication means that individuals nodes
can keep their reception power low, which may also contribute to avoiding some

of the signal propagation effects long-distance wireless communication exhibits.
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3.2.2 Role

Distributed WSNs are typically responsible for sampling the local environment
and transferring the collected measurements to devices that require this infor-
mation. Nodes that supply sensory data are called sources. They have attached
sensors which they use to capture readings for one or more physical factors, and
report the results through wireless communication to the sinks. A sink usually
is a base station, a device external to the sensor network that is interested in
receiving data from the network. Real-world projects, however, have been using
diverse configurations which do not necessarily correspond to the standard set up
of multiple sensor nodes and a single, local, external base station. For example,
the sink may be another sensor device within the network or simply a gateway

that forwards the data to a different, larger network.

The role of a typical WSN is to obtain data about a physical phenomenon, dis-
seminate this information to other nodes and, eventually, to the sink. Throughout
this process the sensor nodes are responsible for sensing together with the first
stages of processing the captured data. In some networks an additional task is
introduced, that of performing appropriate actions based on observations derived
from the sensory input. The literature refers to these type of networks as wireless
sensor and actor/actuator networks (WSANSs) [4, 57, 95, 132]. WSANs are con-
sidered an extension of WSNs, where actors or actuators are resource rich nodes,
capable of controlling some physical object, for example a switch or a motor, or

modifying system parameters.
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3.3 Speckled Computing

3.3.1 Introduction

Speckled Computing [1] is an emergent branch of the WSN field that aims to cre-
ate a new platform of sensing devices of minute dimensions, called specks. Each
speck contains its own processor, memory, battery and communication hardware,
and can be equipped with a variety of sensors. The research domain of Speckled
Computing envisions a new generation of ‘spray-on computers’ in which dense net-
works consisting of thousands of specks, called specknets, can be created. Specks
may be scattered on a person or surfaces, attached to rigid objects or even placed
in flowing liquids, and act as a ‘computational aura’, opening up a wide variety

of potential applications [143].

According to [139], research in Speckled Computing is shared between: the phys-
ical architecture of the speck which involves the resolution of technical issues,
such as fabrication of the different parts of the speck device and their integration
into a working unit; the specknet architecture which concentrates on the devel-
opment of firmware and protocols necessary for the realisation of a distributed
network of specks; the organisational and application-related challenges of design-
ing and developing a new model of distributed, self-organising computation that
must take into consideration specific requirements and limitations of the specknet

technology.

Research in the field of Speckled Computing is still at an early stage. Design of
the different subsystems that constitute a speck device, such as battery and radio
technology, is under development [10]. In terms of the specknet architecture,
Wong et al. have developed a class of low-power MAC protocols (Speck MAC-
D and SpeckMAC-B) [140, 141, 142]. Another contribution for specknet-based
applications that require location information, is the proposal by McNally et

al. [93, 94] of a distributed algorithm for logical location estimation of mobile
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specks, which does not require use of expensive solutions such as global positioning
system (GPS). For the specknet technology to mature, however, further issues
require investigation, including specification of efficient identification techniques,

communication protocols, and routing algorithms.

3.3.2 The Speck Device

A speck is designed to be an autonomous sensing device with renewable energy
source, programmable and communication capabilities [139, 143]. Sensors allow
the speck to capture data from the environment while in-built processing capa-
bilities enable filtration of input data. Output information can then be used by

attached actuators, such as motors, or components that provide direct feedback,

such as LEDs.

Figure 3.1 shows ProSpeckz (Programmable Specks over Zigbee Radio), a pro-
totype built with off-the-shelf components to serve as a test platform for devel-
opment of specknet-based applications and for informing the design of miniature

specks. The main components that constitute the ProSpeckz are:

e a computer-on-a-chip that combines a micro-processor and memory (FLASH
and RAM),

e a radio chipset which is compatible with the IEEE 802.15.4 standard for
low rate wireless personal area networks,

e an antenna that allows communication ranges from a few centimetres to
over a few meters,

e a power supply, such as compact rechargeable batteries, and

e a number of sensors which vary depending on the application.

In the future, specks are intended to incorporate additional means of wireless

communication (optics) and renewable energy (solar cells).
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The system-level overview of the ProSpeckz, illustrated in figure 3.2, reflects the
hardware and firmware/software layers of the actual semiconductor speck. As
mentioned in section 3.3.1, research is ongoing and all layers are under develop-
ment, with the specknet MAC layer being among the first that has been examined
in depth. In terms of application, so far ProSpeckz devices have been used in small
scale network applications to demonstrate responsive environments (smart furni-
ture, mood cloud) [143], implement jewellery networks in the domain of wearable

computing [77], and create a distributed, wireless motion tracking system [148].

3.3.3 Specknet Limitations and Requirements

The specknet is intended to be a generic, fine-grained computation platform con-
sisting of specks. Individually, specks are computationally weak. By joining a
large number of specks together, however, the potential computational power of
each speck increases as it is now part of a system that handles tasks collectively.
Distributed functioning is enabled by incorporating wireless communication into
the system. This allows specks to interact with each other and share the work-
load of data acquisition and processing. Interaction exists at yet another, higher,

level between the specknet and the environment, in applications that require the
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extracted information to be reported externally or to be used directly by the

specknet in order to modify the environment.

The resource-constrained features of specks inevitably impose restrictions on the

operation of the specknet and introduce unique networking requirements.

Limitations The minute dimensions of the speck device shape the design pro-
cess of its constituent parts which, in turn, have an effect on the overall per-
formance and efficiency of the specknet. Committing to a small size physically
entails limited space for providing on board memory and power supply. Therefore,
the storage capacity of specks is extremely limited (about less than 10 KBytes of
FLASH memory and 1 KByte at most of RAM), and so is their energy. Process-
ing power is also restricted, especially due to memory constraints, as physical size
of processors is less of a concern (powerful 32-bit processors can be found at small
dimensions of 0.5 mm?).! In terms of energy, the most expensive activity in a
speck is radio usage [139]. Radio data transmission and reception draw significant
amounts of power. These tasks are, typically, more power-hungry than processor
and sensor operations. Finally, radio communication between specks is of limited
range and unreliable. To minimise the size of the antenna area (13 x 6 mm),
operation is set at high frequencies (2.4 GHz) which, however, incur high path
losses [137].

Requirements Perhaps the most critical challenge in specknets is to minimise
power consumption at every design level [32]. Energy drain causes specks to
become unavailable temporarily, that is until they gather sufficient energy from
the environment to resume operation. Being one of the most power hungry op-
erations in a wireless sensor device, radio communication is largely responsible
for the energy drain. Specknets, thus, need to make use of lightweight, power-

conscious communication protocols to balance out energy consumption. With

!Technical information was obtained via discussions with members of the Speckled Comput-
ing group.
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respect to processing, limited individual capabilities along with the lack of base
stations force specknets to operate in a decentralised manner, by distributing
tasks among specks while encouraging collaboration. Lastly, specknets are vul-
nerable to failures due to the unreliability of wireless communication, such as loss
of connectivity or conflicts during transmission, and harsh operating conditions
when deployment takes place in an open environment with uncontrollable factors.
To overcome such difficulties, specknets need to employ dynamic network proto-
cols and algorithms to account for losses and inconsistencies in the organisation
of the network, and exploit any population redundancy to minimise the impact

of unpredictable speck deaths.

What has been described so far with regard to specknets does not seem to be
substantially different to the description given about WSNs. Is there a difference

between the two systems?

3.3.4 Specknets and WSNs: What Is the Difference?

In principle, there are no significant differences between the concept of a specknet
and that of a wireless sensor network as it was envisioned originally by [48, 75,
103]. The main underlying objective is common: to create integrated, large-scale
networks of low-cost wireless sensor devices which pervade the environment and
perform distributed sensing and processing. An example which in many ways
is similar to the Speckled Computing project is the Smart Dust project [135],
one of the first research attempts to explore the idea of an autonomous sensing,
computing and communication system that can be packed into a tiny cubic-

millimetre computer.

As research progressed in the WSNs area, several platforms appeared in the lit-
erature [66, 133] which enabled designing, prototyping, and deploying sensor net-
works for specific applications. The Motes family [65, 102] is an example of such

WSN technology which emerged from projects related to the Smart Dust project.
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The majority of WSN application-centric work, however, involves deployment of
just a few sensor nodes compared to the thousands suggested initially [113]. Like-
wise, the first speck-based network applications use only a small number of the
ProSpeckz devices, as mentioned in 3.3.2. This is not surprising, though, since
the technical issues involved in developing miniature sensor nodes are not entirely

resolved, hence the technologies are still evolving.

In terms of its role, a specknet is effectively closer to a WSAN rather than a WSN.
The primary purpose of a typical WSN is to collect data from the environment
and, then, relay this information to remote workstations for post-processing by
other machines or end users, see figure 3.3. A specknet, on the other hand, is
intended to perform in-network processing of the data gathered by the sensor
specks and, if required, may produce a response based on the input observations
affecting the environment. Thus, specknets differ to typical WSNs in that they
assume no powerful station units which are responsible for gathering all sensed
data, and they incorporate the additional layer of action that characterises the

organisation of a WSAN.
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3.4 Specknets

3.4.1 Research Challenges

As already mentioned, application-related research carried out in WSNs and
Speckled Computing has mainly produced thus far prototypes or custom projects
that target a wide range of application types. Because of the diverse nature of
the application objectives, no typical structure or system architecture has been
developed yet that is able to cover a set of basic goals, since these vary depending
on the application. Nevertheless, there are attempts in the literature to classify
existing applications and extract the common factors which appear to influence
the design of WSNs [5, 41, 71, 76, 113, 116, 125, 147|. Below are listed some of
the major aspects that have been identified in the literature to have a significant
impact on the development of applications using the WSN and, consequently,

specknet technology.

Network Characteristics

Deployment Installation of specks in the area of interest may be performed
either by scattering the specks at random or by carefully engineering a
deployment plan and manually placing each speck in the desired position.
Deployment may happen only once at the beginning, or it can be repeated
at any time while the network is functioning to replace dead specks or to
extend the network with additional specks. Network properties that are
affected by the method of deployment include the expected speck location
and density, the expected network connectivity and, in general, the overall

topology of the specknet.

Mobility A specknet may be entirely static, or may exhibit spatial mobility
either throughout the whole of the network or involving only a subset of

specks. When the cause of movement is a source external to the network,
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for example water or wind, then mobility is considered an incidental effect
of the surrounding environment. Otherwise, it is a property of the system
and is further classified as passive when the specks have no control over their
movement, for example in case of attachment to a mobile object, or active
when the speck itself has automotive capabilities. Moreover, mobility can
be of varying degree, constant or occasional. Mobility has a strong impact
on the topology of a specknet, especially if the speed is high and this, in
turn, influences the design of communication and routing protocols, and

distributed algorithms.

Infrastructure This term is used to describe the supporting facilities which are
necessary for network operation in terms of communication, localisation or
time synchronisation [113, 147], or, more specifically in terms of communi-
cation, the protocol overhead needed to configure, maintain and optimise

network operation [125].

According to the above, there are two classes of networks: the infrastructure-
based, where, for example, specks are able to communicate directly only with
base station devices which, in turn, must be able to communicate with each
other or require GPS satellites for localisation; the ad hoc, where specks can

communicate directly with each other, acting as routers or relays.

The latter description refers to the conceptual classification of communica-
tion within a specknet which can be categorised into: application communi-
cation, which relates to the transfer of sensed data to the sinks; infrastruc-
ture communication, which is required for keeping the network functional,
ensuring robust operation in dynamic environments and optimising overall

performance.

Network Topology The distance, in terms of communication links, between
any two specks in a specknet in other words the maximum number of hops
between any two specks in the network, defines the topology of that network.

For example, a fully connected network where every speck is able to directly
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communicate with any other speck within the network is of the simplest,
single-hop, topology. Other basic network topologies include a star network,
for example an infrastructure-based network with a single base station, a
mesh network where transmission is generally allowed only to a speck’s
nearest neighbours, a multi-hop network that forms an arbitrary graph.

Figure 3.4 illustrates basic network topologies.

As already noted, network topology can be affected by speck mobility. How-
ever, even static specknets often have a dynamic topology due to specks join-
ing or leaving the network. Population fluctuation can be caused by change
in the specks’: radio mode (for example when applying radio duty-cycling
for power saving), available energy (energy depletion results in removal from
the network), failure (physical destruction because of hostile environmental
conditions). The topology, in turn, may affect other network characteris-
tics, such as latency, robustness, capacity, and complexity of data routing
and processing. For this reason, specknets require special communication

protocols that take into account, potentially frequent, topology changes.

Density The density of a specknet is defined as the number of specks per unit
area, and can vary significantly depending on the application requirements.
Once again, speck mobility and population fluctuation may affect the den-

sity of a network over time and space. Furthermore, the density is not always
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uniform throughout the network, especially in case of random deployment

or passively non-static networks.

Coverage The coverage of a specknet measures the degree to which specks cover
through their sensors the area of interest. Network coverage depends on the
effective range of the sensors attached to the specks, and may vary across the
network due to non-homogeneous density. Specknets with sparse coverage
cover only parts of the area of interest, dense coverage is more likely to
completely cover the area of interest, and redundant coverage means that the
same physical location is sensed by multiple specks. The higher the density
the greater the network coverage becomes, which can have positive impact
on the robustness of the network and may also allow for the development

of power-saving sleep schemes that exploit the redundancy in specks.

Connectivity The connectivity of a specknet is determined by the communi-
cation ranges and the physical locations of individual specks. A network
wherein there is always a communication path between any two specks,
either over single or multiple hops, is called connected. If the network is
occasionally partitioned, then connectivity becomes intermittent. When
specks are isolated most of the time and become connected only occasion-
ally, then the connectivity of the network is sporadic. Connectivity affects

the design of communication protocols and methods of handling data.

System Requirements

Addressing In specknets, addressing may be needed for various networking and
application purposes, such as communication and routing protocols or data
tagging. The traditional technique of assigning unique identifiers to indi-
vidual specks is considered wasteful. Besides requiring large address size, a
strict per-speck addressing policy becomes inefficient in a network where it

is unlikely that any two specks would need to communicate with each other.
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Furthermore, off-the-shelf sensor nodes are typically not pre-programmed
with globally unique addresses. Thus, networking and application mech-
anisms may dynamically allocate unique identifiers or dismiss per-speck

address-based techniques altogether.

Lifetime The desired lifetime of a specknet depends on the application and may
vary from a few hours to several years. There is no standard definition
of lifetime. Again depending on the application, the end of a specknet’s
lifetime may be signified by the first speck failure or a fixed ratio of specks
having failed due, for example, to energy expenditure. For a fully con-
nected network, lifetime may mean the time until the network becomes
disconnected in two or more partitions. In terms of coverage, lifetime may
indicate the time when a point in the area of interest is no longer observed
by any specks for the first time. In any case, the lifetime of a specknet
usually requires an energy-efficient way of operation which, however, has a
trade-off against quality of service, as investing more energy can increase

quality but decrease lifetime.

Scalability Large-scale specknets introduce scalability requirements with re-
spect to the network architecture, protocols and algorithms. The employed
methods must be able to work with large numbers of specks and exploit the
potential high node density that specknets are expected to have in many
cases. Additionally, limiting the state maintained by each speck during pro-
tocol processing to local information only, for example relating to specks
within communication range, can help a network scale without needing to

accumulate additional information as the size of the network increases.

Quality of Service The quality of service requirements for a specknet greatly
depends on the type of application the network is designed for. Traditional
requirements such as bounded delay or minimum bandwidth, usually found
in multimedia-type applications, are considered irrelevant in the context

of specknets where occasional delivery of data may be sufficient. However,
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delay may be critical in cases where the network is responsible for controlling
actuators. In other cases, real-time constraints may apply, for instance,
when the network must report a detected event within a certain period of
time. Perhaps, the most important aspect in specknets is the quality of

information that the network can provide, taking also energy into account.

Reliability The issue of reliability or fault tolerance is prevalent in specknets due
to the nature of the system. Specks may run out of energy, become dam-
aged or permanently lose connectivity from the rest of the network. In such
cases of failure, the ability of the network to remain operational without
significant interruption indicates the level of robustness of the system. De-
mands for reliability in a specknet differ depending on the application. For
example, the fault tolerance requirements may be more relaxed in a scenario
where a specknet is deployed in a house to monitor humidity and temper-
ature levels, compared to an outdoors deployment for fire detection. To
tolerate speck failure, an obvious suggestion is to try to exploit redundancy;,
that is, use more specks than would be necessary if all specks functioned
properly, so as to ensure each speck has several alternatives for sustaining

its functionalities in case a neighbouring speck fails.

Security Compared to other architectural aspects, research on the security chal-
lenges of WSNs and specknets has been limited. Specknets face security is-
sues similar to those of conventional networks, such as key establishment, se-
crecy and authentication, or robustness to communication in case of denial-
of-service attacks. However, severe resource constraints and close inter-
action with the physical environment render traditional security techniques
inadequate in the context of specknets. Furthermore, unique problems arise
from the very nature of specknets, such as node-capture attacks or physical
tampering, which stem from their deployment in open environments and

accessible locations. Another challenge with respect to system design is to
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integrate security into every component of the system’s architecture, rather

than treat it separately as a standalone component.

Auto-Configuration An important system requirement for specknets is the
ability to carry out autonomously as many of the necessary configuration
tasks as possible. The large number of specks along with their installa-
tion at potentially hazardous and dynamic environments require that the
network does not entirely rely on pre-configured operational parameters or
external means of configuration. Moreover, the topology of the network is
most likely going to change after initial deployment with specks failing and
disappearing from the system or new specks joining in. In such circum-
stances, the specknet should be expected to adjust by reconfiguring itself

so that it continues to function as expected without compromises.

Collaboration A network of specks is regarded as an inherently cooperative
system. Single specks have similar individual goals but, most importantly,
share common, system-wide objectives, such as collating information from
the sensors across the network or balancing the communication load among
all specks in the network. In order to achieve these network-level objectives,
specks are required to combine their individual resources and work together

instead of competing with each other.

3.4.2 A Research Map

Having reviewed the literature on specknets, it is now possible to propose a re-
search map for specknets, illustrated in figure 3.5. A specknet can be examined
at two different scales: the scale of a single speck, where issues concerning the
individual device are involved, and the systemic scale, where issues with regard to
the overall network are included. Furthermore, issues that pertain to each scale
can be grouped into two broad categories: those relevant to behavioural aspects

of the individual device or network, and those concerning technical details of the
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corresponding scale. Given the system-level overview of ProSpeckz in figure 3.2,
what is referred to as ‘behavioural aspects’ here is associated with the application

level, whereas the remaining levels compose the technical side of the system.

The broader area of WSNs lacks a characteristic system architecture, see sec-
tion 3.4.1. A modified version of the standard OSI reference model is sometimes
used by the literature to outline the types of algorithms and protocols that can
be found in WSNs [5, 76], [41, p. 99]. The first four layers of the OSI model,
that is the physical, data link, network and transport layers, along with the appli-
cation layer summarise the main organisational structure used in WSN research
which, by extension, apply to specknets too. Similarly to the ProSpeckz system-
level overview, the behavioural aspects of specknets are mostly pertinent to the
application layer, while the remaining four layers are linked with the technical

characteristics of the system.

An AIS practitioner can approach the specknet in several ways. As mentioned
in section 3.2, the WSN research community combines several different areas of
expertise that span from radio engineering to application-specific exploration.
While understanding of how the overall system operates is important, in-depth
knowledge of the particulars from all aspects involved at each scale is difficult to
have. Therefore, depending on the research topic of interest, certain aspects of
the system can, at least initially, be treated as a black box. For example, if the
interest lies in a specific application problem, then the AIS researcher can focus
on studying the behavioural aspects of the system, employing existing solutions
from the WSN field to deal with technical matters. In like manner, if the focus
lies on some technical aspect of the system, application-end behavioural issues

can be of lesser concern.

As might be expected, the distinction between behavioural and technical aspects,
and similarly, between the related layers mentioned above is far from definite. For
decisions made on the technical side or some low layer may impact behavioural

issues or the layers above. Conversely, requirements of behavioural nature or
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of layers high in the stack may pose restrictions on technical issues or the lower
layers. For these reasons, there is always the additional option of approaching the
system in a cross-layered manner, where issues across both aspects or multiple

layers are explored jointly.

In the case of this thesis, specknets are primarily considered from a systemic point
of view and, when examined against the immune system, the focus is mainly
on the behavioural aspects of the engineered system. Nonetheless, section 3.5
presents a discussion on certain technical aspects related to a number of network-

ing services necessary for the specknet implementation of chapter 6.

3.4.3 A Study Framework

This section proposes a framework of study for specknets to enable investigation
within the context of this thesis. The suggested framework, shown in figure 3.6,
assumes a generic cycle of operation for a specknet, broken down into a number
of components. Any input captured by the specknet, whether related to the
environment or the network itself, is described by the data collection component.

For example, a specknet may collect sensor data of environmental phenomena,
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Specknet: Cycle of Operation

FIGURE 3.6: A study framework for specknets that outlines a generic logical
cycle of operation of the system.

data that describe the state of speck devices, or data related to specific network

functions, such as protocols of communication or routing.

Collected data are fed into the next component of processing. For example, sen-
sor data may be filtered to reduce noise, or device-related data may be integrated
with protocol-related data to generate information describing the impact of the
way traffic is routed on the energy consumption of specks. The extracted infor-
mation is then piped to the decision-making component for further integration.
This involves processes such as voting, classification or learning performed by
individual or groups of specks. The output is the course of action that should be

taken.

The last component in the cycle represents the response of the specknet, and
involves the execution of the decision passed from the previous component. A
response may require specific actions or to remain in the current state for the time
being. The cycle resumes with the acquisition of additional data and repeats so

long as the specknet is up and running.

It is important to note that the proposed study framework presents the operation
of a specknet as a collection of abstract functions following a logical sequence.
This sequence is not intended to imply any assumptions about how the function of
a specknet is managed internally. In other words, the cycle of operation described

does not necessarily translate to a uniform way of operation across the network,
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where all specks enter and exit each component in a synchronised manner. The
actual organisation of a specknet may range from synchronous setups to more

complex configurations of the functions of the components.

3.5 Networking Services

In order to implement the specknet system of chapter 6, the following network-
ing services must be considered: addressing, neighbourhood and routing. First,
though, a note on the general format of a radio message, the basic communication
unit of such services. A message consists typically of two basic parts, a header
and a payload. The fields that constitute each part vary depending on which
networking layer the message is processed at. In general, the header contains
the type of the message and the addresses of the sender and intended receiver,

whereas the payload holds the data bytes, illustrated in figure 3.7.

Addressing

In WSNs unicast communication is achieved with the use of addressing protocols,
which guarantee the assignment of locally or globally unique identifiers to nodes.
Addressing algorithms for WSNs may require central or distributed maintenance
of one or more allocation tables, or may rely on conflict detection procedures to
resolve address conflicts. The former approach tends to ensure globally unique
identifiers, as opposed to the latter which is used more as a local solution. A

survey on addressing protocols for WSNs can be found in [145].
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Neighbourhood

Neighbourhood formation is a basic networking mechanism for WSNs that enables
a node to have a view of the logical state of nearby nodes by exchanging messages
containing state information. Neighbourhoods involve maintenance of a table of
neighbour states by each node. It can be established in a number of ways, for
example, using acknowledgement message protocols, proactive regular updates,

or transmitting a node’s state as part of normal data communication.

Routing

A routing protocol is necessary to guide data messages towards the sinks. Main
categories of routing protocols developed for WSNs include hierarchical and data-
centric protocols. Hierarchical routing protocols are cluster-based, that is, they
group nodes in such a manner so that data are efficiently relayed from source to
destination. Data-centric protocols, in general, rely on queries sent out by the
sink asking for data with specific properties, for example coming from a certain
region of the network or describing a certain type of event. A survey on routing

protocols for WSNs can be found in [3].

3.6 Conclusion

This chapter has introduced WSNs and specknets, and discussed the research
challenges associated with these engineered systems. In addition, it has proposed
a research map and a study framework for specknets, and explained certain net-
working services used later on in the thesis. The next chapter starts with describ-
ing the methodology followed in this thesis and continues with bringing together
the immune system and the specknet in a parallel study at a systems level. This is
followed by an exploration of the immune system, in terms of theoretical context

and at the biological level, with reference to specknets.
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Synthesis and Focus

4.1 Introduction

Having introduced the two complex systems under study, the immune system in
chapter 2 and the WSNs in chapter 3, this chapter continues with the parallel
investigation between the two systems in the context of AISs. The methodology
followed is illustrated in figure 4.1. The first step calls for studying how the two
systems correlate with each other. This is presented in section 4.2, where the two

systems are examined in terms of their structure and organisation.

The next three steps in the methodology deal with narrowing the focus of the
investigation with relation to the immune system. These are covered in the re-
mainder of this chapter. In particular, step two concerns the theory adopted
to help interpret immunological functionality, whereas steps three and four re-
fer to the specific immunological concepts and elements to be identified at the
theoretical and biological levels respectively. Section 4.3 presents the cognitive
immune paradigm, explaining the reasons for choosing this particular theory and
analysing in what way the cognitive immune system (CIS) relates to specknets.

Sections 4.4 and 4.5 cover the theoretical and immunobiological reference points
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FIGURE 4.1: Methodology followed in this thesis.

of investigation respectively, biased by the study framework for specknets of fig-
ure 3.6. Where appropriate, the results of the decisions made are discussed with

respect to the current AIS literature.

The fifth step of the methodology involves exploring the elements of focus in order
to learn more about their functionality and understand their behaviour. This is
done in chapter 5 by examining the relevant immunobiological literature and by
undertaking a modelling exercise in an agent-based environment based on the life

cycle of a dendritic cell.
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The sixth step investigates the development of an AIS within a specknet en-
vironment, which is the subject of chapter 6. The methodology concludes with
evaluating the thesis research questions from section 1.1, taking into consideration

the results from all previous steps. This last step is covered in chapter 7.

4.2 Correlation between Specknet and Immune

System

4.2.1 Structural Attributes

In the first instance, the specknet and the immune system appear to have simi-
larities in terms of structural system attributes. In addition, the immune system
exhibits on a functional level network properties that are desirable by specknets.
To recapitulate what has been discussed about specknets in chapter 3, a specknet
is a large-size collection of very small devices, called specks, intended to be a
generic platform for ubiquitous computing. Networks of specks are envisioned to
operate as stand-alone systems with distributed control mechanisms that allow
for the in situ sensing and processing of environmental information, and call for

action subject to the type of application, all performed in a collaborative manner.

Considering the immune system from a network perspective, examined in sec-
tion 2.2.2, several common features become apparent between the immune system
and the specknet with respect to their structure and organisation. First, both
systems include large populations of agents that are distributed in their respective
environment. In the specknet, specks are expected to be spread out in the area
of interest, on surfaces or within objects, in positions not necessarily prearranged
and which may change after initial deployment. In the immune system, some
immune components occupy fixed, yet, distributed throughout the human body

places, such as lymphoid organs, while other immune elements circulate around
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Specknet Immune System
Great number of specks Large populations of immune agents

Specks dispersed in the environment Immune elements distributed within

the body
Specks basic and unreliable Immune agents simple and expendable
Networking via wireless Interacting via molecular shape and
communication chemical signalling
No single coordinating base unit No central organ or external control

TABLE 4.1: Comparable system attributes between the specknet and the im-
mune system.

the lymphoid organs and body tissues achieving function in mass numbers, such

as leukocytes.

Although single immune cells and molecules are expendable for the immune func-
tion and relatively simple units when compared to the overall system, collectively
they manage to build up effective immune networks by deploying nonlinear con-
nections, basing their interactions on molecular shape matching and chemical
signalling. Likewise, individual specks are regarded as weak and unreliable com-
ponents on their own, since they are equipped with only basic functionality and
bear modest resources. Within a specknet, however, wireless communication
enables these dispersed units to bring their capabilities together and join their

minimal resources to fulfil the required application goals.

The organisation of a specknet involves no base unit as part of the network that
might be responsible for globally coordinating participative specks. Instead, a
specknet is designed to operate in a decentralised fashion by relying on specks
themselves to carry out the necessary tasks cooperatively. Similarly, the immune
system relies on self-regulatory mechanisms and processes, without any central
organ guiding immune function or any outside source of control. Table 4.1 sum-
marises the system attributes examined so far for the specknet and the immune

system.
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4.2.2 High-Level Properties of the Immune System

With regard to the high-level properties that the immune system exhibits from
a computational point of view, there are several features on a functional level
that would be ideal for a specknet to manifest. From reviewing the challenges
of specknets, presented in section 3.4.1, questions arise such as: how to program
a specknet so that the interactions of many autonomous, spatially distributed,
specks may result in coherent global behaviours? Is there any way to develop
scalable solutions? In this regard, the immune system has several mechanisms
with excellent self-organising qualities to showcase, as discussed in chapter 2,

though these are not entirely understood yet in a networking context.

Another important question is: how to deal with unreliability of individual specks?
Installation of specknets at turbulent sites subjects them to harsh operating condi-
tions which may damage part of the network. Hardware faults, for example sensor
malfunction, may feed the network with inaccurate data about the environment.
Security issues, such as node capture, may compromise the integrity of the net-
work’s information, or impair part of its function. Lack of power means node
losses which may cause significant areas of the network to become partitioned or
disappear. Situations similar to these are handled by the immune system which
is able to accommodate error and missing elements, but also provide multiple

response options in a flexible and conditional manner.

Moreover, how can a specknet cope with changes within the network? For in-
stance, what mechanisms are required to manage additional resources, for exam-
ple to incorporate more specks into the network in order to increase processing
power and memory for sharing the work load, or to extend its data input points?
What processes may allow the specknet to expand its capabilities, for example
to accept new kinds of sensor and, then, learn to handle the newly provided in-
formation, or to reassign its focus to new tasks? Again, in cases that involve
issues similar in concept to the above, the immune system proves to be a highly

dynamic system, capable of adapting to change and of learning.
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Property Description
The immune system:

Self-organisation —  spontaneously arranges immune elements to form use-
ful immune responses

Scalability — is able to deploy responses proportional to the severity
of the situation

Resiliency — develops responses in a robust yet flexible way, with-
standing error and missing elements

Adaptation — is capable of learning, and adjusting to unknown situ-
ations

Maintainability = —  keeps in good condition both itself and its host

TABLE 4.2: High-level immune properties that match some of the requirements
of specknets.

Ultimately the specknet has to maintain itself. How can it achieve that while
operating using decentralised control? What mechanisms can enable specks to
monitor their own health as well as the health of the entire network, to perform
their tasks in a cost-effective, in terms of energy, way, to know when to trade
quality for gaining points in sustainability? The immune system faces similar
issues that involve maintenance of stability of both itself and the host. Only it
does this using highly inefficient techniques and relying on inexhaustible supply
of immune agents. This is a point of mismatch between the specknet and the
immune system, since the former is far from having unlimited resources available.
On the contrary, specks need to strive for a balance between efficiently controlling

their constrained resources and effectively performing their tasks.

A summary of the high-level immune features that match some of the functional

requirements of specknets is given in table 4.2.

4.3 Selection of an Immune Paradigm

This section identifies what theoretical context is better suited for probing the im-

mune system in the context of the specknet case study, see figure 4.2. To remind,
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FIGURE 4.2: Example immunological theories for approaching the immune
system.

section 2.3 discusses the fundamental conceptions of immunity that appear to be
driving immunological thinking. These form a spectrum with the self-non-self
discrimination and the immune network perspective on either end. Admittedly,
no argument can be made with respect to the ‘rightness’ of either choice in terms
of pure research interest. However, if examined with reference to the expectation
of fully exploring the correlation points between the specknet and the immune
system, examined in the previous section, then there is a difference between the

two approaches.

A network-based approach offers a wider view of the immune function and matches
the specifications of the specknet better than a perception which assigns a specific
role to the immune system, such as discrimination or protection. In this regard, a
networked paradigm is deemed appropriate for probing the immune system in the
case of this thesis. Specifically, the cognitive view by Cohen [25, 26] is adopted,
as it appears to be one of the most complete contemporary paradigms that have
been proposed within immunology. The cognitive paradigm offers a holistic view
of the immune function with an emphasis on the complex interactions that occur
within the immune network, suggesting that through its activity maintenance of

the body is achieved.
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FIGURE 4.3: Elements of cognition. Reproduced from [27].

4.3.1 Cohen’s Cognitive Paradigm

In [27, p. 92], Cohen defines a cognitive system as one that integrates three at-
tributes, see figure 4.3: it creates internal images of the world within which it
exists; it self-organises by using experience to build and update its internal im-
ages; it is able to make decisions by choosing among alternatives. According
to Cohen [27, p. 124], these elements of cognition are central to the strategy of
the immune system which consists of three parts: recognition, sense signals and
respond to them; cognition, interpret input signals, evaluate results and make

decisions; action, execute decisions.

In this cognitive view, the immune system is regarded as a system that provides
services of maintenance to the functioning body, a role broader than, but still
covering, protection. Immune maintenance involves several activities, including
cell growth and replication, cell death, movement and differentiation, and func-
tions that modify tissue support and supply systems [27, p. 118]. These effects
are caused by actions of immune agents on the body, that is by immune cells and
molecules. However, for the immune system to be fully appreciated, additional
characteristics need to be considered besides the agents that perform immune
tasks. Further important aspects of the immune function are the arrangement
of the immune agents in anatomical space, and their interactions in time [27,

p. 103].

In order to achieve effective behaviour, the immune system is required to generate

specificity out of non-specific properties. This situation challenges the concept
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of one-to-one relationship between cause and effect, typically found in immuno-
logical models that follow the ‘self” metaphor. As already noted in section 2.2.1,
immune cells sense signals via receptors, molecules that are usually found on their
surface, which relay the signal into the cell [27, p. 111]. An input signal is another
molecule, termed ligand, which is said to be bound by an immune cell’s receptor,
such as an antigen. Properties that refute an exclusive one-to-one interaction
between receptors and ligands include: degeneracy, any receptor may bind more
than one ligand, and vice versa [27, p. 138]; pleiotropia, a single agent has the
capacity to produce diverse effects [27, p. 141]; redundancy, several agents may

produce the same effect [27, p. 142].

Therefore, Cohen asserts, since immune specificity cannot be reduced to chemical
specificity, it must be contrived by immune physiology [27, p. 148]. T'wo important
immune properties that contribute to the emergence of immune specificity, and
from which immune cognition arises, are: the different immune agents perceive
different features of the molecular world; and, the agents mutually cooperate to
form regulatory networks [27, p. 149]. A key process that forms the basis of
immune specificity is co-respondence: the mutual exchange of signals between
immune agents occurring in response not only to the target entities in need of
immune maintenance or protection, but also to the response of fellow agents to

different features of these target entities [27, p. 159].

The process of co-respondence is dependent on immune networks that involve:
interactions between immune molecules produced from both immune and tissue
cells, such as cytokine networks [27, p. 162]; interactions between immune cells
themselves, such as idiotypic networks [27, p. 164]; anatomical networks which
help bring physically together the different immune agents [27, p. 165]. In this
regard, Cohen [27, p. 165] defines a network to be:

...asystem in which the components are connected to each other such
that a change in the state of one component can have some effect on
the states or connections of the other components.
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Considering the diversity of immune agents and the entire array of their potential
positive or negative effects, and multiplying their interaction points by the degrees
of degeneracy in signalling and the pleiotropism in response, the complexity of

the networks that comprise the immune system becomes apparent.

With regard to the dynamic aspect of the immune function, the interactions of
immune agents in time reveal that the operation of the immune system is an
ongoing process of self-organisation [27, p. 166]. Immune self-organisation [27,
p. 172] is one of the three elements that define immune cognition, indicating
the progressive creation of information via learning and memory that happens
across two scales: the innate germ-line history of the species, and the adaptive
somatic experience of the individual [27, p. 103]. The second cognitive element,
that of creating images of the individual’s internal and external environments, is
performed by the immune system at various levels: concrete, immune receptors
provide physical negative images of the ligands they bind; abstract, interacting
entities form process images which, for instance, may delineate a certain process
of immune reaction; distributed patterns of various immune molecules or cells
exist throughout the body [27, p. 174]. Decision-making, the final element of
immune cognition, is determined by the interactions of immune agents, that is
the molecular dialogue that associates somatic perceptions with germ-line classes

of behaviour [27, p. 181] in order to choose a particular type of response.

4.3.2 Cohen within AISs

Before expanding on Cohen’s viewpoint further, the AIS literature is examined
for works that consider the cognitive immune paradigm. Although Cohen first
proposed the cognitive paradigm in the early nineties [25, 26], it was not until
after the publication of a book in 2000 [27] explaining in depth the theory of a
cognitive immune system that this viewpoint started to become noticed within

the field of AISs.
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The first appearance of Cohen’s theory in an AIS publication seems to be in
the paper by Andrews and Timmis [8], reviewed in section 2.3.2, as an example
suggestion to motivate new sources of inspiration for the future development of ar-
tificial immune systems. The authors single out the idea of receptor degeneracy as
a candidate for AIS inspiration, an idea related to immune recognition and speci-
ficity. The authors observe that the majority of past AIS algorithmic approaches,
that utilise the concept of receptor-antigen binding in recognition systems, deploy
a one-to-one mapping relationship, typically implementing a monolithic match-
ing between detectors (or receptors) and antigens. However, according to the
concept of receptor degeneracy, recognition starts at the molecular level, where a
usually partial binding site forms between a receptor and a ligand. The concept
extends to the scale of immune agent populations to explain how a population
of degenerate receptors may render recognition specific via the organisation of
collective patterns.! The degeneracy concept is further explored by the authors
in subsequent publications [9, 96] via computational modelling of cell agents that

bear degenerate detectors, interacting with antigen agents.

Owens et al. [99] consider Cohen’s theory in a position paper that discusses the
role which the immune system can play in providing inspiration for the develop-
ment of homeostatic engineered systems. The authors sketch an architecture for
homeostasis for use in electronic systems. They suggest the property of home-
ostasis in artificial systems, such as robots, can be linked with a control system
that is responsible for maintaining functionality of the system at various levels,
from physical components to completion of tasks. Analogies are drawn between
such a homeostatic control system and the immune system. These fit Cohen’s
suggestion on the kind of strategy employed by the immune system to provide

maintenance to a functioning body.

Voigt et al. [134] examine the cognitive immune system alongside a classic learn-

ing classifier system, a machine learning paradigm introduced by Holland. The

!Details on the subject can be found in Cohen [27, p. 125-140, 174-181].
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authors present the outline of a computational model of Cohen’s immune theory,
using the structure and internal mechanisms of the classic learning classifier as
a starting point. They first introduce the concepts and representations required
by the model, which include distinct sets of cytokines and actions, and a hybrid
immune cell type that integrates the different classes of immune cells. The in-
teractions and dynamics between the elements of the cognitive immune system
are examined next, followed by the implementation of evolutionary mechanisms
that are used for adapting system behaviour. The resulting model is presented
as a computation loop, which reportedly is promising for use in the domain of

machine learning and problem solving.

4.3.3 More on the Cognitive Immune System

Cohen has portrayed the cognitive paradigm from various angles. For instance,
in [12], stimulated by information theory, he discusses the CIS as an information
processing system with unique characteristics, such as creation of information and
meaning, and sketches out a language metaphor. In [28, 31] he presents the CIS
as a complex reactive system, and discusses the importance of emergence when
attempting to explain such complex biological systems. In [29, 30], he draws a
parallel between the CIS and the universal Turing machine, and proposes im-
mune computation. Each of these angles help to better understand the cognitive

viewpoint and, thus, are presented in the following paragraphs.

Informational View and the Language Metaphor

Using as a starting point the information theory developed by Shannon, Atlan and
Cohen [12] attempt to place the immune system into an informational framework.
According to the authors, biological information is carried by the DNA which
exists within living cells. In the case of the immune system, the fundamental

unit of information is an antigen receptor which exists in multiple copies on the
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surface of a lymphocyte, such as a T cell or a B cell. It can also be found in
soluble form, as an antibody produced by a B cell. Antigen receptors supply the
immune system with a diverse set of (partial) negative images of antigens and,

upon sensing their cognate antigen, signal immune cells to act.

Immune information is generated randomly, that is, the unique specificity of the
antigen receptors that each lymphocyte clone has, is created by random or near-
random processes. The potential number of different antigen receptors that the
human immune system can generate is incredibly large (between 10'°-10%%), dif-
ficult to manage and inefficient to fully produce. Therefore, the way the immune
system deals with its information is to produce an initial collection of random
antigen receptors (primordial repertoire), which is shaped into a useful repertoire
with the help of various processes. These processes occur at different stages of
the individual’s lifetime, and include: the deletion from the system of unwanted
information, e.g. via the rejection of T cells during their development in the thy-
mus; the replication of existing information, e.g. via the proliferation of B cells
after their activation; the creation of new information, e.g. via the mutation that

occurs on B cell clones during affinity maturation.?

In a sense, the information carried by antigen receptors is shared by the antigens
they recognise. Although the information content of an antigen is intrinsic, its
meaning is extrinsic and is defined by the type of response that follows its percep-
tion. In this regard, besides the repertoire of receptors, the immune system also
has a repertoire of responses. From the viewpoint of self-non-self discrimination,
the source of the meaning of any antigen depends on whether the antigen belongs
to the self or not, and the immune response that follows an antigen’s stimulus
is seen as a reflex. From the viewpoint of the cognitive paradigm, though, the
meaning of an antigen is created by the immune system itself, that is, an immune
interpretation takes place via the internal processing of information about the

antigen, which leads to the development of a particular type of immune response.

2 Affinity maturation is a selection process which B cells undergo in response to antigen
conformation [27, p. 169].
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To perform the necessary information integration, the cognitive immune system
organises itself by combining innate immunity with adaptive recognition of anti-
gens. In the context of a language metaphor, the antigen serves like the subject
of the immune sentence, and the context of germ-line ancillary signals in which
the antigen is embedded are like the predicate. The particular response that is
chosen from the response repertoire, thus, arises as a reaction, not to antigens,

but to abstractions of antigens-in-context.

Complex Reactive System

In another attempt to explain how the immune system performs its cognitive
decision-making process, Cohen [28, 31| borrows an example from the systems
development literature, the transformational vs. reactive systems [58]. Trans-
formational systems, in general, perform input/output operations. Under this
definition, the defensive aspect of the immune system would be seen as the func-
tion of transforming the antigen and its context into a specific immune response
by following a sequential procedure of discrete decisions based on a chain of dis-
crete signals. A reactive system, on the other hand, continuously responds in
parallel to many concurrent inputs using additional data beyond its input values,
such as the timing of the inputs or the order in which they arrive. Cohen believes
that the immune system behaves as a reactive system, being continuously active
and making its decisions by simultaneously reacting to numerous, sometimes even

conflicting, incoming signals.

It is suggested in [31] that a defining characteristic of a complex reactive system
is the expression of emergent properties. Although regarded as a difficult concept
to define in biological terms, it is advocated that emergence is a matter of scale.
For the emergent properties of the immune system to be observed, and indeed of
any complex biological system, examination at more than one scale is required.
What is seen as interactions at one scale may be creating an object with distinct

behaviour at a higher scale. For example, molecular interactions give rise to a
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FIGURE 4.4: Immune computation, proposed by Cohen. Reproduced from [30].

higher-scale cell object, cellular interactions create higher-scale organs, and so
forth. When viewing the immune system as a whole, this transition from inter-
actions to new objects between different scales should not mislead the observer
to consider that immune function is of transformational nature. Internally, the

immune system behaves in a reactive way.

Immune Computation

Considering the CIS in computational terms, Cohen [29, 30] expands the descrip-
tion of a continuously reactive system to include the idea of immune computation.
Starting from the basic definition of computation as the transformation of input
data into output data according to a set of rules, Cohen proposes that the im-
mune system translates the state of the body (input) into a fitting healing process
(output). In this regard, Cohen notes that immune computation relates to the
resulting behaviour of the immune system and not to its component parts. From
an emergent perspective, however, biological computation occurs across multiple
scales, at the scale of a single immune cell to the scale of groups of cells comprising

the immune system.
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Figure 4.4 illustrates the concept of immune computation. Input data to the
immune system are provided by the body. These involve the conditions and
molecular signals that affect or stimulate the immune system (immunogenic tissue
states). Output data refer to the varied responses of the immune system. These
range from restorative inflammation to defence against pathogens (immune re-
sponse states). This computational process of translation between different types
of states is iterative and continuous. In addition, the immune activities that ensue
from the translation process feed back to both the body and the immune system
itself, that is they modify the state of the body’s tissues (e.g. healing) and also
change the structure and behaviour of both the innate and adaptive arms (e.g.

memory).

The set of rules for executing a basic computation can take the form of an algo-
rithm. In the case of the immune system, a clear analogy of what distinct rules
mediate the transformation of states is hard to completely specify. Instead, Co-
hen [29] suggests that “immune computation emerges from the parallel processing
of information.” Each immune cell can be mapped to a single processor which
can be thought to collect input by its receptors and translate that into output by
its secretions and behaviours. The immune system consists of hundreds of mil-
lions of individual cells working in parallel, the integration of which carries out
the immune computation. Yet, as mentioned earlier, Cohen [30] notes elsewhere
that “when referring to immune computation the view is synthetic rather than
analytical: we look to the end behaviour of the system and not at its compo-
nent parts.” This seeming inconsistency in the concept of immune computation
might be resolved if emergence is considered from Bedau’s perspective, according
to which emergent phenomena are somehow both dependent on and autonomous

from underlying processes [14].

Returning to the discussion of immune parallel processing, the integration of in-

dividual cells relies on the networked organisation of the immune system. As
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Specknet Cognitive Immune System
Of high temporal and spatial Complex reactive system
complexity
Sustainability of application-end Maintenance of functioning body
and network objectives and regulation of immune activities
Ongoing operation Continuous function
Collect and process Collect and process external
external (environmental) and (of antigen and tissue) and internal
internal (network) information (of immune agents) information
Self-configuring organisation Network-centric organisation
Promote in-network collaboration Co-respondence

TABLE 4.3: Association points between the specknet and the CIS. Character-
isation of information (i.e. internal or external) depends on the definition of
the system boundaries.

already discussed in section 4.3.1, the architecture of the immune system in-
cludes networks at several layers, such as chemical, anatomical, vascular, which
facilitate the gathering of individual immune cells to selective sites. The diverse
cellular processors then mutually interact and influence each other performing,

thus, immune processing.

4.3.4 Association Points between Specknet and CIS

The specknet and the CIS have several points of comparable nature, both struc-
tural and behavioural, see table 4.3. Both are complex systems with multiple
autonomous units which collectively must produce coherent global behaviours. A
rather broad, but of key importance, requirement for a specknet is to be able to
maintain functioning as a network, while supporting an ongoing operation at the
application level. The concept of maintenance is central to the CIS which besides
regulating its own activities, it also offers health services to the body through-
out the organism’s lifetime. The functionality of a specknet relies largely on the
efficient and effective handling and processing of information. This is partly cap-

tured from the environment and partly generated internally by specks. The CIS
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has developed mechanisms for processing antigenic information by integrating a
vast range of chemical signals that are produced from the body’s tissues as well

as from immune cells themselves.

Another important requirement of a specknet is related to the organisational
aspect of the system. Individual specks are brought together through commu-
nication links. These interactions need to be organised in ways that allow the
system to be as little dependent on external coordination as possible, promoting
collaboration among the system’s constituent parts. Specks need to be enabled to
perform self-configuring operations, keeping at the same time the overall cost of
communication to a minimum. The core of the CIS architecture is supported by
self-regulating immune networks. Anatomical networking mediates interactions
among immune cells which, in turn, give rise to immune function by means of

intense signalling without any external or globally centralised point of control.

Figure 4.5 illustrates a high-level computational analogy between the specknet
and the CIS. The collection of immunogenic tissue states, which indicate the
state of the body, are used by the immune system to determine appropriate

response for retaining body maintenance. Similarly, the specknet receives input
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related to environmental phenomena and in-network events, and issues responses

associated with application or network matters accordingly.

4.4 Theoretical Focus

To place the CIS into context with the study framework for specknets of figure 3.6,
the latter is contrasted with the strategy of the CIS from section 4.3.1. To remind,
the cycle of operation for the specknet consists of the components: data collection,
processing, decision-making and response. The strategy of the CIS for achieving
maintenance is composed of the parts: recognition, cognition, and action. It
is difficult to establish distinct mappings between the two schemes, due to the
multiple scales and layers involved in either side. However, the general flow of
operation is similar in both schemes, and in the case of the CIS points to the key

process of co-respondence.

4.4.1 Co-respondence

The concept of co-respondence is described by Cohen as the central processing
unit of the immune system [29]. Co-respondence is the process by which immune
cells are led to joint immune decisions, ultimately forming the macroscopic im-
mune response [27, p. 161]. It is supported by two main properties of immune
cells. First, each immune cell sees and responds to different parts of the state
of the body. Second, each immune cell interacts with other immune cells and

collects as input part of their output.

Immune cells are divided into several classes. One such class is lymphocytes,
which include T cells and B cells. Another class is monocytes, which include

macrophages and dendritic cells [27, p. 106].3 As illustrated in figure 4.6,

3 After their introduction, Cohen uses the terms monocyte and macrophage interchangeably.
For example, in [27, p. 108] he refers to dendritic cells as a type of macrophage.
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FIGURE 4.6: Co-respondence. Reproduced from [27].

macrophages, T cells and B cells play a central role in the process of co-respondence.
The different perceptions that each of these immune cells provide are related to
different aspects of the molecular environment of the body. Macrophages con-
tribute contextual perceptions, that is they recognise the array of ancillary signals
that are related to tissue damage, infection or health [27, p. 149]. Lymphocytes,
on the other hand, contribute different antigenic perceptions, since they bear
chemically distinct receptors. In particular, T cells recognise ligands which are
composed of two pieces: a fragment of an antigen (peptide), attached to a host
molecule (MHC) [27, p. 152]. B cells and the antibodies they secrete, recognise

the conformations (shapes) of antigen molecules [27, p. 158].

When these semi-independent immune cells meet, they bring together their di-
verse perceptions, and through mutual interactions they integrate their individual
states generating, thus, a collective response. The tissues of the body participate
in this process too by continuously generating new signals as their state changes,
influenced by the response of the immune system. It is from this mutual exchange

of co-response signals that immune function achieves maintenance and protection
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of the body. In this view of the immune system, no particular immune compo-
nent is singled out to be presented as the controller of immune function. Rather,
immune function is explained as the emerging result of the combined efforts of
many diverse agents related to both the innate and adaptive arms of the immune

system.

A figure of speech used by Cohen which indicates the intertwined relationships
between the two aspects of the immune system, the innate/germ-line and the
adaptive/somatic, describes T cells and B cells as the princes of adaptive immu-
nity and innate macrophages as both kings and servants. T cells and B cells with
their somatic receptors can recognise molecular structures that other cells are not
able to see and can learn (adapt) from experience [27, p. 107]. Macrophages with
their germ-line receptors are required for the efficient activation of T cells, but
rely on antibodies produced by B cells in order to recognise a parasite and kill

it [27, p. 108, 151].

4.4.2 Interpreting Cohen’s Theory for Computation

The CIS relies on complex networking, “the raw material from which cognition
emerges” according to Cohen [27, p. 166]. This makes the transition from the
theoretical concept of co-respondence to a more tangible biological process, for
use as source of inspiration computationally, a non-straightforward task. Unrav-
elling the biological mechanisms that support co-respondence with the intention
of capturing emergent properties of this key to cognition process is hard, due the

immense biological complexity.

Consider, for example, the case of antigen recognition during a microbial infec-
tion. There are several pathways through which immune responses can develop
depending on a large number of factors, such as the type of the infectious agent or

the past experience of the organism’s immune system. A microbe lands somehow
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FIGURE 4.7: Possible pathway of immune response to a microbe; immune
agents recognise directly or indirectly the presence of the antigen through a
network of interactions.
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in the body tissues and causes damage. Following one of the possible immune

pathways, the recognition of the microbial antigen may roughly develop like so.

Resting macrophages sense the signals released by the dying tissue cells as well as
some general structural characteristics of the microbe, which are common to broad
classes of pathogens. This collection of input is enough to make the macrophage
recognise the presence of the antigen and change its state to active [120, p. 43].
When the macrophage becomes fully activated, it expresses all the necessary
input, which includes antigen fragments, that a naive T cell requires to become
activated too. An active macrophage meets a naive T cell and, now, the antigen
(or rather, some portion of it) is being recognised by the naive T cell. This
recognition event changes the naive T cell to an experienced state and, also, forces
it to assume a specific T-cell type [120, p. 7-9]. Naive B cells may also recognise
the antigen in its native form, however this input is not enough to activate them.
They require additional input which, in the case of T-cell dependent activation,
is supplied by the experienced (helper) T cell [120, p. 28]. Activated B cells are
also faced with a choice of type, and those that become plasma cells produce
antibodies [120, p. 35]. Antibodies recognise and label antigens so that they be

recognised and eaten by macrophages.



Chapter 4. Synthesis and Focus 87

When examining the above series of events performed by the immune system
while trying to deal with a microbe, at what point is it satisfactory to draw a
line and claim that a successful antigen recognition has occurred? In the above
loosely presented immune pathway, the antigen is directly or indirectly recognised
by immune agents five times, see figure 4.7. Biologically, each recognition point
has its own significance and all of them lead progressively to the desired response.
Theoretically, Cohen’s approach makes no suggestions as to which event of the
recognition process is more important, because all of them are considered vital
part of the picture that describes the immune function. How does one, then,

interpret ideas found in the theory of the CIS?

The answer depends on the nature of the source idea. Part of the diffi