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1 Introduction

Digital forensics has been developed in a way to other types of forensics. With other
forensic sciences, methodologies have often been based on scientific discoveries, and
through ad-hoc research [1, 2, 3]. However, due to the rapid growth of digital investiga-
tions, scientific processes are now integrated into investigations in order to make digital
forensics evidence acceptable in court [4, 3]. Work has also been undertaken to provide
ways to help juries understand the value of digital evidence [4]. Robertson defines this
the evolution over the next ten years for forensic sciences and illustrates some of the
current challenges:

“New technologies and improved instrumentation will continue to emerge.
Forensic science usually has a lag period before these are adopted into the
forensic area, and this is to be expected, given the conservative nature of
the legal arena. In the past, however, the lag period has been too long.
Forensic scientists need to be quicker to recognize the potential applications
to forensic problems and they also need to be able to carry out research
aimed at helping to interpret what analytical data means.” [5]

As digital forensics is still an immature science, legal issues still exist which need to be
overcome, such as from Meyers and Rogers [6] who highlighted three main issues faced
within computer forensics:

e Admissibility of evidence. In order to ensure that evidence are admissible in court,
investigators should follow rigorous procedures. These need to be standardised, or,
at minimum, guidelines should be defined. Unfortunately, even closely following
recommendations, errors can be made. This is often due to each case being
different, and it is not possible to create a manual which can cover all possibilities.
For this reason, it is essential that digital investigators develop appropriate skills
to get round these problems.

)

e Standards and certifications. Certifications are a good way to develop investigators
skills. This has is already successfully applied in other computer fields, such as
computer security [7]. A small number of certifications — such as the Certified
Forensic Analyst [8] certification, which is provided by the Global Information
Assurance Certification (GIAV) founded by the SANS Institute — are available.
Nonetheless, certifications and standards are not only applicable to investigators.

e Analysis and preservation of evidence.

Beckett [3] stressed that compliance with the ISO 17025:2005 [9] laboratory accreditation
is the best way to bring digital forensics the same level as other forensic sciences. The



1 The Need for Digital Forensics Tool Evaluation Methodologies and Standards

International Organization for Standardization (ISO) associated with the International
Electrotechnical Commission (IEC) created this standard in order to provide labora-
tories general requirements to carry out, tests, calibrations and sampling. The main
requirements are the following:

e Management system

e Document control

e Subcontracting of tests and calibrations

e Purchasing services and supplies

e Service to the customer

e Complaints

e Corrective action

e Preventive action

e Test and calibration methods and method validation
e Assuring the quality of test and calibration results
e Reporting the results

Projects have been carried out by organisations in order to evaluate Digital Forensic
Tools. The most well-known project is undertaken by the National Institute of Standards
and Technology (NIST) under the Computer Forensics Tool Testing (CFTT) project
[10]. Results of these tests are released to the public. The Scientific Working Group
on Digital Evidence (SWGDE) and the DoD [11] also assess Digital Forensic Tools,
however, results are available only to U.S. law enforcement agencies [12]. It is difficult
to understand the reason behind the choice in not release information because computer
forensics, as with any other science, is based on information sharing. Even if all results
were available, it would not be possible for these organisations to keep up with the
fast pace of tool development [13]. In addition, many practitioners rely too much on
vendors capability to validate their own tools [3]. Furthermore, Beckett [3] defined that,
in order to comply with the standard requirements, laboratories should not rely on
testing performed by another organisation.

The risk of failure in Digital Forensic Tools has been proven by different authors.
NIST [14] demonstrated that the famous acquisition tool dd [15] was not able to retrieve
the last sector of the hard drive if it had an odd number of sectors. These results have
been confirmed by Kornblum [16]. However, the author explained that the behaviour was
not coming from the tool implementation. Instead, he argued that this issue was coming
from the Linux Kernel 2.4, but not from Linux Kernel 2.6, which demonstrates
that organisations which validate DFTs can make mistakes. If the results are followed
blindly by laboratories, a major issue might arise if errors have been introduced in the
testing procedure.

The previous example discussed the issues related to software. However, investigators
might have to use other tools which combine hardware and software such as write blockers.
NIST produced an evaluation methodology for this type of products and evaluated
multiple write blockers. Beckett [3] properly explained the risks that a laboratory might
encounter if no additional testing is carried out. Each device needs to be tested before
it can be used in the field, but a manufacturing fault may be present, or that the device
was damaged, for instance, during transport.



2 Existing Methodologies

Pollitt [17] argued that evaluation methodologies and standards for the digital
forensics field were needed. Since then there has been little work done on developing
methodology requirements or evaluation methodologies. The creation of certification
for digital forensics investigators is a great step forward, but there is a lack of strong
evaluation methodologies [6, 13, 18].

2 Existing Methodologies

Most studies on digital forensics focus on the viability of the employed methodologies
rather than the tools used to perform the investigation [13]. As a result, little research
has been carried out on DFT evaluation and validation, which leaves investigators with
few resources to assess their tools.

2.1 Carrier’s Model of Abstraction Layers

Carrier [19] was one of the first attempts in defining a evaluation methodology for
DFT, and produced a model which focused on the identification and analysis phases
of an investigation. It thus excluded the collection and validation parts, but that the
abstraction layers are already present in digital investigation. For instance, when data
is acquired, it is normally in a raw format, and is extremely complex for a human to
handle. Thus, tools have been developed to represent the raw data in an abstracted
form. The model (Figure 1) principally targets these tools, and introduces two type of
errors:

e abstraction error These are generated because of simplifications used to generate
the layer of abstraction. ASCII is an example of abstraction layer where nothing is
lost, and Carrier designed it as a lossless layer. When ASCII characters are stored
on a computer system, they are mapped to a numeric value, and no information
is lost. Nevertheless, other tools are losing information by moving from one
abstraction layer to another. These are called lossy layer [19]. An exampleof an
abstraction error is an IDSs. When an IDS maps a set of packets to an attack, a
margin of error is introduced as the tool cannot know if all the packets are part
of the attack. In fact, it is possible to have on error rate for each passage to an
abstraction layer to the other. Pan [20] develop a model based on Carrier’s one.
This model can be used to define the abstraction layers. In addition, the model
integrates a solution to produce time flow of the “read” and “write” operations.

o implementation error. This is caused by bugs from the design and implementation
of the tools’ functions [19]. Carrier introduced the concept of a multiple error rate
for the same tool.
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Figure 1: Carrier’s Abstraction Layers [19]

The abstraction model is an interesting concept, however, is fairly complex, where
the tester needs to possess extensive digital forensics knowledge of the internals of the
tool. This might not be easy as the DFT might be proprietary. Even if it was open
source, the tool might be poorly documented. The only option left in such a case is



2 Existing Methodologies

to read the source code to understand the tool’s workings. Such a process is often
time consuming and complex, and requires other skills from the tester than purely
digital forensics ones. Furthermore, it seems to be a slow and tedious process. For these
reasons, this evaluation methodology is not suited to be implemented on a large scale
in order to assess a large range of DFTs. Even if it was implemented and used, the
complexity of the methodology will be a major issue.

2.2 NIST Standardised Approach of Tool Evaluation

In the Computer Forensics Tool Testing (CFTT) project, NIST developed methodologies
to validate a range of forensics tools, initally focusing on data acquisition tools [21, 22]
and write blocker [23, 24] (software and hardware based). Figure 2 illustrates the
methodology used to assess the tools [10]. When a tool will be tested, the NIST
methodology starts by acquiring the tool, with a review of the tool documentation.
If this documentation is non-existent, the tool is analysed in order to generate such
documentation, and which leads to a list of features along with the requirements for
these features, and thus a test strategy.

This methodology is based on rigorous and scientific methods, and the results are
reviewed by both of the stakeholders (vendor and testing organization), ensuring a
certain level of fairness. However, this is also the major weakness of this methodology,
as the time required for the evaluation can be significant. The resources needed to carry
out each test does not enable a single organisation to test all tools along with all versions
[13]. Thus, by the time the results are publicly available, the version of the tested tool
might be deprecated. In addition, the requirements of features might evolve which need
to be reflected in the test strategy. Moreover, the time needed to define the requirement
of a single function need to be counted in years. NIST has defined standards for string
searching tools [25], but since dditional work has been made publicly available. The
specifications for digital data acquisition tools are still in a draft version since 2004
[21], and these examples show that this methodology is not viable for law enforcement
agencies to rely only on organisations which evaluate DFTs. Some categories of tools
commonly used in digital investigation are only not covered, such as file carving tools.
For these reasons, it is essential for digital investigators to validate DFTs themselves.

2.3 Validation and Verification of Digital Forensics Tools with Refer-
ence Sets

Beckett [3] explained that testing may not find all errors of a DFT, due to the fact that
a complete evaluation of a product would require extensive resources. The requirements
defined by ISO 17025:2005 [9] specifies that validation is a balance between cost, risk
and technical possibilities. However, testing should be able to provide information on
the reliability of the tool.

Before looking at solutions to validate and verify digital forensic processes, it is
essential to define:

e Validation. This is the confirmation by examination and the provision of objective
evidence that the particular requirements for a specific intended use are fulfilled”
[9]

e Verification. This is the confirmation of validation with a laboratories tools,
techniques and procedures” [3]

The methodology created is represented in Figure 3, and proposes that, in order to
validate a DFT, it is essential to know the expected results of the tested forensic function
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Figure 2: NIST testing methodology [10]

along with its domain. This process is named function mapping, and enables them to
draw diagrams which represent the different components of the function. This level of
granularity permits the extraction of metrics which will be calculated by comparing
the expected and obtained results, and allow the comparison of forensics functions
which are from the same domain. The expected results are defined by Beckett and
Slay as reference sets, which enable the evaluation methodology to meet the following
requirements:

¢ Extensibility: The reference set is used to model all specifications of a particular
function. If new specifications are found, they can be easily added to the reference
set.

e Tool Neutrality: Any tools which implement forensics functions from the same
domain can be evaluated with the same reference set.

e Tool Version Neutrality: Same as the previous statement. As long as functions
are part of the same domain, the reference set will not be required to be modified.

e Transparency: The reference set can be publicly available and anyone can audit
it in order to improve its quality

Finally, they argue that if a function fails in a particular scenario, the function should
not be invalidated. Instead, the results should be used to correct the tool weakness.
Such a methodology can be implemented in the Software Development Life Cycle
(Software Development Life Cycle) for vendors. This would help them improving tools’
functionality and ensure that there is no loss of quality when these functions are updated.
This methodology has been further refined by Guo [26], who mapped the requirements
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Figure 3: Validation and Verification of DFTs with Reference sets [3]

for string searching functions and defined a reference set. They did the same for the
data recovery function [27, 28], however, they did not perform actual validation and
verification on any existing tools.

The presented methodology provides a robust solution to evaluate tools’ functions.
This approach is the most sensible as a tool might perform well for some tasks and
poorly for others. If the tool was rated as a whole, the results would not be useful to
anyone. In addition, the definitions of metrics is strongly linked with the tested function.
A range of metrics can be defined but they will not apply for each functions. Therefore,
it is required to define them for each function. Finally, they propose to use reference
sets in order to enable the reproducibility of the evaluation process.

2.4 Black Box Testing Techniques for DFTs

It has been acknowledged that “vendors cannot anticipate all uses in all situations
therefore they can only test a finite set of permutations of systems and uses” [29]. It
is thus essential to provide the digital forensics community with solutions to cover
this lack of testing. For instance, laboratories will have to perform tool testing which
cover their own methodologies to ensure that the DFTs are properly evaluated and
validated. Wilsdon [13] created a methodology based on black-box testing principles, as
most Digital Forensic Tools are proprietary. With no access to source code. Without
knowledge of the tool implementation, it is not possible to evaluate each function at
a low level. The testing regime is composed of six steps as shown in Figure 4. The
different steps defined by Wilsdon [13] are:

1. The acquisition of the relevant software need to be documented in order to comply
with ISO 17025:2005 requirements. Then, a hash signature of the file is created,
so that if someone else wants to validate the results, it is possible to ensure that
the same program is tested.

2. Tool’s functions need to be identified. This step defines the limits of the test, as
only these functions will be tested.

3. In order to validate the tool, test cases need to be generated. These test cases
will support black-box testing principles. During this step, a reference set needs
to be acquired or created, such as for the reference sets used in [13].

4. Because expected results are known, it is possible to compare them with the
results obtained in the previous step. Thus, it is possible to define metrics which
will measure the correctness of the tested tool, and the level of expected accuracy
can be defined. It is expected that functions will not be perfect, but a given rate
of errors might be acceptable, as defined as the acceptance range. For instance,
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the rate of false positives would possibly slow down an investigation, but it would
not compromise it. Finally, if a function does not meet the acceptance range,
the function and all functions which depend on it should be classified as being
incorrect.

5. Tests are performed and results are recorded. Any unexpected behaviour (such
as program failure) are also noted, and produced results are compared with the
expected results, with resultant metrics. This permits grading of tested functions
as “pass” or “fail”

6. Results, reference sets and test cases are made publicly available to the digital
forensics community to enable result validation by peers.

This methodology enables anyone to test and validate Digital Forensic Tools, along
enable products to be tested in many different environments. As it is not possible for
vendors to test all possibilities [13], this methodology provides results closer to reality.
Finally, Wilsdon argues that an authoritative body needs to be created to implement
the methodology and allocate resources for its application. Furthermore, it is argued
that the automatic creation of reference sets is needed due to the level of skill and the
amount of time required to produce them manually. The DFT can also be stressed from
different angles which is the best solution to detect all weaknesses. Black-box testing
has been successful for other type of software [30] and it seems to be a viable solution to
test Digital Forensic Tools. Nevertheless, the methodology has never been implemented.

One of the main limitations of this methodology is regarding the “fail” and “pass”
results. This classification implies that all tools which “passed” are from the same
quality level. Because there is a threshold, it is essential to differentiate a function
which barely passed and a function which is nearly perfect. Hence, granularity should
be included to take into consideration this aspect.
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Figure 4: Black-box Testing Methodology for DFTs [13]
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2.5 Live Forensics Tool Evaluation

Live forensics is often poorly understood by investigators [31], and the evaluation
techniques are virtually non-existent. One of the few peer reviewed papers on the
subject discusses of the implementation of a framework call Pypette [32]. With this live
data should be extracted carefully, or the data will be refused as evidence, and they
developed a framework which measures the impact of live forensics acquisition tools. In
order to do so, a snapshot of the machine-under-test is taken before and after running
the acquisition, and the differences analysed for (Figure 5):

e Amount of memory used by the acquisition tool
e Impact on Windows Registry

e Impact on the file system

e Use of Dynamic Link Libraries [32]

The implemented methodology uses virtualisation to effectively control the machine-
under-test. In order to take snapshots of the tested machine, the authors created an
agent which is present in the system. They also measured the impact of the agent on the
system of 0.1%, and it can thus be ignored as a significant overhead. This framework is
interesting as it propose a novel way to evaluate and validate live acquisition tools.

2.6 Performance Testing for Digital Forensics Tools

Pan [12] focuses on a method which can be used to evaluate the performance (such as
execution speed) of DFTs, and argue that it is not wise to assume that DFT testers
will be able to obtain high quality results. This is due to the fact that testers might not
be knowledgeable enough or are ill-equipped. They used a partition testing approach
as opposed of random testing approach, and define that the complexity of fully tested
software with random testing has the complexity of O(I¥) where k is the number of
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parameters where each of them has [ values. This can be compared with, partition
testing which has a complexity of O(l x log, k). For this reason, partition testing is an
improved solution as it would take less time to complete.

In order to implement this solution, they chose Orthogonal Array (OA), which is a
technique where an array is created covers every solution. Initially different parameters
are specified, such as a parameter which is a list of OSs and another is the amount of
RAM available. In order to produce fair results, it is required to perform the test with
every combination of OS and RAM. This permits to cover all possible cases, however,
another problem might appear in the results of the experiments. Pan argued that it was
not possible to perform experiments without including errors in it: outliers, which is “an
observation that lies an abnormal distance from other values in a random sample from
a population” [33]. In order to reduce the impact of outliners, a data transformation
technique, defined by Taguchi [34], was used with the function f(z) = —10log(x?),
where z is an observed result is applied to the entire set of results [34]. This dismissed
outliers and reduced the impact of suspicious samples. In addition, they created a
Theorem 1 to define the maximum number of suspicious samples acceptable.

Theorem 1 N is the number of rows of the OA. Then, for any integer N > 1 where
N x R observation withstand the impact of measured and random error, the maximum
number of suspicious samples should not exceed

Nc:min{LN;IJ + LN;1J : LR;IJ,N' LR;H}

Finally, Pan defined the following procedure which follows the previous requirements:

e Step 1.Execute the OA once.

e Step 2.Results are flatten with Taguchi function and suspicious samples are
identified. If no suspicious samples are detected then steps until Step 6 are
ignored.

e Step 3.Compare the number of suspicious samples with the results of Theorem 1

e Step 4.R' is the number of observations which has already been made. Perform
the tests R — (R' + 1)

e Step 5.Results are flatten and suspicious samples are identified on the new sets
of results.

e Step 6.FEach row of the OA is tested and results are flatten. Suspicious samples
are counted, and if they are higher than the maximum number of results found
with Theorem 1, the procedure should be restarted from Step 3.

This procedure supports a high level of automation if the parameters involved do not
require human intervention, where testers only need to confirm the presence or absence of
suspicious samples which then determine the next step of the procedure. Pan [12] expect
to implement an automated solution for this methodology in the future. Nevertheless,
the proposed methodology has issues which have been acknowledged by the authors.
First, the methodology assumes that a definitive set of parameters can be defined and
controllable. However, due to the nature of computing it is possible that software fails
in unexpected ways. In addition, it might not be possible to use this methodology for
any type of DFT.
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3 Digital Forensics Tools and Error Rates

Digital forensics investigators have to follow laws and regulations in the country where
they exercise. Nonetheless, a legal decision taken in 1993 by the Supreme Court of the
United States had a huge impact on the field [35], where the Dauber [36] trial assessed
the admissibility of expert witnesses during scientific testimony of a legal proceeding.
Key finding outlines that the conclusions drawn by expert witnesses need to be based
on scientific methodologies and defined as science knowledge [35]:

1. The theory or technique is testable and have been tested previously.

2. This theory is subjected to peer review and publications. A number of spe-
cialised journals and conferences now exists for the digital forensics field, including
International Journal of Digital Investigation.

3. The potential error rate generated by the technique needs to be known. This
statement is around error rates is virtually unaddressed at the current time. Only
Lyle [35] attempted to identify basic issues of defining error rates for DFTs.

4. The technique is generally accepted within the relevant scientific field.

The error rate represents the level of uncertainty in the scientific method. For instance, if
a sample is analysed in order to find a particular component — called X — two possibilities
exist. The first, X is present in the sample, and the second, X is not present in the
sample. Therefore, there are four solutions:

1. The sample X is present in the sample and it has been found

2. The sample X is present in the sample but it has not been found

3. The sample X is not present in the sample and it has not been found
4. The sample X is not present in the sample but it has been found

The first and third solutions are the expected outcome of a test, however, it is
possible there is an error. It is these issues which need to be quantified in order to
measure the level of uncertainty of a method. Two types of errors can occur. The first
corresponds to the last solution and it is known as a false positive, also called error
Type 1. The second is illustrated by the second solution, and called a false negative, or
error Type II [37]. Lyle [35] explained that, at first glance, it is possible to find errors
rate for DF'Ts. The simplest solution is

- (1)

where n is the total number of bits acquired and & the number of bits incorrectly acquired.
Nevertheless, the Lyle argued that things are not that simple in the digital forensics
world. For him, forensics processes tend to have an error that are systematic rather than
statistical (or statically distributed). The employed algorithm, its implementation and
the person who use it, can introduce errors. It is also possible that a tool will only work
under certain conditions. For instance, a tool which generates MD5 hash signatures can
work properly for text files, but fail with binary files. Moreover, hashing algorithms are
complex, and could have a poorly implemented algorithm, with some files with specific
content not be process correctly. It might also be difficult to differentiate false negatives
against standard tool behaviour. Regarding the forensics acquisition tool example, if a
disk sector has not been acquired, it can be because of two reasons. The first is that

10
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the tool fail to extract the data which is a false negative. However, it is possible that
the sector is damaged and cannot be read, and that this is not an error from the tool.

This highlights the risk of generating error rates which cannot be trusted. Lyle [35]
observed that the error rate needs to be linked with the condition under which they
have been produced. For instance, the version of the targeted OS or the type of hard
drive, might have an influence on the results. For these reason, it was concluded that
the global error rate for a function or a tool might be meaningless. If error rates are
to be generated, all parameters which can have an impact should be identified. For
these reasons, it might be required to create multiple error rates for the same digital
forensics functions. Nevertheless, it is still possible to satisfy the “spirit of Daubert”
[35] by describing the type of failure and triggering conditions of DFTs.

4 Digital Forensics Tools Evaluation Metrics

In order to validate DF'Ts, it is vital to use a range of metrics for various reasons. First,
it will enable the community to compare different tools on an unbiased basis. Secondly,
vendors will know which sections of a tool needs to be improved. Metrics need to
cover the maximum properties of Digital Forensic Tools in order to provide accurate
information on the tool capacity to fulfil certain requirements. This area of DF'T testing
is not widely discussed as explained in Section 2 and few testing methodologies have been
designed, with little research on the definition of metrics to validate Digital Forensic
Tools. Ayers [38], though, defined seven metrics to evaluate DFTs which are:

e Absolute speed represents the time required by the tool to complete a task.

¢ Relative speed compares the average processing evidence rate against the rate
to read data from the original media.

e Accuracy is the proportion of correct results.

e Completeness represents the proportion of evidence found from the pool of
evidence available in the forensics image.

¢ Reliability measures how often the tool is likely to fail during an investigation.
e Auditability defines if the results are fully auditable.

¢ Repeatability measures the proportion of tests where the process employed was
exactly as specified.

Additional work has been undertaken by Pan and Batten to define metrics who proposed
a solution to measure the accuracy rate and the precision rate. The first represents
the amount of evidence correctly extracted from the list of evidence, while the second
represent the number of extracted files from the list of files [39]. The authors also
propose a methodology to perform performance evaluation of tools [12].

These metrics cover most aspect of DFTs, however, some of them are not detailed
enough. For instance, Ayers does not provide a details definition for “correct results”,
which might be interpreted differently by different people. For some, such as Pan
[39], a correct result might be when the retrieved evidence is identical to the original
evidence. This can be checked with hashing algorithm such as MD5. Nevertheless, if
only one bit is modified during the acquisition, the hash signatures will be different.
For others, a correct result is one that can be used in court. For instance, if an illegal
image file is extracted from a disk with only one bit which differs from the original
evidence, there, the hash signatures are different. It is highly possible that the image

11
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file can still be viewed by users, and the incorrect bit might have little impact on the
file content. Furthermore, the extraction process might not retrieve the exact data
because of problems which are not caused by the tool. It is possible, also, that the disk
is damaged, and the tool would not be able to extract the complete file.

5 Digital Corpora

A digital corpora can be defined as a large structured set of digital data, which can be used
to validate techniques which rely on statistics and other mathematical approximation.
As these techniques will have been tested against a wide range of publicly known and
validated data, the results will be based on scientific grounds [40], and can thus be
a core part of testing DFTs. However, digital corpora are often difficult to create,
thus some researchers create them from real evidence, but these are often difficult to
publicly distribute due to privacy and ethical issues. In addition, it is possible that
organisations can set limitations on the sharing of this type of data, such as for formal
requests to be made each time digital corpora os shared, even if it does not possesses
sensitive information. This administrative burden can slow down experiments and might
discourage research.

Without digital corpora, it is not possible for researchers to validate and compare
their work. Garfinkel et al. [40] discussed file identification, where each of the cited
authors produced metrics on the accuracy of their methodology, and used these metrics
to compare their methodologies and draw conclusions. Because none of them used the
same data to perform their tests, comparing the results did not make sense as it is
not possible to know if the testing data introduce a bias during the evaluation process.
Hence, it is not possible for a digital forensic investigator to choose the best methodology
to perform this task. Klimt and Yang [41] exposed similar issues regarding their work
on automatic email classification.

For these reasons, it is essential to create standard digital corpora. Garfinkel et
al. [40] defined four main categories of digital forensics corpora and are defined as the
following;:

e Disk Images: This is the most common type of digital corpora. A complete
image of a system’s hard drive is use as the source of experimentation

e Memory Images: They represent the virtual memory use by computer. As
it is been previously demonstrated, they might contains relevant data. Therefore,
it is essential to provide such corpora for testing and training.

e Network Packets: Represents network traffics which has been recorded.

e Files: In most cases, files are the main evidence. Therefore, it is vital to
provide files as digital corpora. Files can be used individually or with others in
order to produce more complex digital corpora.

Furthermore, Woods et al. [42] specified that realistic digital corpora for education
should have realistic wear and depth., where it should look like if users have been using
the system for standard activities. In addition, the digital corpora should not only be
composed of evidence. The background part — background noise — is essential to add
realism to the data. The authors created a set of digital corpora for training purpose only.
The digital corpora have been created through a set of scenarios. Dedicated machines
have been set-up and the research group had to perform actions on these systems
at particular times defined by scenarios. These actions can include the download
of contents, sending e-mails to another system, browsing the Web or interact with
documents. The whole process was mostly manual, even if some automation has been
performed regarding the Web browsing. This solution enables the creation of corpora of
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great quality. Despite this, the time required is significant. Besides this, if a user made
a mistake without realising it, the whole process might be compromised.

NIST developed a range of disk images based on scenarios such as a hacking scenario
or a mobile-based scenario. These images have been made publicly available only
recently as part of the Computer Forensic Reference Data Sets (CFReDS) [43] project.
Carrier [44] created a similar digital corpora repository, and proposes a list of disk
images and memory dumps scenarios. While these scenarios could be useful for teaching
and training purpose they have limitations for testing purpose. It is possible that no
scenario exist which could be used to evaluate a particular function. These digital
corpora cannot be used as a foundation for the creation of additional digital corpora
as they are static. Hence, it is not possible to build similar digital corpora in order
to confirm that the digital corpora do not introduce bias during the evaluation of the
DFTs.

Additional work needs to be carry out in order to create additional data to create
digital corpora which mimics real user activities. Research from other fields might be
of interest to help researchers to create or improved existing digital corpora. However,
most studies focus on user characteristics which do not have any link with the creation
of digital corpora. These characteristics include genders [45] [46], ethnicity [47], or the
rate of people which use computers at work [48] and at home [49].

6 Conclusion

This paper has outlined evaluation and validation methodologies, where some of these
are too complex to be used by digital forensics investigators such as Carrier’s abstraction
layers model [19], and others do not cover all aspects of the tools [32]. For all them,
none has been implemented in such a way that enable automations of the validation
process. This means that testing may need to be performed manually. This is obviously
an issue as it takes away a significant amount of time from investigators.

Beckett’s [3] methodology can be used to define the requirements to validate digital
forensics functions. This is a good methodology which covers all aspects in the defi-
nition of the validation process. However, the methodology does not cover the actual
implementation of the validation process. Therefore, another methodology is needed. A
good candidate is the methodology of Wilsdon [13] based on black-box testing.
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